
 1 

THIS IS AN AUTHOR SUBMITTED COPY. PLEASE DO NOT CITE FROM THIS VERSION.  

 
Creating a model of the Dynamics of Socio-Technical 

Groups using Electronic Trace Data  
Sean P. Goggins, Giuseppe Valetto, Christopher Mascaro & Kelly Blincoe, Drexel University 

  
ABSTRACT 
Individuals participating in technologically mediated forms of organization often have difficulty recognizing 
when groups emerge, and how the groups they take part in evolve.  This paper contributes an analytical 
framework that improves awareness of these virtual group dynamics through analysis of electronic trace data from 
tasks and interactions carried out by individuals in systems not explicitly designed for context adaptivity, user 
modeling or user personalization. We discuss two distinct cases to which we have applied our analytical 
framework. These two cases provide a useful contrast of two prevalent ways for analyzing social relations starting 
from electronic trace data: either artifact-mediated or direct person-to-person interactions.  Our case study 
integrates electronic trace data analysis with analysis of other, triangulating data specific to each application. We 
show how our techniques fit in a general model of Group Informatics, which can serve to construct group context, 
and be leveraged by future tool development aimed at augmenting context adaptivity with group context and a 
social dimension. We describe our methods, data management strategies and technical architecture to support the 
analysis of individual user task context, increased awareness of group membership, and an integrated view of 
social, information and coordination contexts.  
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1. INTRODUCTION 
User modeling and personalization have lately focused attention on building systems that adapt automatically to 
their context of use. A great deal of that research closely examines individual user characteristics and preferences, 
and describes algorithms and approaches for applying that user information to increase personal engagement, or 
improve effectiveness and user experience within computing and information systems. Despite the fact that most 
user experience and technologically-mediated context involves groups of people interacting with each other, often 
around artifacts, little research to date models or emphasizes units of social organization as a major component of 
user personalization or context adaptivity.  

Social organization is not embodied by a single socio-technical system; research programs that focus on one 
system lack the empirical data to provide insight and guidance for generalized modeling and personalization 
algorithms.  Because we have conducted empirical research modeling social contexts in political discourse, 
software engineering, online learning, recreational sports, and online dating, we are able to present a description 
of research informed not just by the concrete cases in a single paper like this one, but by years of multi-domain 
empirical study.   The cases we present break through single system studies of user behavior to present a broader 
perspective.  We show that the time distance between interactions, for example, powerfully influences adaptivity 
of users in online learning.  The shorter the time between interactions, the more knowledge is constructed.  In 
contrast, we show that time distance is virtually meaningless in the analysis of software engineering teams.  We 
focus this paper’s empirical contribution on these two cases, as they provide the sharpest contrast.     

These social interaction outcomes are important because people working in a technological context are also 
situated in a social context that is not central to current user modeling or personalization.  User interactions in 
these socio-technical contexts are an implicit record from which units of social organization can be understood, if 
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and a half year long ethnographic study to explicate how online communities develop, form subgroups, share 
information and behave socially.  They learned that strong subgroups within a larger community make substantial 
contributions to sustaining and developing the overall community’s purpose and vitality. Since such group 
participation certainly informs the stance, activity and practices of users, their group participation is an integral 
part of their user profile. Still, little work to date integrates methods such as those used by Maloney-Krichmar & 
Preece with generic user modeling and systems like those described by Kobsa (2001, 2007) and others. 

Burt and Conati (2003), like Maloney-Krichmar and Preece (2005), describe the limitations and hampering effects 
of systems designed for research on user modeling and personalization. Our goal is not to understand context 
adaptivity in a single, laboratory system, but to understand first, and analytically, how group context and task 
context can be incorporated into existing systems and lead to improvements in user modeling and personalization. 
Systems in wide use provide what are sometimes considered unmanageable volumes of interaction data (Cohen, 
Dolan, Dunlap, Hellerstein, & Welton, 2009; Lynch, 2008). While some researchers characterize such big data as 
problematic, for research focused on group awareness and the integration of social constructs into user modeling 
and personalization, these large stores of electronic trace data are in fact an opportunity, and an invaluable source 
for study, modeling and evaluation. Our approach enables researchers to leverage such systems and their data in a 
theoretically and methodologically coherent manner, which places the differences of each socio-technical contexts 
in the forefront.  We analyze these systems using a model of Group Informatics, which we have defined 
iteratively, through empirical studies reporting on 16 different sets of electronic trace data (Blincoe et al., 2012, 
Computer Supported Cooperative Work, 2012, Accepted; Goggins et al., 2010, ACM Group 2010, 107 to 116; 
Goggins, 2007; Goggins, Laffey, & Tsai, 2007; Goggins, Mascaro, & Mascaro, 2012a; Mascaro & Goggins, 
2011; Goggins & Erdelez, 2010).  

1.1 Analytical Framework and Cases 
This paper presents an analytical framework that: 1) consumes electronic trace data from individual participation 
of users in large computer-mediated contexts that are operational in the field; 2) extracts elements of individual 
context from that trace data; 3) triangulates that individual context with other data and analysis techniques 
specific to each domain or application; 4) analyzes the accreted information to resolve group formation, 
participation and evolution; and 5) associates the resulting context information with emergent groups to represent 
the “group context”. 

The analytical framework outlined above is the principal contribution of this paper. Its insights originate from 
empirical work on data collected from real-world socio-technical systems.  To contribute a social, analytical 
framework to context adaptivity, we have worked our way up — and abstracted from — distinct experiments 
conducted with a set of techniques for capturing and analyzing group formation from traces of activities and 
interactions in those systems. Although the requirements of our context analysis vary with the different domains 
considered, leading to the usage of an array of qualitative and network analytic techniques, we show how those 
techniques fit in a general model of Group Informatics, which we define in Goggins, Mascaro, Valetto & 
Gallagher (Goggins, Mascaro, & Valetto, 2012), and we briefly review here in Section 2. 

This paper applies that Group Informatics Model, through the analytical framework articulated in this paper, to 
two cases in domains with distinct characteristics: asynchronous online learning with context awareness tools, and 
open source software development.  The analysis we present here demonstrates how context adaptivity can be 
accomplished by expanding personalization and user modeling to include membership and participation in 
groups.  Our work is at the intersection of social navigation (Dourish, 2003; Konstan & Reidl, 2003), shell 
systems (Kobsa, 2007) and other research that contributes to an understanding of user modeling and 
personalization that takes social context into account, and will lead to context adaptive systems that provide group 
awareness in a range of contexts.  Methodologically, we advance the vital construct of user data resolution, which 
Kay (1995) first defined and Kobsa (2001, 2007) later advanced. While accretion describes the accumulation of 
user data, resolution of user data involves its interpretation.  Our use and analysis of accreted data achieves 
enhanced resolution  - grounded in the context data associated with users’ actions and interactions.  This approach 
enables the identification of emergent groups who may not even be aware of their groupness (Goggins et al., 
2007).    
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Awareness systems have been studied extensively, with the goal of facilitating collaboration (Carroll, Rosson, 
Convertino, & Ganoe, 2006; Carroll, Rosson, Farooq, & Xiao, 2009; Carroll, Neale, Isenhour, Rosson, & 
McCrickard, 2003).  To build social context into context adaptivity, we leverage concepts of social matching first 
outlined by Terveen and McDonald (Terveen & McDonald, 2005) to analyze interactions between users.  We also 
recognize how the analysis of interactions can benefit from the characterization of the collaboration of users 
around a task context.  In the cases we present, we show that the context of user interactions (e.g. social behaviors 
within a discussion thread) and the context of task interactions (e.g. artifact-oriented actions of users producing a 
knowledge-intensive product) are equally important and equally conducive to group awareness, even if they call 
for different analysis techniques.  Our software engineering case is focused on task context and relations between 
users and artifacts, while the online learning case is focused on direct user-to-user interactions.   

Our investigation of these two domains provides an example that future researchers and tool developers can build 
upon, while our analytical framework captures and allows reconciliation of those differences, and can help guide 
the researcher and technology designer to make choices about the types of interaction that are most appropriate in 
the specific application domains. Our model of Group Informatics and the analytical framework presented here 
can be implemented in future systems, to offer group awareness and group context as a new dimension of user 
modeling and personalization that builders of shell systems, modeling servers, and social navigation sites can 
leverage. 
In the rest of this paper we first provide an overview of the model of group informatics, which guides our 
analysis, followed by a synthesis of relevant literature.  We then describe our research methods and present results 
from our two case studies.  We conclude with a discussion of our field studies and method, and their implications 
for the design of context-adaptive systems that make group awareness and task context a more central part of user 
modeling and personalization.  

2. A MODEL OF THE DYNAMICS OF GROUP INFORMATICS 
Models have been widely used to capture and organize salient traits of personalization information accrued from 
technologically mediated contexts, especially from the individual user perspective (Anaya & Boticario, 2011; 
Bunt & Conati, 2003; Cosley, Ludford, & Terveen, 2003; Kobsa, 2001; Kobsa, 2007; Zimmermann, Specht, & 
Lorenz, 2005). Our fieldwork has led us to define a model of Group Informatics (Goggins et al., 2012).  
Our Group Informatics model is depicted in Figure 1. It shows relationships between our principal units of 
analysis, the technologically-mediated interaction, and the two main dimensions of socio-technical systems: 
people and artifacts.  The context component, which is a general model in this figure, and a context specific 
implementation in figure 2 (section 4), recognizes that there are factors – both internal and external to socio-
technical context, that lead to the construction and persistent evolution of the user’s experience of context.  Both 
Nardi (Gonzalez, Nardi, & Mark, 2009; Kaptelinin & Nardi, 2006; Nardi & O’Day, 2000; Nardi, 1996; Nardi, 
2007; Nardi, Whittaker, & Schwarz, 2002) and Dourish (Dourish & Button, 1996; Dourish, 2004; Dourish, 2006; 
Harrison & Dourish, 1996; Dourish, 2001) have written extensively on socio-technical theories related to the 
slippery notion of context.  Our Group Informatics model is informed by this theoretical work.  For example, 
when determining how we construct and understand context, we must describe the different decisions we make as 
researchers when applying the Group Informatics model. In Sections 4 and 5 below, we discuss how the model is 
applied to the two cases in this paper. Our goal is not a canonical model of context adaptivity, but the application 
of a Group Informatics model informed by five years of empirical work, and based upon decades of empirical and 
theoretical development in socio-technical research and user modeling and personalization. 
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Figure 1 - Model of Group Informatics Research 
The central part of the Group Informatics model is the “Contextualized Interaction”.  This is the locus in the 
model where qualitative research that takes place around the four main components of the model, context, artifact, 
person and interaction, are made operational.  User profile information, interaction types, interaction frequency, 
time and the role of artifacts are examples of contextual attributes that can be accreted from interaction traces 
within the socio-technical context, attached to those interactions, and can then contribute to construct a 
representation of group and task context. Such a representation includes relations between people:  for example, 
in the online learning case, the interactions are various forms of discourse around ideas in discussion forums, 
wikis and archived chat.  In the open source software engineering case, instead we look at software developer 
interactions with artifacts of the software product, since they inform and constrain the developer-to-developer 
relations.  From these two cases, the reader can begin to see, conceptually, that “contextualized interactions” in 
figure one are the component of the model where context adaptivity begins. Our study of diverse systems in the 
light of this common model helps to illustrate the role that complementary, qualitative analysis of the socio-
technical context can play in the setup and configuration of context adaptive tools (see Section 4, and figure 2). 

2.1 Model Validation 
Validation of social user modeling and personalization technology must occur against real world data, in real 
system contexts, and leverage methods grounded in both social science and computer science scholarship 
(Crowston, Wei, Li, & Howison, 2006; Crowston, Wiggins, & Howison, 2010; Howison, Wiggins, & Crowston, 
2012).  In each of the empirical studies we conducted, leading to the explication of our model of the dynamics of 
group informatics, we performed context relevant validation using empirical research methods that reflexively 
move back and forth between data, analysis and insight.  Though these inductive methods are common in the 



 5 

social sciences, they are just now being recognized as a vital mechanism for validating the real world applicability 
of algorithms developed through computer implementation, formal analysis or laboratory experiments.  
In the development of this article, we revisited data from the prior published work we refer to throughout and 
performed a consistent, systematic process of triangulating our social science and electronic trace data to validate 
our model against the results of our prior work.  This process is described in section Four.  In each case, without 
the application of our reflexive, integrated process of informing log analysis with qualitative coding and analysis 
of communication in each context, the statistical analyses result in networks and clusters that users do not 
recognize as part of their experience; the technical associations diverge from the social affiliations without our 
method (or, we suspect, other methods that take an integrative approach). 
For example, in (Goggins, Laffey, Amelung, & Gallagher, 2010b) we describe how we comparatively evaluated a 
data mining algorithm based on a combination of Pearson correlation coefficients and a Jaccard distance measure 
to identify participant clusters and topical clusters with the network analytic techniques our model uses.  We then 
compared the results of each algorithm with two interviews conducted with each of 42 informants who were 
members of seven different online groups.  In the first interview, which occurred mid collaboration, we asked 
them to identify which individuals they collaborated with most closely on work tasks in the groups we identified 
through each method.  In the second interview, we asked them which clusters – those from the data mining 
algorithm or the model based network analysis of electronic trace data – most closely represented the social 
structures in their online course.   Over 90% of informants (39 out of 42) chose the network analytic clusters as 
more representative of their social experience than the data mining focused clusters.  The electronic trace data 
used was the same, but the models and methodological approaches to identifying groups were different.   
In another exemplar study validating our model of the dynamics of group informatics (Goggins, Laffey, & 
Gallagher, 2011b) we triangulated the groups and leadership identified through our model with student reports of 
who they associated with, and content analysis explicating the types of interaction.  For example, we showed that 
interactions with a high degree of knowledge construction correlated with more cohesive subgroups identified 
through our application of the model and corresponding network analysis.   

3. BACKGROUND AND RELATED WORK 
3.1 User Modeling and Personalization 
Cosley et al. (2003) described the challenge of discovering like-minded people in a large sea of individuals in 
online contexts.  To build understanding of these phenomena, he structured a study using a “family feud” style 
online game for an experimental study, which yielded several findings.  First, people with the same interests did 
not demonstrate differences in their ability to find information.  Second, people with similar education levels 
demonstrated more similarity in existing knowledge, and did not demonstrate productive, complementary 
interests when answering diverse types of trivia questions.  These are both challenges for social recommender 
systems because the recommender engine does not always know these traits but they have a material effect on 
outcomes.  Social recommendation systems, user models and personalization that do not incorporate both user 
profile and user interaction data are, therefore, limited. 

Kobsa (2007, 2001) defined generic user modeling systems, which are a primary focus of the user modeling and 
personalization literature.  His works highlight shell systems, user modeling servers and the attributes considered 
important for user modeling systems over the years.  These technologies and their application suggest possible 
limitations that call for incorporation of interaction data, and its analysis, in user modeling and personalization. 
Interactions among users have not been central in the history of user modeling and adaptation.  Some work in the 
field has defined new and improved ways for deriving personalization information from these data stores at the 
individual unit of analysis (Bunt & Conati, 2003) or by incorporating basic, individually focused measures of user 
interaction into the construction of context for user modeling and personalization (Zimmermann et al., 2005).  
Prior efforts recognize that interaction data has a role to play in user modeling and personalization, but continues 
to approach this data primarily from the individual user perspective.  Reconsidering user modeling and 
personalization as a valuable research field where interactions between users play a more central role in the 
construction of personalization tools is therefore a promising area of inquiry. 
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Bunt & Conati (2003) focus on the application of Bayesian network analysis in open online learning systems, 
describing individual learning activities and progress.  The goal of their study is to understand how to encourage 
and motivate learner exploration in an online learning context.  The type of skill being modeled and the need for a 
better definition of exploratory behavior in these systems, prior to modeling, are each identified as important 
considerations.  They also found that learners consistently overestimate the amount and quality of exploration 
they perform in online learning contexts, and thus propose solutions that include encouraging learners to explain 
their exploratory decisions, and for researchers to then factor these decisions back into the model used to 
encourage further exploration.  In the end, they propose natural language processing as a natural extension of their 
work, arguing that computational linguistics offers a solution for improving models of exploration in learning.   
Related research focuses on the social nature of learning (Amelung, 2007; Bandura, 1977), and suggests that 
encouraging student social behavior in online systems could produce alternative designs and system 
implementations that are competitive with those possible through natural language processing.  Systems focused 
on providing context information to learners to increase social learning (Goggins et al., 2010b; Goggins, Laffey, 
& Amelung, 2011a; Laffey, Amelung, & Goggins, 2009) or content-free collaborative modeling of online 
learning (Anaya & Boticario, 2011) are examples of such alternatives already being pursued. 

In a recent user modeling and personalization study, Anaya and Boticario (2011) demonstrate a data mining 
approach that does not look at content specifically, as recommended by Bunt & Conati (2003), but instead focuses 
on detecting when collaboration has occurred, without reference to content.  They demonstrate that tools can help 
students and teachers better manage collaboration by increasing awareness of the level of collaboration occurring, 
and whether or not specific contributions of students received responses.  Conversations started, messages sent 
and replies to messages were used to measure collaboration in their study.  For each of these measures, they 
defined four variables: number, average, variance and a ratio of the number of threads started compared to the 
total overall contributions of students.  These measures provide a high-level understanding of the degree of 
collaboration taking place in an online context with a high-degree of task structure, in their case, an online course.  

3.2 Extending User Modeling and Personalization By Focusing on Interactions 
The approach we take in our empirical work is most similar to that of Anaya & Boticario, but we propose three 
main extensions.  First, we examine networks of people, identifying who is working with whom, while Anaya & 
Boticario focus on the amount of interaction overall.  Instead of focusing on this individual behavior and 
comparing people with each other, we focus on statistics derived from discrete interactions between people, either 
directly, or through the mediation of work artifacts.  This kind of analysis will help with the identification of 
group awareness, and the important aspect of group emergence in an online context.  Second, we focus on 
contexts that have been effectively employed to support real-world endeavors, whereas Anaya & Boticario 
acknowledge that a significant limitation of their work is that the forum tool they used for their study hindered, 
instead of promoting, collaboration1.  Third, our approach makes qualitative inputs to the model — derived from 
analysis by researchers — a primary practice. 

Zimmerman, Specht & Lorenz (2005) focus on the integration of personalization research with contextualization 
information, adapted to the needs, goals and knowledge characteristics of available data in online contexts.  Their 
view, which is consistent with our approach, is that contextualization complements personalization, so that 
environmental states can be taken into account.  We extend this notion, by also focusing on social groups that 
emerge in online context as a critical component for fully understanding the context and environment of the user, 
augmenting other context data, and ultimately contributing to context adaptive systems in the future.  Unlike 
Zimmerman et al (2005), we examine the interactions of users with each other and the artifacts in the system to 
different degrees, depending on the domain of the virtual context.   

Terveen and McDonald (2005) look at interactions between users as a central component in a construct they 
describe as social matching.  We regard this social matching research to be complementary to context-adaptive 
systems development. Firstly, issues of trust, reputation and interpersonal attraction identified by Terveen & 

                                                        
1 It is common that tools that are conceived specifically for gathering high quality research data are limited for practical use 
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McDonald (2005) can be useful considerations in the development of context-adaptive systems, since they 
contribute to personalization. Secondly, by framing social matching as building upon prior work in user modeling, 
group recommenders, online community studies, awareness systems, social visualization systems and social 
navigation systems, the breadth and complexity of context adaptivity overall is brought into focus. 

One of the central features in social matching is the introduction of users to one other, but that plays a less central 
role in our model of Group Informatics applied to our cases.  First, our cases describe group emergence and group 
structures already taking place in the virtual contexts we observe.  Second, our approach regards the tasks that 
users perform as a key dimension of context, which limits motivational gaps as an area of study in the cases, 
while that is a primary concern in discussions of social matching.   

3.3 Framing the Study of Emergent Groups as Group Informatics 
Group Informatics is principally concerned with the emergence and development of small groups within larger 
socio-technical contexts, which may be conceptualized as communities of practice, networks of practice or, more 
broadly as technologically mediated social structures.  In the Group Informatics model, individual relationships 
are implicit in the occurrence of an interaction between two people, made visible via electronic trace data.  
Technologically mediated groups are studied as networks (Brown & Duguid, 2000), communities of practice 
(Wenger, 1998), groups (Goggins et al., 2007; Rohde & Shaffer, 2003; Rohde, Reinecke, Pape, & Janneck, 2004) 
and individual relationships (Granovetter, 1985).  Like Mitchell (Mitchell, 1969), we identify the relationship 
between these different organizational structures as existing on a continuum that is discernable through 
comparative studies of social network characteristics, such as density and size.   
The Group Informatics model facilitates synthesis of concepts related to user modeling and personalization with 
studies of artifact-focused as well as conversationally-focused forms of socio-technical interaction.  The 
interaction is central, and can be conceptualized as between people, or people and artifacts.  If artifacts are 
conceptualized as boundary objects (Lee, 2007; Star & Griesemer, 1989) around which interactions occur, then 
the Group Informatics model offers a viable and compelling approach for either person-to-person or person-to-
artifact interactions derived from electronic trace data.  The case studies presented here and the analytical 
framework we describe are an early, but, we argue, important waypoint in the development of context-adaptive 
systems, premised on the notion that context is derived dynamically, through user interaction in domain specific 
systems as initially argued by Dourish (2004). 

4. METHOD AND RESEARCH QUESTIONS 
User context is constructed through interaction in a socio-technical context, but every single environment has a 
different specific purpose, different combination of people, actions and interactions, and different technology 
support.  The goal of our analytical framework, built on our previously articulated model of Group Informatics, is 
to turn electronic traces of interaction into evidence of participation in emergent groups, augmented with data that 
represent the context relevant to the group as a social unit operating in the online context. The steps for that 
transformation process are explicated in Figure 2: 
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Figure 2: Analytic framework: process and by-products. 

Recall that this analytical framework is an elaboration of the central component of the Group Informatics model 
that we describe in detail in another paper (Goggins et al., 2012), and present in summary form in section two. 
The contextualized interaction traces that are fed into our analytical framework emerge from the mixed methods 
described in the model of Group Informatics. These contextualized interactions are not only descriptive of the 
interaction that took place, but also carry attributes that situate those interactions within the socio-technical 
system supported by the online context. These include attributes that associate interactions to recognizable tasks 
being carried out within the environment. This is a major focus for us; attributes may also relate each interaction 
to the history of the user and her experience of the environment, or to other entities (people or artifacts) that 
populate and share the environment with the user. For example, in the case of a software development 
environment, a contextualized interaction does not simply record that developer Alice has made a change to some 
part of the software product, but also augments that basic trace with information that may speak to the artifacts 
touched or consulted by Alice and in what sequence, the number of times each artifact was in the focus of Alice’s 
attention and for how long, the task to which all of that work is associated, and so on.  
The definition of contextualized interactions of interest is the first step of the process outlined in figure two, and is 
qualitative, and — necessarily — highly domain and context-specific; however, we can elaborate on it in a 
general way. For contextualized interactions we are mainly interested in attributes that are quantifiable, since the 
following step of the process is their weighting.  The Group Informatics model helps us to decide which attributes 
to quantify, and how to quantify them.  As we noted, real-world systems capture sometimes very large volumes of 
user interaction data. Clearly, not all those interactions are equally significant: for example, many may capture 
routine activities, digressions, even mistakes, or other behaviors that do not carry particular semantics salient to 
what our qualitative analysis determines are significant indications of group behavior, leadership, or user behavior 
attributes which could contribute to user models or personalization.  The weighting step is therefore based on 
quantitative contextual attributes of interaction traces, determined using qualitative information gleaned from 
triangulating data.   
Our concept of triangulation is similar in purpose to other notions in phenomenological research, such as 
corroboration, validation and evaluation.  The terms are different, but the purposes are congruent.  Our analytical 
framework operationalizes these concepts, and helps bring to the forefront the most significant interactions while 
filtering noise. The weighting step assigns a relevance score (typically non-negative) to all contextualized 
interactions. 
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We look at each weighted, contextualized interaction as a collaboration opportunity, which we represent as a 
bilateral relation between two entities in the system, One of them is, in all cases, a user who participated in the 
interaction; the other may be another user, or an artifact. This depends on the types of interaction supported by our 
virtual context, as well as its purpose, determined from qualitative research methods like content analysis, digital 
ethnography or user interviews. In an online context that focuses on discourse, discussion and coordination, such 
as an online forum, collaboration opportunities connect pairs of users directly; in a context whose main purpose is 
instead the construction of some product or deliverable, such as an open source software development 
community, opportunities for collaboration between users are mediated by the artifacts upon which each user 
interacts with as part of her work.  
In the former case (represented by our case on completely online groups in a learning environment), the set of 
collaboration opportunities denotes a weighted social network between the users. In the latter (represented by the 
open source software engineering case), instead, the best representation is a bi-partite network: one mode of the 
network is the set of users, and the other mode collects the set of artifacts being the subject of the users’ 
interaction. Collaboration opportunities represent the weighted arcs connecting those two modes.  
Notice that – besides its weight – a collaboration opportunity relation must also have a timestamp, denoting the 
moment when that collaboration opportunity materializes. This is critical to identifying emergent group 
formation, which in turn is instrumental for achieving the goal of group awareness, since timeliness is a major 
quality attribute for awareness support, and group participation may be very dynamic on the time axis.  
The next process step in our analytical framework is aggregation. This step aims at the identification of groups, 
and is fulfilled by applying suitable Social Network Analysis (SNA) algorithms to the network of collaboration 
opportunities.  Unlike prior research that focuses attention on raw interaction data, through this aggregation step 
our analytical framework shifts the focus from dyadic relations, which denote the strength of the interest or 
requirement to collaborate (either directly, or in an artifact-mediated fashion) between two individuals, to a multi-
party relation that must capture subsets of the whole set of users who have a particularly strong common interest 
or requirement to collaborate as a distinct social unit. The aggregation step leverages some form of clustering of 
the original collaboration opportunities network, and its output is a new network among the system users, which 
makes the multi-party relations visible and quantifies them.  
A next output of our analytical framework is a representation of group context, which may include intentional 
information about the reason (interest or requirement) for the group to emerge, which sheds light upon the nature 
of the multi-party relation that was discovered through aggregation; it also may include descriptive information, 
i.e., details on the kind of activities the group as a whole carries out and their content. Group context information 
is often itself an aggregation of some of the context of participating individuals, derived from the contextualized 
interactions which originally contributed to the formation of the group – the key output of the Group Informatics 
model that feeds our analytical framework.  A critical point of understanding is that the extensive literature 
applying network analysis to raw electronic trace data does not typically reveal groups that exist in the data 
(Howison et al., 2012).  
Our analytical framework, its process steps, and the data manipulated and produced through that analysis is 
instantiated in Section five in a way that is specific to each of the case studies we present there. In that section, the 
case study discussions are organized to highlight how the concepts informing our analytical framework are 
applied to each domain. Each case study reports on the following set of items: 
• Domain of study: introduction to the domain and the application;  
• Contextualized interactions: nature of the interaction traces collected and their contextual attributes;  
• Weighing procedure: what kind of weighing is applied to the contextual attributes and how weighs are 

computed; 
•  Collaboration opportunities network: the nature of the network resulting from weighing, and a discussion 

about the semantics of the dyadic relations captured by it for the domain at hand; 
• Aggregation procedure: the aggregation algorithms and parameters used to make groups visible, by 

manipulating the collaboration opportunities network; 
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• Emergent groups: the group structures emerging from aggregation, and a discussion of how they match what 
we know about the case study and the community of users populating the socio-technical system; 

• Group context: what contextual information we can associate to each identified group. 
To conclude each case study, we discuss how the techniques and findings described shed light on two research 
questions, which represent the common motivation guiding us to carry out all of those studies. Our research 
questions are the following: 
1. Q1 – Groups identification:  to what extent did the analytical framework succeed to identify emergent 

groups in this case study? 
2. Q2 – Automation: to what extent did the analytical framework support the automation of the process, 

starting with the available electronic trace data produced within the socio-technical system?  

5. CASE STUDIES AND FINDINGS 
The case studies discussed in this Section are different with respect to the type of work the socio-technical system 
in each case study is set out to accomplish, the different types of participation it supports, and the kinds of trace 
data it captures. We have selected these case studies to demonstrate that our analytic framework can be applied in 
the face of significant heterogeneity.   
From a socio-technical structuring perspective, we point out the contrast in types of work conducted through the 
systems in these case studies.  In our first case study, we deal with completely online groups that are focused on 
learning discourse. In the second one, we study Open Source software developers, who are focused on quality 
production of knowledge-intensive, technical artifacts. Work type is an important distinction, which sometimes 
gets overlooked when performing network analysis of electronic trace data, but we find that if the reader keeps 
this in mind the case by case complexity associated with user adaptable context can be more easily appreciated. 
As we note in the cases, the structural difference in our application of the Group Informatics model through our 
analytical framework is the difference between person-person and person-artifact centered analysis.  This contrast 
is our rationale for selecting these two cases for this paper, from among the 16 specific studies we conducted over 
the years, which let us to our Group Informatics model and analytical framework as presented. 
5.1 Completely Online Groups 
5.1.1 Domain of Study 
If you have ever joined an online group, you know the experience to be different than groups you join in your 
physical community.  The first author studied the effects of context awareness tools on completely online 
graduate level courses at three major US Universities for five years.  Completely online courses, like free and 
open source projects and Wikipedia editing occur without people ever meeting face to face.  In the case of 
completely online courses, this is more absolute than it is with free and open source projects.  Unlike large scale 
Internet facilitated projects, completely online graduate level courses have a managed structure with time 
constraints and specific tasks that are contained within a clear organizational context.  The courses studied 
incorporate a significant component of small group work, so in this respect, such courses are similar to 
organizationally situated work groups.   
The technical tool used for instruction in our research is the open source course management system Sakai2, with 
the JForum discussion board tool integrated.   Sakai itself also provides file sharing, archived chat, wiki’s and 
profile pages that students in the courses we studied used.  As explained in the next section, activities in Sakai 
were logged using a tool developed at a large Midwestern US University, called CANS3, which created participant 
awareness of the online context by sharing the overall activity of different members in raw form.  As explained in 
the next section, our Group Informatics model was applied to the interactions captured by CANS, extending our 
understanding of activity in the Sakai environment through our analytical framework.  

                                                        
2 http://www.sakaiproject.org 
3 http://www.cansaware.org 
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Completely online courses rely on technical infrastructure and pedagogical infrastructure (Goggins et al., 2010b; 
Goggins & Erdelez, 2010).  Not every instructor uses the same technology in the same way, though a particular 
instructor is likely to use the available technology in similar ways for each course.  This is the case in our study of 
the Sakai environment.  By studying different instructors using the same tool, and generating interaction data 
using a common, context aware logging format, we are able to make general observations about the ways that 
groups come in to being under the direction of specific instructors, and within the constraints of the tool in 
general.   
5.1.2 Contextualized Interactions 
The “Context Aware Notification System” (CANS) generates electronic trace data that includes context 
information about each discussion board, chat, wiki and file repository where activity took place, and the 
sequencing of discussion board posts using timestamps in the logs.  CANS captures both read and post 
information in discussion boards, wikis, archived chat and file sharing areas of the course management system. 
This bi-modal, context enhanced data capture enables us to identify new semantics for standard social network 
measures.  For example, we know that high betweenness users identified through our analytical framework are of 
two types – those who are influencers, which is the classic meaning in SNA, and those who are highly active  
(Goggins, Galyen, & Laffey, 2010a).  We also observe that completely online groups like these create complete 
graph, dense networks; which are different in many respects from other social networks examined in the other 
studies reported in the wider literature.  In this research, electronic trace data from CANS is woven together with 
interview data, content analysis and ethnographic coding to increase understanding of group development 
(Goggins et al., 2011b), group identity (Goggins, Laffey, Galyen, & Mascaro, 2011b) and the infrastructure required 
to support context enhanced online learning.   
The model of Group Informatics guides the integration of these triangulating forms of data and their 
corresponding analysis.  For example, in each course, the pedagogy of the instructor (small group focused versus 
lecture focused), the subject matter (interaction design, versus computer programming) contributes to the types of 
interactions we are able to identify in a course.  When we look at software design courses, groups are often 
assigned a priori and also emerge over the life of the course.  In the case of programming courses, there may be 
group work, but our analysis is that such groups’ form around discussion threads focused on specific technical 
problems.  The groups that matter in the programming courses are more dynamic than the design groups.  This 
leads us to contextualize the traces using the group informatics model differently in these two types of courses. 
The work (file sharing, wikis, artifact construction) and talk traces (discussion boards discourse) captured by 
CANS are from both Sakai and the JForum discussion board included in the online context.   These tools were 
integrated seamlessly for the users, so that JForum appeared simply as a component in Sakai.  Of the total 
interactions in the interaction warehouse, 91% occurred within the JForum discussion board.  The information in 
each trace includes: 

• User ID for the Event Creator 
• Object ID – This could be the specific JForum discussion board, a course wiki, a file or an archived chat. 
• Event URL – The event URL is a unique page identifier.  The Jforum discussion board limits five posts to 

a page, and each page in a discussion forum has its own unique event URL.  It is therefore possible to 
perform analysis on page views for sections of the discussion forum, not merely the entire forum.  We 
have a finer grained understanding of who is reading and responding to whom in a particular timeframe 
than other’s conducting similar research.  This data also enables the construction of implicit ties, discussed 
later and also unique to our research.  

• Kind: There are seven main event types.  JForum.Read, JForum.Post, Wiki.Edit, Session.Begin, 
Session.End, File.Create, File.Change and User.Chat. 

• Event Date: a timestamp for the event in the log 
• Object Create Date a timestamp for the create date of the object the event is in reference to. When 

creating a discussion post, this will be the same as the event date.  When reading a discussion post, this 
will be the Event Date for the most recently created post in the thread. 
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Applying the group informatics model we performed further analysis of the logs in order to add context to them.  
CANS interactions are initially recorded between users and objects.  In a discussion where knowledge is being 
constructed and information is being shared, however, interaction is more aptly represented as occurring between 
two people.  Our interview data, content analysis of discussions and ethnographic following of the course 
unfolding during the capture of log data demonstrated that the courses we study do, in fact, function more like a 
conversation than like two people interacting around an artifact.  In order to accommodate this reality in the 
Group Informatics model, we contextualized the log files as interactions between individuals.  Figure three shows 
how the raw CANS record will note a specific individual performed a specific action at a page URL.  In figure 
three, this is a “read” action.   Few (<1%) interactions in the Sakai systems we study are between individuals and 
artifacts; they are almost entirely directed to one or more other individuals.  The engagement is active and social.  
This is in contrast with our other case, in software engineering, where the interaction is truly between a software 
developer and an artifact.  Figure three depicts how the actions of individuals are initially contextualized in the 
logs.  The person depicted reads a set of discussion board posts provided previously by other participants.  A 
connection is made in the log between this interaction and the individual performing it.   

 
Figure 3 - Contextualizing Interactions in the Socially Focused Interaction Warehouse 

However, an interaction between a person and a discussion board does not capture the full context of a discussion, 
particularly when the entire course of 15 to 35 people are engaged, or if a small group of 3 to 5 people are 
engaged in ongoing discussion.  Figure four shows how we create the implicit connections associated with an 
online discussion thread in a completely online course.  When a student views a page URL with multiple posts, 
there is an implicit interaction between each of the students whose contributions are the page.  Our integration of 
other data through the Group Informatics model enables us to operationalize these implicit connections through 
processing of CANS logs in time sequence, as depicted in figure four.  The same explicit read act creates a 
connection between the user and all the other users in the page.  These are different types of connections that 
explicit responses, and the Group Informatics model guides us to employ a specific weighting strategy, depending 
on the triangulating data available for the context as a whole, from prior studies of similar classes, and from 
ongoing study of new classes.  These implicit connections inform our weighting, described next.   

 
Figure 4 - Contextualizing Interactions by Accounting for Implicit, as well as explicit interactions 

5.1.3 Weighting Procedure 
Knowing the basics of who posted each item is sufficient for a rudimentary social network, but it is still not 
complete and does not take advantage of the model of Group informatics or our analytical framework.  Weighting 
of ties and making connections for the appropriate number of prior items on a page are also necessary.  Each of 
these components – how far back in a post sequence to imply a tie, and how to weight a tie – are deeply 
contextual. Figure 4 illustrates how we connect and weight connections between a user reading content and the 
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user who creates it in Sakai.  Similar strategies are used in each system, but contextualized in ways specific to that 
system.  
Our methods for deriving weighted social network data from electronic traces overcome a number of the 
criticisms leveled against the analysis of such data using social network analysis methods (Goggins et al., 2011a).   
Issues of validity, reliability, and theoretical coherence in the common application of SNA to electronic trace data 
are described in depth in the paradigm altering work of Howison, Wiggins & Crowston (Howison et al., 2012).  
Questions of validity are centered on an understanding of the theoretical and methodological origins of social 
network analysis; which emerges from the practice of sociologists sampling co presence of people in social 
settings or collecting diaries of self reports.  These two types of data are shown to have validity by representing 
both an observed network of interactions in the social settings, and self reports of who is important through the 
diaries.  Many times people report connections to highly influential others whether this same connection is 
observed in the world or not.  Electronic trace data, in contrast, represents a full set of technologically mediated 
interactions.   
Calculation of weights is determined through information in the Group Informatics model.  The most significant 
variables for weighting connections between individuals are the number of total interactions between them, 
compared to an average and the length of time (referred to as time distance) between those interactions.  Two 
students with frequent interactions with long time distances may have equal connection strength with two students 
who interact occasionally, in short rapid bursts.  Our Group Informatics Model supports analysis of what is really 
occurring during these two interaction scenarios, and enables us to use connection weight as a proxy for simply 
and understandably representing the connection between two nodes, even though the connection types may be 
slightly different.   
5.1.4 Collaboration Opportunities Network 
Connecting each of the students in each course context with other students by transforming raw, person-artifact 
interactions into a social network results in a collaboration opportunities network.  The weighted incident arcs 
from a student Sa to another student, Sb measures the strength of connection between those two students.  In most 
studies of online learning, these are dense social network where every member is connected to every other 
member to some extent.  Decisions we make during aggregation procedures are central to our understanding of 
the collaboration networks of interest in a particular course.  We describe this in the next section. 
5.1.5 Aggregation Procedure 
In the study of completely online group emergence the decision to aggregate, and how to aggregate is drawn from 
the context, artifact and interaction components of the model.   Since each interaction contains a timestamp, and 
we calculate implicit interactions in discussion based on whether or not a post exists at the time a user reads or 
posts, and how recent the related post (up to five) in a page URL is, we aggregate differently, depending on the 
research question.  To study emergent group behavior and consider task and group context, we aggregate the data 
in two ways.  First, we slice the data according to known module time periods – places in a course where work is 
taking place in small groups, peer to peer collaboration or individually are sliced and analyzed to represent the 
different socio-technical processes embodied by these different a priori configurations.  For example, a priori 
group structures lead us to look for those groups, while in individual activities; the notion of group emergence is 
more likely the qualitative finding from the discovery of groups in our analytical framework. Each course is 
treated as a separate unit, so interactions between people who are in two courses at the same time are only 
measured within the course context.   
Once we have created a set of discrete interactions organized and grouped as described above, we will aggregate 
them in to node by node pairs, with both a summed and averaged weight.  These weights, which are derived from 
analysis and processing through the group informatics model and weighting procedure, are then visually 
represented in network models.  The social context and relations between users are then, in this way, represented 
in a static diagram, though the weighting procedure represents a dynamic factor in the interaction.  A visualization 
of a weighted social network represents dynamic behavior in a static diagram, which is enabled by application of 
the Group Informatics model through our analytical framework.   
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5.1.6 Emergent Groups 
The Group Informatics model driven visualizations are information rich sources for understanding group 
emergence.  The weighted edge sets generated by the weighting and aggregating of interactions in an online 
course, following our model of Group Informatics can then be analyzed using standard social network analysis 
(SNA) measures.  Applying these statistics to the processed electronic trace data is theoretically coherent with the 
measures themselves, overcoming prior criticisms of applying network analytic techniques to raw trace data.  For 
example, degree centrality is intended to identify significant interaction between one node and the other nodes in 
the network.  The emergent groups will share high in degree and out degree centrality traits with each other, and 
tend to interact in clusters.  By applying weights based on qualitative data, we have validated that the relations a 
social network analyst expects to be represented by a set of measures is, in fact, what is represented.  While raw 
interaction traces may reflect different sorts of behaviors, our Group Informatics model normalizes electronic 
trace data to reflect what network analysts expect the measure to mean (see section 2) (Goggins et al., 2012).   
The emergent groups identified in this case are triangulated back with the qualitative data and with user reports of 
group membership.  This serves as a self check, as well as external validation that the model, as applied, works 
for the types of cases studied here.  It is also an encouraging sign that the Group Informatics model and our 
analytical framework for constructing context adaptive systems will be applicable in the development of future 
tools. 
5.1.7 Group Context 
We know about every discussion board the user participated in, and we understand this within the context of a 
class.  In some cases there are restricted group discussion boards.  Here, individual group context becomes more 
apparent because of our processing through the model.  As Dourish (2004) points out, context is dynamically 
constructed.  This is especially the case when the context is a new form of technologically mediated social 
organization, like the two described in our paper.  With group context identified using our analytical framework, 
we are in a position to inform future tools that enable context adaptivity by incorporating group context into user 
modeling and personalization research because the complex, social factors are understood through analysis of 
interactions through the user of our model and analytical framework. 
5.1.8 Research Questions 
We were able to effectively identify groups and group context through our analysis of completely online learning 
groups.  Further, we were able to identify clear steps for the automation of this group awareness and task 
awareness; leading us to conclude that a next step in the application of the Group Informatics model is to build 
our analytical toolkit into live systems, and provide context adaptivity that takes into account the full, socio-
technical context of use as represented not just by raw trace analysis, but by the contextualization and 
triangulation of that analysis with other data and data analysis.  This is evident from our answering of the research 
questions in this case. 
5.1.8.1 Research question Q1: groups identification 
Through analysis of context data generated by CANS and analyzed as noted above we have discovered patterns of 
group identity formation and leadership in completely online learning groups (Goggins et al., 2010b; Goggins et 
al., 2011b; Goggins, Laffey, & Galyen, 2009).  For example, in the study of one online course, we can see that a 
core group of team members are clearly identifiable from our processed CANS logs as the leaders of their 
respective groups.  This is illustrated in figure five.   Each group member is represented by a unique name that 
includes their group number (g1-g6) and a unique identifier.  One group is represented with actual names.  Each 
group has a distinct shape and shading combination, such that it is visually clear from the figure that one member 
of each group is in the core for the overall network.  This figure, developed using our model of Group Informatics 
and the analytical framework described in section four demonstrates that both groups, and the leaders of those 
groups are identifiable using our model.  These results have been replicated across 11 courses with 3 different 
instructors at two different institutions teaching five different courses. 
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Figure 5 - Example of How Leadership is revealed through network analysis of CANS data 

In another study we showed how connectivity between members differs by read and post activity.  The blue lines 
in figure 6 represent post connections and the gray lines represent read connections.  This figure illustrates two 
important dimensions of bimodal logging as an important component in the analytical framework presented here, 
and in indication that these analytical tools will support context adaptivity that incorporates group and task 
awareness information into tools developed by us and by other user modeling and personalization researchers.  
First, the heavy volume of more passive, reading behavior compared to active posting behavior in the network is 
clear.  There is a lot more gray (reading) than blue (posting).  Second, the node sizes representing the degree 
centrality of the nodes show how in a tightly connected network like this, the variance between the largest and 
smallest node is relatively small.  Third, the relative proximity of different nodes to each other suggests a few 
different roles in this course.  Nodes N04 and N09, near the upper left, small and green, have positions between 
clusters in the graph.  These users, whose participation is relatively low as indicated by degree centrality, are 
located in central positions of the network because they act as gatekeepers between clusters.  This graph is a 
visual mechanism for making high betweenness individuals – lurkers and brokers – visible in a course social 
network, similar to the way we accomplished this using statistical measures (Goggins, Galyen & Laffey, 2010).   
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Figure 6 - Contrast of Read (gray) versus post (blue) data 

5.1.8.2 Research question Q2: automation 
These two visualizations provide us with a clear sense of how group task context can be used to make groups 
more aware of each other and how they are interacting in completely online educational environments.  The data 
available from CANS, processed in our analytical framework and leveraging our model of Group Informatics, 
could provide these same visualizations to asynchronous learning groups on a regular basis.  CANS already 
provides basic information about frequency of login and discussion boards where people gather with each other 
online.  Providing these sorts of visualizations could increase group awareness.  If visualizations like these were 
centered on specific discussion boards, file sharing areas or wikis, they would also serve to help support the 
provision of task context and, ultimately, context adaptive systems.  Since our analytical framework has been 
developed and operationalized across a range of courses, this is possible with relatively little effort. 
5.2 Open Source Software Engineering 
5.2.1 Domain of study 
Open source software projects are among the most impressive examples of the ability of virtual software 
development organizations to create complex, robust and very large products. Work by the Apache Foundation4, 
Linux5 and other open source communities6 provide recognized examples of projects whose output rivals top-of-
the-line products produced by “traditional” software development organizations. Virtual software development 
organizations are also becoming increasingly prevalent in for-profit enterprises.  Geographically dispersed and 
globally distributed teams are becoming more and more common for the execution of large-scale industrial 
software development projects. A distributed industrial software organization typically structures its project teams 
across business unit locations and boundaries, and often in partnership with other for-profit enterprises; with 
increasing frequency, we also see new forms of organization born from joint ventures between corporations and 
open source projects, leading to hybrid organizational models (Wagstrom, Herbsleb, Kraut, & Mockus, 2010). 
In hybrid software development organizations, co-located work and in-person communication and coordination 
are the exception, if they exist at all; all work and communication occurs through the mediation of the tool set that 
                                                        
4 http://www.apache.org  
5 http://www.linux.org  
6 http://www.flossworld.org/  
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makes up the production infrastructure of the project. Most of these tools, ranging from source code repositories, 
to bug and change requests databases, to mailing lists and discussion boards, etc. provide traces of the developers’ 
activities. It is worth noticing that – among virtual software development organizations – open source 
communities are not only the most distributed and decentralized, but also the ones that are most open in making 
available and leveraging those traces. While their primary motivation is to facilitate the work of community 
members, and to lower the entry barrier to potential new contributors, this practice also makes them an ideal 
subject of study and analysis. 
We have been studying a project within the Eclipse.org open source ecology, namely Mylyn (Kersten and 
Murphy, 2006, FSE), which maintains one of the most popular add-ons (also known as plugins) to the widely 
used Eclipse Integrated Development Environment (IDE). An IDE is a productivity tool for software 
development; modern IDEs are extensible, by means of plugins that provide sets of new or advanced functionality 
in a shrink-wrapped component. The Mylyn plugin for Eclipse records the actions that a developer carries out 
within the user interface of the IDE (e.g., menu selections, mouse clicks, opening and editing of files, issuing of 
commands, etc.) while she works. Since a software developer often works on multiple tasks at once, the purpose 
of Mylyn is to ease the cognitive load of the developer whenever she switches from one task to another. As the 
developer takes up a past task, Mylyn uses her recorded activity to automatically modify the appearance of the 
IDE, and present in a prominent way to the developer the most pertinent information for that task, such as the 
software artifacts she has been working on (the working set of the task), and the IDE tools and commands she has 
used. By recording the actions related to each task, Mylyn thus helps the developer constructing and remembering 
the context of her work: in fact, Mylyn calls these traces task contexts, and the action recorded in them context 
events. 
5.2.2 Contextualized interactions 
Mylyn, as an open source project represents the subject of this case study, however, Mylyn as a technology also 
provides us with the contextualized interactions that allow us to study the project itself, since the contributors to 
the Mylyn project routinely use the Mylyn plugin in their work, and– by convention – have been collecting for 
several years in the project repository hosted at Eclipse.org the task context information for their completed tasks.  
The work traces in a Mylyn task context are extremely fine-grained, both temporally and with respect to the detail 
of observable work. They also reveal the whole working set of artifacts consulted or manipulated at any point in 
time during a task, whereas most software development traces only record the narrower change set, that is, the 
artifacts that are modified and then committed in fulfilling a task. Mylyn context provide the progression of work 
by the developer from the beginning to the completion of her task. The information within a context event 
includes, among other things: 

• Developer ID 
• Task ID 
• Kind: type of action by the developer on the Eclipse GUI (selection, edit, command, etc.) 
• Structure Handle: a unique ID that identifies what software artifact is subject to the action. Granularity 

can vary (files vs. classes vs. class inner elements, i.e., methods and attributes). 
• Start Date: a timestamp 
• End Date a timestamp  

We postulated that individual task context traces can be leveraged to support group awareness by analyzing the 
contexts of developers engaged in concurrent work and how they are related. For example, if contexts show an 
intersection – defined as an overlap between the working sets of 2 or more developers — those developers may 
constitute a group within the project team. In a recent study (Blincoe, Valetto & Goggins, 2011), we have 
analyzed these traces, and found that intersections between the contexts of pairs of developers provide accurate 
and early means to detect the coordination requirements (Cataldo, Wagstrom, Herbsleb, & Carley, 2006) between 
those pairs. Here, we extend that work to detect groups, by looking at the intersection of multiple contexts. An 
advantage of this technique is that overlapping working sets are often an antecedent to group formation, since – in 
a virtual software development organization — groups may form ad hoc once developers realize their need to 
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negotiate and resolve the complexities related to their concurrent manipulation of the same artifacts for different 
technical reasons. 
For this study, we have examined the data about eight releases of Mylyn (v2.0 through v3.3), which span almost 
three years, from December of 2006 until October of 2009. The mass and kind of information made available by 
the Mylyn repositories for that period covers nicely the major entities of the Group Informatics model presented 
in Section 2. From the Bugzilla repository we have extracted 1,970 software development tasks. Each of those 
tasks is associated to one or more context records, for a total of 588,796 context events. We have filtered those 
contextualized interactions, and considered only the selection and edit actions upon Java source code artifacts 
(450,747 events), since other types of artifacts are by-products – as opposed to subject – of development work. 
Besides allowing us to establish the relations between a task and the artifacts consulted or manipulated during that 
task, context records, of course, also contain information about the developers who carried out work on the same 
artifacts, and hence worked on each task. For each of the eight Mylyn releases, whose duration typically between 
three and four months, between 13 and 18 developers collaborated. We consider all the tasks by those developers 
in the same release as potentially concurrent. 
We have also collected other data from the project repositories, which we have used for triangulation and 
validation; noticeably, the recorded acts of communication archived in the project mailing lists and in discussion 
threads about the individual project tasks in the same release periods. The population contributing these 
comments is much larger than the set of actual developers. Over the 3 years considered, more than 400 different 
user IDs posted comments in these forums. 
5.2.3 Weighting procedure 
Our process of analysis of the data set described above works as follows: 

1. For each release, we consider all contexts, and all events within each contexts, to determine the 
intersection between the artifact working sets of all development tasks; 

2. We produce a set of intersection records in the form: 
Ix = (Task_a, Task_b, Task_c, …)  (Artifact_1, Artifact_2,  …, Artifact_n); 

3. We construct a bi-partite network. The developers involved in all the tasks listed in each intersection 
represent a mode of the network, and the intersections themselves are the other mode. The arcs of the 
bipartite network are valued: the weight of the arc between developer Da and intersection Ix represents 
the number of artifacts manipulated by Da in each task she has worked on and included in Ix. Notice 
that, since developer Da may be responsible for multiple tasks within the same intersection Ix, the weight 
of the edge between Da and Ix can be a multiple of the artifact cardinality of the intersection. 

5.2.4 Collaboration opportunities network 
The bi-partite network described above, connecting each of the Mylyn developers with a subset of the Mylyn 
artifacts, represents our collaboration opportunities network. The intersections represent the subject and the 
content of the potential collaboration between any developers that have operated on those artifacts in one or more 
of their assigned tasks within a software development release. The weighted incident arcs from a developer Da to 
an intersection Ix measures the strength of the interest of need of Da to collaborate with other developers on the 
set of artifacts included in Ix. Moving from a local to a global view of the network, the set of incident arcs to 
various intersections departing from the Da node show all the collaboration opportunities for Da. Several of those 
collaboration opportunities may involve a limited number of fellow developers, who therefore may have the most 
interest to come together as a group, and coordinate their concurrent work and efficiently complete their tasks. 
5.2.5 Aggregation procedure 
From the weighted bi-partite network of collaboration opportunities described above, we want to identify 
subgroups of the developers’ community that gravitate towards common work (i.e. overlapping working sets) 
across several different tasks, and who have significant amount of overlap in those working sets. Many different 
network-analytic techniques exist for such a purpose. Our aggregation procedure focuses on the construct of bi-
cliques (Borgatti & Everett, 1997), and works as follows: 

1. we dichotomize the bi-partite collaboration opportunities network at a level that is above the median of 
the weight of all the edges in the network; 
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2. we compute bi-cliques, to capture what subset of the developers community tend to co-participate in the 
same intersections; 

3. we compute the structural correlation matrix between developers, based on the relationship between the 
set of developers and the set of bi-cliques they are part of, which was computed in the previous step. 

5.2.6 Emergent groups 
As the result of aggregation, we obtain a new person-by-person network, in which arcs denote the Pearson 
correlation between any two developers, and signify how similar are those two developers in terms of the bi-
cliques they are part of. To identify sub-groups that are cohesive within this network of developers, we want to 
filter out weak correlations. Therefore, we use a cutoff point of 0.4 for the arcs in the network. An example of the 
networks thus obtained can be seen in Figure 7. 
5.2.7 Group context 
The aggregation procedure distils the relations between developers to discover cohesive groups; however, it is 
possible to “carry over” throughout that procedure some information that describes the collective context of those 
groups, and that is derived from the contextualized traces of interaction provided by Mylyn. The most important 
source of information is represented by the intersection records in the form 
 Ix = (Task_a, Task_b, Task_c, …)  (Artifact_1, Artifact_2,  …, Artifact_n) 
described above. We can easily retrieve the artifact sets that are involved in the intersections that determine each 
bi-clique; from there, we can also compute the sets of artifacts that underlie the bilateral developer-to-developer 
correlation arcs represented in the final network output by the aggregation process. The union of those artifact sets 
provides a look at the underlying purpose of each discovered group. An even more detailed view is available 
possible, since we can also retrieve all context events associated to those artifact sets. At that fine-grained level, 
we know about all actions (consultation, editing, etc.) carried out by members of the group, as well as their 
timestamps. 
5.2.8 Research questions 
On the basis of the process explained so far and its results, we now answer the research questions listed in Section 
4 for the open source software engineering case study. 
5.2.8.1 Research question Q1: groups identification 
To answer research question Q1, we validated the outcome of the application of our analytical framework to this 
data set with two different kinds of triangulating information. First of all, we used qualitative information that we 
have collected while studying the Mylyn project, and perusing its repositories and archives that can be freely 
consulted on the Web, as is the custom of open source projects. Moreover, we used communication traces, which 
are an integral part of those archives, to construct a separate and independent social network, and compare it with 
the network resulting from our analysis for any given release. 
We report hereby our results for three of the eight releases we examined: Mylyn v.2.0 (the earliest), v.3.1(the 
largest), and v.3.3 (the most recent include in our data set). The network resulting from our analysis is displayed 
in Figure 7, Figure 9 and Figure 10, respectively. 
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Figure 7: Mylyn v.2.0 – cohesive subgroups based on task context data. 

In each of those networks the developers groups can be identified simply by visual inspection. For example, in 
Figure 7, showing the 13 developers active in v.2.0 (with anonymized IDs), we can observe two main structures: a 
relatively tightly-knit group of five people on the right-end side, plus four related developers on the left-hand side. 
Connecting those two structures, there is the position of developer #304, and its link to developer #35. Developer 
#304 is the most active in release 2.0, working on many tasks, and participating in the most intersections with 
colleagues’ work.  
From the data available on the project, such as developers’ profiles and communication information, we have also 
learned  that the involvement of developer #35 in Mylyn v.2.0 amounts to a volunteer sub-project (the Google 
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summer of code7), organized as a single but quite intense task, in which he worked on more than 300 artifacts, and 
was closely supervised by #304. The summer work of developer #35 concerned a side element of the Mylyn 
product, outside of the critical project path: as such, it only intersected the activities of a few other Mylyn 
contributors, and was kept well-separated from the main stream of development carried out mostly by the group 
of five in the right side of the graph. Therefore, what we know about Mylyn v.2.0 corroborates the structure and 
groups in Figure 7. 
 We can also compare our findings with the talk traces collected from the archived developers’ discussions. In 
Figure 8 we show a social network constructed through the same methods discussed in the case study of Section 
5.1, on the basis of such talk traces. That network offers a confirmatory, although different, view of the Mylyn 
v.2.0 team: several of the main actors (such as developers #304, #373, #143, #399 which have high degree 
centrality – denoted by node size - and cluster around themselves different sets of peripheral actors – denoted by 
color codes) are contained in the cohesive group of five noted in Figure 7. The fifth developer in that group is 
#463, who does not play a big role in terms of the communication network (low degree centrality) but appears 
directly connected with all of the main actors mentioned above. 

                                                        
7 http://code.google.com/soc/  
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Figure 8: talk data network for Mylyn v.2.0 

By looking at the graphs for later releases in Figure 9 and Figure 10 we get further insights, some of which regard 
the evolution of the team the main groups and players therein. 
For example, if we examine again developer #304, we can see his position has radically changed: no longer a 
central player, developer # 304 takes a progressively isolated role, although he still works in tandem mostly with a 
separate colleague in each release. Whereas developer #304 has kept serving as a mentor in those later releases, he 
has relinquished his earlier strong hold on the Mylyn code base and tasks. This is a normal dynamic in maturing 
open source projects, in which early leaders can take a step back from the day-to-day operations, and may choose 
to concentrate instead on specific ideas or pet projects.  
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Figure 9: Mylyn v.3.1 – cohesive subgroups based on task context data. 

 
Figure 10: Mylyn v.3.3 – cohesive subgroups based on task context data. 

Also, in both v.3.1 and 3.3, we can discern two tightly knit structures, connected by a few common network 
positions. This is very evident in Figure 10, which displays two 4-persons cliques held together by developers 
#391 and #416, who happen work together very closely (their have a perfect correlation score of 1). Those two 
form a triad with # 399, who we know is one of the developers with the longest tenure and is involved in a 
multitude of tasks. A triad with a similar role is that composed of developers #399 (again), #373 and #118 in the 
v.3.1 graph, which bridges and keeps connected the other structures in the network. 
The validation with triangulating information of the groups identified by means of our analytical framework 
allows us to answer positively to research question Q1, and have confidence those groups represent in fact 
emergent groups within the Mylyn project. 



 24 

5.2.8.2 Research question Q2: automation 
The steps of the analysis we have described are algorithmic in nature. They only have a couple of parameters, 
whose values can be assigned automatically or a priori. Therefore, the process can be fully automated, all the way 
to the production of the social network on top of which we identified the developers groups. 
In the discussion of research question Q1, we used immediate visual inspection of those networks to discuss 
groups in various Mylyn releases. We did that for expediency, and because the networks produced by our analysis 
are simple, with low node and edge cardinality. In fact, the whole purpose of the aggregation step is to distil a 
relatively large amount of information (the bi-partite collaboration opportunities network) into a much simpler 
network that only shows significantly strong relations that make the fabric of cohesive subgroups. As a result, 
those groups in our case study became immediately evident, even visually. 
We are quite confident that this approach can scale. Furthermore, even in case the final networks produced by our 
method were larger and less sparse, and they were not amenable to immediate visual inspection anymore, patterns 
and structures revealing cohesive subgroups such as triads, cliques, etc. would be easily extracted by running 
standard SNA algorithms. Therefore, we are confident to answer positively research question Q2  
There is also another important facet that speaks to efficiency and automation. Even if the study we have 
presented was retrospective, the nature of the context data we used is not. In Blincoe, Valetto & Goggins, 2011, 
we demonstrated the timeliness that can be achieved in recognizing coordination requirements between developer 
pairs when leveraging Mylyn context data. The group detection procedure described here can occur in an equally 
timely fashion. Timeliness is paramount to make effective use of any automated awareness capabilities. This point 
is also closely related to the design implications of our work, regarding context adaptive systems and tools, which 
we discuss in the next Section. 

6. DISCUSSION 
6.1 Context Adaptivity Through Group Awareness  
While user modeling and personalization research to date has focused mostly on individual profile characteristics 
and personal context, users of contemporary information and computing systems experience context as a 
dynamic, largely social phenomenon, as those systems are increasingly designed as collaborative and social 
virtual contexts. Making those systems context-adaptive therefore calls for heightened attention to the social (or 
group) context in which the users are immersed as they interact with the system and with one another.  
We are not the first to argue that social information is a part of context (see (Anaya & Boticario, 2011; Bunt & 
Conati, 2003)), but we contribute some means to overcome some of the principal obstacles.  One of the 
outstanding issues is the emergence of groups in virtual contexts. Our model of Group Informatics is equipped 
with an analytical framework that can surface group participation and group dynamics. That is, we maintain, the 
basis upon which any context-adaptive systems that incorporate a social dimension must be built, since group 
awareness is likely to fundamentally impact the behavior of the individual user towards the system and other 
users. Dynamic group participation information – obtained in a timely manner from the system itself – should be 
made part of each user’s profile so that the system can provide the user with the means to exploit that awareness 
and manage her social sphere during her technical activity. 
Electronic interaction traces represent the source of all our analysis, and are invaluable for arriving at group 
awareness. An important aspect surrounding our method is that – as others before us have shown (Goggins et al., 
2010a; Howison et al., 2012), and the cases we described here have reinforced — raw interaction traces must be 
interpreted in the light of triangulating information about the specific application domain, in order for them to 
represent social interactions as experienced by users, and to be used to calculate meaningful social network 
analysis statistics like degree centrality, betweenness and others.  This calls for significant attention by the 
researcher or practitioner involved in decisions related to the design of effective group awareness and social 
context adaptivity in socio-technical systems. 
A final, important observation is that the notion of group participation needs not be – by itself – the only 
personalization trait that can be extracted and leveraged for context adaptivity. Because of the ties with underlying 
electronic and contextualized interaction traces promoted by our model and framework, it is possible to associate 
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the construct of an emergent group with a wealth of information that represents the context of that group as a 
social unit within a socio-technical system. Group context information can provide insight into the collective 
motivation for collaboration among group members as well as a description of the content of that collaboration. 

6.2 Limitations 
A comparative case study of our analytic method, while informed by prior empirical work, represents a limited 
sample and must be evaluated across more contexts and more examples.  Context adaptivity requires models, 
methods and ultimately software implementation to prove useful.  Our contribution is an analytical model, 
illustrated by two cases.  Future work will address the limitations of a comparative case study, though we argue 
the description and examples described here are necessary if context adaptivity is to address the group and task 
context dimensions of user modeling and personalization research into context adaptivity.   
The other limitations of this work center on our integration of quantitative and qualitative data using a model 
derived from our work across contexts.  How data is collected, the noise that is in that data and the limitations 
inherent in the use of electronic trace data for understanding social phenomena are significant, as pointed out by 
Howison, Wiggins & Crowston (2012).  Our work make progress toward overcoming these limitations by making 
the methods, theoretical assumptions, data analysis strategy and model followed in two cases explicit.  We do not 
claim to have devised a generalizable approach; but by documenting two cases this explicitly, our work enables 
other researchers to test, refine and adapt an approach to understanding the social aspects of user personalization 
and modeling across socio-technical contexts. 
6.3 Design implications for tools 
Knowledge of group participation for each user of a socio-technical system, plus information that can be 
construed as the context that the group as a whole uses for its work are the outputs of our analytic framework. We 
envision a two-step strategy to incorporate those analytic results into new collaborative and context adaptive 
systems and to augment existing systems with new, analytical tools.  
The first step is predicated on the timeliness of our analysis, that is, the ability to carry out the analysis and 
discover groups as they emerge. Building on that timeliness, we can develop an incremental “live” mechanism 
that continuously collects the contextualized traces from the socio-technical systems and all of its participants, 
and periodically executes our analysis in a centralized server. Such a mechanism is an important next step in our 
work, and the work of the community focused on context adaptivity that incorporates a social dimension. Such 
tools will make users aware of how groups form and evolve in quasi-real time, based on the changing 
communication, coordination and work concerns of their members.  By providing group awareness, a tool of this 
kind will in fact also modify and extend the context of the individual users with knowledge about their group 
participation at any point in time. Such a tool will be useful for the group members themselves, for any roles 
involved in the management of the community of participants in the socio-technical system, and for researchers 
investigating emergent group dynamics.  Our analytical framework is a necessary foundation for this work.  
The second step can be seen as an immediate follow-up to the group awareness support tool above. It will involve 
including in each user’s profile not only timely updates regarding her group participation, but also the associated 
group context information. This would augment the personalization information about each user with a social 
dimension that describes the collaborative side of the user’s activity within the socio-technical system she 
operates in. Such augmented information could be used to achieve a level of asynchronous social translucence 
(Erickson & Kellogg, 2000). Social translucence is an augmented form of awareness: a user would be aware not 
only of the identity of other users who are members of her same emergent groups, but also of the work being 
undertaken by each of those members and how it relates to her own work. Technically, those social translucence 
features could take the form of a trading zone (Galison, 1999) that is customized to the each emergent group, and 
whose content changes as the group evolves in its structure, as well as with respect to the changing collaboration 
interests and requirements of the group. 
7. CONCLUSION 
We have postulated that electronic traces of computer-mediated activity in emergent groups are semantically rich 
enough to enable the derivation of contextual information about the work of organization members. Hence trace 
data can be distilled into task context data using our model of Group Informatics, the analytical framework 
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presented here and the rigorous application of multiple methods to each domain for which context adaptive tools 
are being developed.  Common trace data is not the equivalent of a common model to support context adaptivity.  
We show the benefits of recognizing both the social and the technical processes embodied in a socio-technical 
system for building context adaptive tools. Our analytical framework can be used to detect groups within these 
new forms of socio-technical organizations, which, in turn, contributes important social profile data back to user 
models and personalization, enabling context adaptive systems with a substantive social dimension. 
Technologically mediated groups are in general emergent and dynamic.   
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