Variation in rising limb of Colorado River snowmelt runoff hydrograph controlled by dust radiative forcing in snow
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Key Points:
- Radiative forcing by dust on snow controls the interannual variability in the shape of the rising limb of the snowmelt hydrograph
- The rising limb’s average steepness and the statistical distributions of its 1\textsuperscript{st} and 2\textsuperscript{nd} derivatives define its shape
- Variability in the rising limb’s shape is independent of air temperature
Abstract

Common practice and conventional wisdom hold that fluctuations in air temperature control interannual variability in snowmelt and subsequent river runoff. However, recent observations in the Upper Colorado River Basin confirm that net solar radiation and by extension radiative forcing by dust deposited on snow cover exerts the primary forcing on snowmelt. We show that the variation in the shape of the rising limb of the annual hydrograph is controlled by variability in dust radiative forcing and surprisingly is independent of variations in winter and spring air temperatures. These observations suggest that hydroclimatic modeling must be improved to account for aerosol forcings of the water cycle. Anthropogenic climate change will likely reduce total snow accumulations and cause snowmelt runoff to occur earlier. However, dust radiative forcing of snowmelt is likely consuming important adaptive capacity that would allow human and natural systems to be more resilient to changing hydroclimatic conditions.

Plain Language Summary

We address the question, do air temperatures or absorbed solar radiation explain the year-to-year variability of the rate of snowmelt, and therefore the shape of the way the streamflow rises in the melt season? Our analysis shows that absorbed solar radiation, which varies with the amount of wind blown dust deposited into the snowpack, causes the streams to rise more quickly in years with more dust, whereas the rate at which the streams rise does not depend on air temperature. Forecasts of snowmelt runoff must account for the variability in dust deposition.

1 Introduction

Worldwide, snowmelt and glaciers provide water resources for about two billion people (Mankin et al., 2015), and snow and glacier melt in the mountains supply most of the agricultural and urban water resources for at least a billion (Barnett et al., 2005). In mountain ecosystems, snowmelt sustains soil moisture late into the melt season. Thus, the timing and magnitude of snowmelt rates control the timing and rates of river discharge, which in turn influence water availability, flood potential, hydroelectric generation, and water quality. In the Western US, intense water management through vast reservoir operations relies on extensive point measurements for monitoring and predicting weekly to seasonal snowmelt runoff. Even in this region where the snowpack and water supply are closely monitored, runoff forecasting errors often reach 40% during the rising limb of the hydrograph (Bryant et al., 2013).

In the world’s great mountain ranges, such as High Mountain Asia, sparse monitoring of water and the snowpack supports little predictive capability. Combined with relatively few reservoirs, the timing of runoff directly dictates water availability and immediate flood potential. Understanding the physical controls on variation in the timing and magnitude of snowmelt runoff is key to improved simulation and forecasting, and for more accurate projection of the changes in water resources under a changing climate.

1.1 Streamflow

Streamflow in most snowmelt-dominated mountain systems follows a typical seasonal pattern: low flow in the fall and winter months, snowmelt surge in spring, peak flow in mid to late spring, followed by a slow recession to baseflow (Dunne & Leopold, 1978). Variation in streamflow rates from base flow to peak flow is governed by the surface energy balance and subsequent generation of melt water from the mountain snowpack. Faster snowmelt and a
shorter rise to peak flow compress the time interval over which daily to seasonal operational water supply and flood control decisions are made. A steeper hydrograph can exhibit a ‘flashy’ behavior, complicating identification of the actual snowmelt peak, the timing of which is frequently used to make decisions about water management or allocate water rights (Kenney et al., 2008).

### 1.2 Snow energy balance

Approaches to snowmelt runoff modeling have generally depended on the relatively weak, empirical positive relationship between melt and temperature, an approach encouraged by the relative abundance of temperature measurements and the lack of measurements of other energy fluxes (Hock, 2003, 2005). However, estimates of melt from temperature alone depend on time- and space-varying *melt factors* or *degree-day factors* that attempt to balance positive and negative errors but do not explicitly address driving processes (Hock, 2003; Kumar et al., 2013). These factors in effect index the relative contributions of energy flux components to melt production, and therefore are site- and year-dependent. These calibrated relationships between temperature and snowmelt are likely to suffer even greater errors under a changed energy balance regime, whether caused by climate warming or by other forcings such as dust or black carbon (Dozier, 2011; Milly et al., 2008). Seasonally-varying melt factors are commonly applied, recognizing implicitly that the melt energy/air temperature relationship is not constant throughout the snowmelt season. Additional radiation components have been added to some temperature-index models but with inconsistent subsequent adoption (Brubaker et al., 1996; Kustas & Rango, 1994).

While increasing temperatures have the potential to push snowmelt timing earlier in the year, the need for forecasting systems that are resilient to changing environmental conditions demands that we reconcile interannual variability in snowmelt runoff with the physical controls on snowmelt (Blöschl, 1991; Kirnbauer et al., 1994; Marks & Dozier, 1992; Oerlemans, 2000). Our general understanding of physical processes illustrates that, except for snowpacks under the densest tree canopies or lying in deep cirques, net solar radiation (governed by varying irradiance and albedo) dominates the contribution to melting energy (Marks & Dozier, 1992; Oerlemans, 2000; Painter et al., 2007; Van den Broeke et al., 2011). For example, across the melt seasons in three years on the Morteratsch Glacier, Switzerland, net solar radiation contributed 93% of the net energy flux in the snowpack (Oerlemans, 2000). In Greenland, where solar elevation angles are smaller, net solar radiation is the dominant source of energy for surface melt (Box et al., 2012; Tedesco et al., 2011; Van den Broeke et al., 2011). In the San Juan Mountains of Colorado (Figure 1), net solar radiation also dominates the energy balance during periods of melt (Painter et al., 2007; Painter et al., 2010; Skiles et al., 2012). When offset by the negative net longwave flux, the net allwave radiation contributes 99% of the energy available for melt (Figure S1). The large variation in snow albedo driven by variations in dust deposition, concentrations, and exposure drive large variation in net radiation and thereby snowmelt rates [Painter et al., 2012, Skiles et al., 2012].

Changes in albedo in different parts of the solar spectrum depend primarily on changes in snow grain size and impurity concentrations. When snow grains grow through wet snow metamorphism, reflectance drops mainly in the near-infrared wavelengths (0.8 to 1.5 μm) (Wiscombe & Warren, 1980). However, dust and black carbon lower the reflectivity primarily in the visible spectrum (Figure 1) because the absorption coefficients for dust or black carbon are orders of magnitude greater than for ice in these wavelengths (Warren & Wiscombe, 1980; Warren & Brandt, 2008). The dust and carbon particles absorb sunlight and cause a direct feedback by accelerating snowmelt and metamorphism; the associated grain
growth and lower near-infrared albedo from this acceleration is the *indirect* feedback (Hansen & Nazarenko, 2004; Skiles et al., 2012).

In mountain regions that receive strong loading of dust and black carbon to snow and ice, such as the Colorado Rockies (Painter et al., 2007; 2012b; Skiles et al., 2012), Alps (Painter et al., 2013a), Hindu Kush-Himalaya (Kaspari et al., 2011; 2014; Nair et al., 2013; Thompson et al., 2000; Yasunari et al., 2013), and Caucasus Mountains (Davitaya, 1969), enhanced absorption of sunlight increases snowmelt rates markedly. Therefore, simulations that rely on air temperature to diagnose changes in snow and ice melt in regions susceptible to high impurity loading will frequently struggle to predict melt and runoff timing and magnitude (Bryant et al., 2013).

Here we investigate the basin-scale controls on the shape of the rising limb of the runoff hydrograph of rivers in the San Juan Mountains, Colorado. The rate at which the river rises from baseflow to its peak discharge varies from year to year, driven by energy-balance controlled snowmelt rates. Our physical understanding of snowmelt processes suggests that the slope of the hydrograph rising limb should therefore be determined primarily by net solar input, and by air temperature to a much lesser degree. In this paper we test this assertion; to what degree is interannual variability in steepness of the rising limb of these hydrographs controlled by (i) variability in winter and spring air temperature, and (ii) variability in dust radiative forcing in snow.

2 Materials and Methods
2.1 Site description

Despite the long duration of observations and reconstructions of runoff in the Colorado River Basin (Hamlet et al., 2005; Woodhouse et al., 2006), the first comprehensive measurements of snow surface energy balance and detailed radiation in the Upper Colorado began in 2005 in the San Juan Mountains of Colorado (Landry et al., 2014; Painter et al., 2007). These data reveal that radiative forcing from regional dust shortens duration of the mountain snow cover by 20-50 days (Painter et al., 2007; 2012b; Skiles et al., 2012). The current annual level of dust deposition is 5-7 times greater than it was prior to the widespread disturbance of the Colorado Plateau and Great Basin in the mid-1800s (Neff et al., 2008), and appears to have increased during the ongoing 15-year drought (Brahney et al., 2013; Skiles et al., 2012). The extrapolation of these forcings to the entire Upper Colorado River Basin with a hydrologic model suggests that the peak runoff at the basin midpoint Lee’s Ferry comes more than 3 weeks earlier and with an average of 5% less flow than prior to the disturbance of the western deserts (Deems et al., 2013; Painter et al., 2010).
Figure 1. (a) Overview of the San Juan Mountains in the eastern half of the Colorado River Basin, the Senator Beck Basin Study Area, and the studied rivers: Uncompahgre, Animas, and Dolores. (b) Spectral albedo of snow at the energy balance tower site during various dates along the rising limb of the hydrograph in 2013, with those dates color highlighted on the rising limb in Figures 2 and 3. SBSG is the Senator Beck Stream Gage at the outlet of the basin. The base map for snow covered area (MODSCAG fSCA) comes from the NASA MODIS Snow Covered Area and Grain size (MODSCAG) model (Painter et al., 2009) and we use 9 April 2010 data simply to show the extent of snow at near maximum coverage.

In simulations across 2005-2010 in this region, air temperature increases of 2°C and 4°C increased daily mean longwave irradiance by averages of 8 W m⁻² and 16 W m⁻², and increased daily mean sensible heating by about 2 W m⁻² and 4 W m⁻² (Skiles et al., 2012). By
comparison, in years like 2009 with high dust concentrations, daily mean enhanced surface shortwave absorption caused by dust in spring can be as high as 75 W m\(^{-2}\), and even in the lowest dust concentration year, 2005, dust enhanced mean daily shortwave absorption by 27 W m\(^{-2}\).

Concurrent studies project strong reductions in Colorado River runoff, with earlier snowmelt and melt-out dates due to reduced winter snowfall and warmer air temperatures (Barnett & Pierce, 2009; Christensen & Lettenmaier, 2007; Deems et al., 2013; Vano et al., 2012). To date, the relative and combined impacts of changes in temperature and dust radiative forcing (modulating albedo) on changes in the runoff hydrograph have been simulated over climatic time scales (Deems et al., 2013), but melt and runoff dynamics have not been studied with in situ observations on seasonal time scales. This void in understanding motivates our investigation of the signs and magnitudes of the energy balance forcings that affect this integrated signal. In particular, we test the dependence of interannual variability in mountain river hydrograph rising limb shape on interannual variability in spring air temperature and dust radiative forcing.

2.2 Data description

This study focuses on unimpeded flow from major rivers in the Colorado River Basin that carry primarily snowmelt from the western San Juan Mountains, Colorado (Figure 1), as measured by US Geological Survey gages (Tables S1 and S2). The four basins—Animas, Dolores, Uncompahgre, and the much smaller Senator Beck Basin—lie in the eastern half of the Upper Colorado River Basin. The Animas River flows southward past the gage at Silverton, CO to meet the San Juan River. The Dolores River flows southwest through the gage 6 km southwest of Rico, CO, joining the Colorado River near Moab, UT. The Uncompahgre River flows northward past the gage at Ridgway, CO with contributions from the Senator Beck Basin near the summit of Red Mountain Pass. The Senator Beck Stream Gage measures flow at 3362 m on the unnamed stream that drains the Senator Beck Basin Study Area.

The three larger basins drain the San Juan Mountains in three cardinal directions, representing a range of terrain aspect exposures. All basins consist of alpine and subalpine environments, with vegetation cover ranging from near non-existent in high alpine regions of the basins, which originate above 3800 m, to alpine meadows, coniferous (spruce/fir) forest, and in the three larger basins, deciduous trees near valley bottoms. The runoff hydrograph shapes describe typical snowmelt-dominated hydrologic systems. The onset of the rising limb is calculated here as the date on which the deviation from the running mean flow since January 1, or date of first measurement, exceeds 1% (Figure S2). Peak flow in these rivers generally occurs sometime during the second half of May and the first half of June.

The independent variables of air temperature and dust radiative forcing are derived from station measurements across the water years 2005 through 2014 at a well-instrumented site in the Senator Beck Basin Study Area (37°54'30"N, 107°43'30"W), in the headwaters of the Uncompahgre River (Landry et al., 2014; Painter et al., 2012b) and near the headwaters of the other basins. Changes in air temperatures influence the snow surface energy balance through two terms: sensible heating and longwave irradiance, the latter of which is also modulated by humidity (Marks & Dozier, 1992). Increased sensible heating and longwave heating from higher air temperatures should increase direct energy flux to the snowpack and increase snow grain size and decrease albedo, and in turn increase warming and melt.

We use the hourly estimates of at-surface radiative forcing by dust in snow \(RF\), and positive degree days, \(PDD\), calculated from air temperature ~2 m above the snow surface at
the Swamp Angel Study Plot. \( \overline{RF} \) and \( \overline{PDD} \) are defined as the average daily values over the period of the rising limb \((d_0 \text{ to } d_{\text{end}})\), and the respective annual anomalies are subtractions of each year’s mean value from the means of the annual values, where \( d \) is day of year and \( t \) is time:

\[
\overline{RF} = \frac{1}{d_{\text{end}} - d_0} \int_{d_0}^{d_{\text{end}}} RF(t) \, dt \quad \text{and} \quad \overline{PDD} = \frac{1}{d_{\text{end}} - d_0} \int_{d_0}^{d_{\text{end}}} PDD(t) \, dt
\]

We evaluate the influence of air temperature and dust radiative forcing on the snowmelt hydrograph by determining \( \overline{RL} \) and the \( RF \) and \( PDD \) anomalies. The rising limb slope is calculated as the slope of the line connecting the onset of the rising limb to peak runoff, and is identical to the time averaged slope across all time steps of the rising limb. Further details on the methodology can be found in the supporting information (Cayan et al., 2001; Painter et al., 2012b; Skiles & Painter, 2016).

It is clear from the nonlinearity of the hydrographs (shallow rise early and then steeper rise later in reaching the peak runoff) that the distribution of slopes is skewed, due to the gradual nonlinear ramp up of the hydrograph. As such, we also characterize the hydrograph shape with three nonlinear metrics to attempt to account for any nonlinear effects in the slope calculation. The three metrics are \( \mu \), \( \sigma \), and \( BW \): The statistical distribution of the 1st derivative is usually lognormal, so it can be represented by parameters for scale \( \mu \) (greater = steeper slope) and shape \( \sigma \) (greater = more variable slope). The distribution of the 2nd derivative is best represented by a kernel, a nonparametric representation of the probability density function that is defined by a smoothing function (in our case, normal) and a bandwidth \( BW \) that controls the smoothness of the resulting density curve.

3 Results

Hydrographs at each stream gage show marked interannual variability in the rising limb shapes (Figure 2). \( \overline{RL} \) is uncorrelated with the peak flow and peak SWE magnitudes (Figure S3). In Figure 2, we color the rising limb slope traces according to each year’s \( \overline{RF} \) (left column) and \( \overline{PDD} \) (right column). The coherent sequence of the color scale corresponding with the increasing magnitude of \( \overline{RF} \) reveals qualitatively that the steepness of the rising limb varies directly with radiative forcing by dust in snow. Conversely, the colors of the traces are out of sequence with the increasing magnitude of \( \overline{PDD} \), illustrating that the steepness of the rising limb is independent of degree-days.

The relationships between \( \overline{RL} \) and \( \overline{RF} \) range from 0.01 to 0.79 m³ d⁻¹ per W m⁻² with 0.70 ≤ \( R^2 \) ≤ 0.83. Mean springtime \( \overline{PDD} \) explains virtually none of the variance in \( \overline{RL} \), with 0.0 ≤ \( R^2 \) ≤ 0.07. Additionally, there is no correlation between \( \overline{RL} \) anomalies and cumulative positive degree-day from 1 January, 1 February, or 1 March 1 (\( R^2 = 0.04, 0.04, \) and 0.03, respectively; all sites), indicating that temperatures preceding the onset of the rising limb (the warming of snowpack) are also very poor predictors of rising limb steepness.
Figure 2. Hydrographs with mean slope from onset of rising limb to peak for each year in 2005-2014 for the four river basins. Left column is color coded according to $RF$, showing that the radiative forcing coincides with the hydrograph steepness. Right column is color coded according to $PDD$, showing that the hydrograph steepness is independent of degree-days.

To capture any effects due to the nonlinearity of most years’ rising limbs that may not be adequately characterized by the linear slope, we assess the nonlinear metrics that characterize the hydrograph shape and relate those metrics to $RF$ and $PDD$. To illustrate that assessment, Figure 3a shows smoothed representations of the rising limb of the Animas River...
for the two years with the highest radiative forcing and two with the lowest. The spline curves that approximate the rising limb, calculated by shape language modeling (D’Errico, 2017), are constrained to be monotonic and to go through the beginning and end of the rising limb. The 1st derivative of the smooth approximation to the rising limb displays a consistent shape, and the simple averages in Figure 2 do not completely express its distinctive attributes (Figure 3b). Instead, the statistical distributions of the 1st and 2nd derivatives of the rising limb can be represented by their probability density functions, as Figure 3c and d show. The 1st derivative is distributed lognormally, whereas the pdf of the 2nd derivative is best represented by a non-parametric kernel, with bandwidth BW.

**Figure 3.** Characteristics to compare the rising limb with radiative and degree-day forcing of snowmelt. Color coding is the same as Figure 2. (a) Rising limb of the Animas River, with 2009 and 2013 the two years (out of ten) with the highest radiative forcing (RF), and 2005 and 2012 the two years with the lowest RF. (b) 1st derivative of the approximation, with the two years of the highest RF steepening earlier. The statistical distributions of the 1st derivatives are lognormal: (c) Probability distribution functions (pdf), with the years with higher RF peaking further to the right, i.e. with a greater μ value in the lognormal distribution. (d) Probability distributions of the 2nd derivatives generally show a narrower width for the years with lower RF, but the relationships are less strong in comparison to the 1st derivative.

The left column of Figure 4 shows the relationship between radiative forcing RF and both the rising limb anomaly and the scale parameter μ of the statistical distribution of its slope. The right column show the same information for the relationship of positive degree days PDD to the rising limb. In all four basins—Animas, Dolores, Senator Beck, and Uncompahgre—the relationships between the hydrograph shape and radiative forcing are statistically significant at the p=0.05 level, whereas the relationships with positive degree days are not statistically significant in any basin. Relationships between RF or PDD and the shape parameter σ of the statistical distribution are generally not significant. Relationships between RF and the kernel parameter of the 2nd derivative’s kernel distribution are significant in three of the four basins (Table 1).
Figure 4. Scatter diagrams for the four basins showing the relationships between measures of hydrograph shape—$RL$ anomaly in columns (a) and (b), statistical scale parameter $\mu$ in columns (c) and (d)—and the energy driver for snowmelt—radiative forcing $RF$ in columns (a) and (c), positive degree days $PDD$ in columns (b) and (d). In all basins, the confidence intervals on the linear fits show the relationships between $RF$ and both the $RL$ anomaly and $\mu$ are statistically significant at the $p=0.05$ level, whereas the relationships between $PDD$ and the shape of the rising limb are not statistically significant in any basin.

Because both radiative forcing and degree-day forcings could influence snowmelt timing, we investigate these together. Regression results for $RL$ predicted by $RF$ and $PDD$ illustrate the dominance of the radiative forcing on snowmelt, even in years with anomalously warm spring air temperatures (Table 1). The correlation coefficients for $RF$ indicate strong predictive relationships, from a low of 0.85 (Dolores) to a high of 0.94 (SBSG), whereas the correlation coefficients for $PDD$ span 0.0, from -0.57 (Animas) to +0.21 (SBSG). Adjusted $R^2$ values for $RF$ range from 0.69 to 0.86, whereas for $PDD$ they range from -0.12 to +0.24. Although the sample sizes are small, owing to the number of years for which radiative forcing information is available, the probabilities $p$ of the null hypothesis and the adjusted $R^2$ values account for the sample size.
Table 1. Statistical parameters of the relationships shown in Figure 2 through Figure 4. Table S3 shows the uncertainty ranges for the Pearson correlation coefficients.

<table>
<thead>
<tr>
<th>basin</th>
<th>( \rho ), Pearson correlation coefficient</th>
<th>( pr ), probability of null hypothesis</th>
<th>adjusted ( R^2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>RF vs . . .</td>
<td>RL</td>
<td>µ</td>
<td>σ</td>
</tr>
<tr>
<td>Animas</td>
<td>0.86</td>
<td>0.75</td>
<td>-0.24</td>
</tr>
<tr>
<td>Dolores</td>
<td>0.85</td>
<td>0.63</td>
<td>-0.09</td>
</tr>
<tr>
<td>SBSG</td>
<td>0.94</td>
<td>0.76</td>
<td>-0.03</td>
</tr>
<tr>
<td>Uncompahgre</td>
<td>0.89</td>
<td>0.89</td>
<td>-0.27</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>basin</th>
<th>PDD vs . . .</th>
<th>RL</th>
<th>µ</th>
<th>σ</th>
<th>BW</th>
<th>PDD vs . . .</th>
<th>RL</th>
<th>µ</th>
<th>σ</th>
<th>BW</th>
<th>PDD vs . . .</th>
<th>RL</th>
<th>µ</th>
<th>σ</th>
<th>BW</th>
</tr>
</thead>
<tbody>
<tr>
<td>Animas</td>
<td>-0.57</td>
<td>0.13</td>
<td>-0.34</td>
<td>0.15</td>
<td>0.084</td>
<td>0.730</td>
<td>0.343</td>
<td>0.376</td>
<td>0.24</td>
<td>-0.11</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dolores</td>
<td>-0.30</td>
<td>0.19</td>
<td>-0.11</td>
<td>0.41</td>
<td>0.398</td>
<td>0.608</td>
<td>0.761</td>
<td>0.144</td>
<td>-0.02</td>
<td>-0.09</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SBSG</td>
<td>0.21</td>
<td>0.55</td>
<td>-0.34</td>
<td>0.19</td>
<td>0.584</td>
<td>0.126</td>
<td>0.377</td>
<td>0.429</td>
<td>-0.09</td>
<td>0.20</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Uncompahgre</td>
<td>0.01</td>
<td>0.41</td>
<td>-0.40</td>
<td>0.56</td>
<td>0.979</td>
<td>0.234</td>
<td>0.258</td>
<td>0.085</td>
<td>-0.12</td>
<td>0.07</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**bold:** significant at the \( pr = 0.05 \) level

The data in Table 1 also show that the scale parameter \( \mu \) of the 1st derivative of the rising limb of the hydrograph is consistently correlated with the radiative forcing anomaly. In three of the four basins, the bandwidth parameter of the kernel distribution of the 2nd derivative is also correlated with the radiative forcing anomaly. The positive degree day anomaly correlates with no descriptor of the rising limb of the hydrograph in any of these snowmelt-dominated basins.

4 Discussion and conclusions

Dust radiative forcing so dominates the surface energy flux that snowmelt rates are insensitive to air temperatures over the rising limb of the hydrograph in the San Juan Mountains of the Colorado River Basin. Air temperatures are also driven by solar input, hence the utility of air temperature as a melt index parameter, but early in the melt season, despite RF-driven snowmelt, air temperatures remain suppressed by the presence of extensive snow cover, only increasing substantially as the lower elevations become snow-free. Thus, when averaged over the RF-shortened rising limb in our study basins, the positive degree-days exhibit no significant relationship with the metrics for the shape of the hydrograph’s rising limb.

The impact of dust-induced shortening of the rising limb (Deems et al., 2013; Painter et al., 2010) is likely consuming important adaptive capacity in human and natural systems, where management adjustment to earlier or faster snowmelt runoff may not be resilient enough to accommodate impending hydroclimatic changes (Bryant et al., 2013). For example, in the extreme dust years of 2009 and 2013 in the Colorado Rocky Mountains, water distribution infrastructure was nearly destroyed due to unexpected, abrupt snowmelt pulses (Vandiver, 2009). In other mountainous regions where the magnitude of dust and black carbon forcing of snowmelt is powerful (Davitaya, 1969; Jenk et al., 2006; Kaspari et al., 2014; Lau et al., 2010; McConnell et al., 2007; Ming et al., 2013; Oerlemans et al., 2009; Painter et al., 2013a), this control on snowmelt runoff hydrographs is likely to be of similar or greater magnitude. For example, in the Himalaya, dust loading has increased four-fold since the 1850s (Thompson et al., 2000) and black carbon loading has increased 2.5-fold since the 1970s. Kaspari et al. (2014) found dust concentrations in the Solu-Khumbu reaching greater...
than 28 pptw, markedly greater than the ~4 pptw in the Colorado Rocky Mountains (Painter et al., 2012b), and BC concentrations reaching greater than 3 ppmw, with inferred daily mean radiative forcings exceeding 150 W m$^{-2}$. Moreover, impurity concentrations at different annual layers had strong variability and as such likely cause strong interannual variability in radiative forcings, contributing to variability in snowmelt rates and flow.

An analysis of different climatic systems where impurities impact warming and melt would help shed light on the relative importance of temperature and radiative forcing in those systems. Likewise, as there are few detailed energy balance and radiation measurements like those in the Senator Beck Basin, subsequent study should include remote sensing retrievals such as the MODIS Dust Radiative Forcing in Snow (MODDRFS) (Painter et al., 2012a). More precise radiative forcing retrievals from the NASA Airborne Snow Observatory (Painter et al., 2016) and the NASA Airborne Visible/Infrared Imaging Spectrometer (AVIRIS) (Painter et al., 2013b; Seidel et al., 2016) will allow a broader scaling than will individual energy balance towers, if they exist.

We focus here on net solar radiation forcings in an effort to highlight potential vulnerabilities in conventional snowmelt simulation approaches reliant on air temperatures. However, under many hydroclimatic change trajectories, all components of the surface energy balance are subject to change, arguing even more strongly for incorporation of physical process representations in monitoring and modeling systems. While solar forcings are likely to remain dominant during spring melt seasons, a full treatment of snow energy balance sensitivity under combined hydroclimatic change trajectories (e.g., Deems et al., 2013) would be valuable. For example, recent work showing earlier and slower snowmelt in a warmer climate (Musselman et al., 2017) implies that though dust radiative forcing would remain the primary driver of steepness of the rising limb, rising limbs should be less steep when shifted earlier in the year.

Forecasts of snowmelt runoff by the National Weather Service's Colorado Basin River Forecast Center provide the primary flow estimates throughout the Colorado River Basin and Eastern Great Basin for a wide range of users, from small farmers and recreationalists to federal entities. The results here, along with the known sensitivity of forecast errors to dust radiative forcing (Bryant et al., 2013), suggest that knowledge of impurity forcings is needed for accurate flow forecasting. This observation tells us that temperature-index based guidance, whether operational or scientific, is vulnerable to radiation-driven variations in snowmelt processes.

In many western US states and river basins, water delivery obligations are bound by flow timing restrictions, with specific rights or diversions limited to specific date windows or keyed to the occurrence of peak flow (Kenney et al., 2008). Shifts in flow magnitude via steeper rising limbs induced by dust radiative forcing can thereby have important operational and political ramifications, and a “flashy” rising limb can complicate real-time identification of peak flow occurrence (Kenney et al., 2008). In contrast to global climate warming, dust production and deposition is primarily a regional problem, with the potential for tractable, regional solutions, reinforcing the importance of attribution of the source of earlier snowmelt runoff.

It is important to note here that anthropogenic climate change still poses a grave threat to sustainability of our water system, and this analysis by no means suggests otherwise. Regional warming in the mountains has its impact mainly through the change of phase of precipitation from snow to rain and secondarily through increase in temperature at which snow is deposited (thus reducing cold content, the energy required to bring the snowpack to the melting point) (DeWalle & Rango, 2008; Fyfe et al., 2017). The snow line will increase in
elevation and precipitation below that line will run off immediately rather than remaining in the implicit water reservoir of the snowpack. Moreover, warming will also increase evapotranspiration and reduce soil moisture earlier in the season. However, faster melt due to warming will continue to be overwhelmed, and compounded by dust forcing.
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