Moral hypocrisy is commonly reviled. Philosophers and psychologists have identified multiple forms of hypocrisy (Alicke et al., 2013; Effron et al., 2018; Graham et al., 2015; Monin & Merritt, 2012). One form of hypocrisy involves double standards or discrepancies between judgments of oneself and others, such as claiming that certain actions are forbidden for others but permissible for oneself (Graham et al., 2015; Valdesolo & DeSteno, 2007). Another involves discrepancies between moral judgments and behaviors, such as “saying one thing and doing another” (Dover, 2019; Howe & Monin, 2017; Laurent & Clark, 2019). A paradigmatic example of the latter is hypocritical blame, where someone blames others for transgressions that they themselves previously committed (Tognazzini & Coates, 2018). Consider politicians who have extramarital affairs while condemning adultery in other people or environmental activists who jet to exotic destinations but vociferously shame others for flying.

Philosophers argue that hypocritical blame is morally wrong because hypocrites do not really care about the
moral standards that they express and apply to other people and therefore do not feel any conflict or guilt when their own behaviors fall short of these moral standards (Kittay, 1982; Szabados & Soifer, 1999). On this view, hypocrites condemn other people’s moral failures as a trick to convince observers (or even themselves) that they do care about moral standards, whereas their transgressive behavior implies a lack of commitment to those same standards (Fritz & Miller, 2018; Todd, 2019; Wallace, 2010).

Similarly, psychological research demonstrates that laypeople judge hypocrisy to be morally wrong, partly because they see hypocrites as falsely signaling a commitment to moral standards that they do not actually possess (Effron et al., 2018; Jordan et al., 2017; Laurent & Clark, 2019). Vignette studies show that a mere discrepancy between moral judgment and behavior is sufficient to produce perceptions of hypocrisy. Importantly, perceptions of hypocrisy generate other inferences about moral character: Hypocrites are perceived as dislikable, immoral, and untrustworthy (Barden et al., 2005; Jordan et al., 2017; O’Connor et al., 2020).

Although much is known about the psychology of perceiving hypocrisy in other people, less is known about the psychology underlying hypocritical blame itself. Central to many philosophical and psychological accounts as well as common folk intuitions of hypocrisy is the assumption that hypocrites do not think of themselves as blameworthy for violating the standards that they blame other people for violating, and so they do not feel any conflict or guilt when they act hypocritically (Tognazzini & Coates, 2018). How accurate are such assumptions? That is, are discrepancies between moral judgments of others and one’s own moral behavior necessarily attributable to a lack of caring about one’s own moral standards? No previous studies have empirically examined this critical assumption. Here, we investigated the possibility that at least some people who engage in hypocritical blame do feel that the moral standards they apply to others are also binding for themselves. Some hypocritical blame might arise from weakness of will if people succumb to temptation when they choose to perform actions that they later condemn in others, even though they really believe that both their own and others’ acts are morally wrong.

One challenge in studying moral hypocrisy is the ample disagreement over what counts as hypocrisy—even philosophers lack consensus over a definition (Fritz & Miller, 2018; Kittay, 1982; Szabados & Soifer, 2004; Wallace, 2010). To sidestep this problem, we measured folk intuitions about hypocrisy. We operationalized hypocritical blame as blaming other people for making the same decisions that one has made previously oneself, and we then verified that such a discrepancy between blame judgments and behavior meets participants’ own definition of hypocrisy. By grounding our study of moral hypocrisy in folk intuitions, we did not need to commit to a single normative account of hypocrisy, of which there are many. Instead, we simply investigated the neurocognitive processes of people who appear hypocritical to most observers.

A second challenge in determining whether people who engage in hypocritical blame actually care about moral standards is that such concerns are easy to fake (Batson et al., 1997, 1999, 2002; Batson & Thompson, 2001; FeldmanHall et al., 2012). Therefore, behavioral and self-report measures alone are not adequate for probing the underlying moral beliefs and concerns. To address this challenge, we triangulated self-reports, behavior, and brain activity to obtain convergent evidence. Our method can reveal relations between hypocritical blame and neural representations of moral standards and guilt for violating those moral standards. These neural representations should be more difficult—if not impossible—to fake.

Past work has demonstrated the engagement of the dorsolateral prefrontal regions in representing social and moral norms (e.g., fairness), and more specifically, activity patterns in these regions suggest that they may represent moral standards distinctively from material values (Buckholtz & Marois, 2012; Carlson & Crockett, 2018; Crockett et al., 2017; Zoh et al., 2022). We therefore predicted that this region would be responsible for the
representation of moral rules and standards. When people violate moral standards that they care about, they experience feelings of conflict and guilt (Baumeister et al., 1994; Green et al., 2012; Lythe et al., 2015; Tangney et al., 2007; Yu et al., 2014; Zahn et al., 2009). Here, we tested the hypothesis that some blamers do find the moral standards that they apply to other people also binding for themselves. If this hypothesis is correct, then these blamers would show strong neural responses to moral standards and guilt when they make the same decisions that they later blame other people for making (Bartel, 2019; Mele, 1989; O’Connor et al., 2020).

Open Practices

Materials, behavioral data, and analysis codes for these studies have been made publicly accessible on OSF (https://osf.io/ardcu). The design and analysis plans for the studies were not preregistered.

Method

Overview of research

We tested our predictions in a paradigm that allowed us to quantify hypocritical blame in terms of a discrepancy between moral behavior and moral blame judgments of the same behavior in other people. In Study 1 (behavioral; N = 188), we described this paradigm to a separate group of participants and verified that our operationalization of hypocritical blame was indeed perceived as hypocritical by our participants. In Study 2, participants (N = 62) completed a moral decision task in the functional MRI (fMRI) scanner (Crockett et al., 2017), where they decided whether to seek profit by inflicting pain on either themselves or an anonymous receiver (Fig. 1, left). At least 1 week after scanning, participants returned to the lab and completed a moral blame task, where we presented them with the same set of trials that they had previously seen in the moral
decision task (Fig. 1, right). On each trial, we highlighted the more harmful option (inflicting pain on the receiver for profit) and asked them to judge how blameworthy it would be for other people to choose that option. We calculated, for each participant, a hypocritical-blame index that quantified discrepancies between their current blame judgments and the choices they made a week earlier.

**Participants**

For Study 1, 188 adult U.S. participants, who were recruited from Amazon Mechanical Turk, completed the task (125 males; mean age = 36.3 years). This study was approved by the Yale University Human Subjects Committee (Approval No. HSC 2000022385). For Study 2, 80 healthy volunteers between the ages of 18 and 38 years were recruited from the University of Oxford and the local Oxford, UK, community. This recruitment was designed to achieve a target sample size, after accounting for expected participant dropout (based on Crockett et al., 2017), of 64 participants, which is sufficient for detecting brain–behavior correlations \((r) = .3\) with 80% power. Data collection was terminated once we reached the predetermined sample size \((N = 80)\).

The study was conducted at the Wellcome Centre for Integrative Neuroimaging (WIN) and the University of Oxford Department of Experimental Psychology and was approved by the University of Oxford ethics committee (Approval No. R50262/RE001). All participants gave written informed consent and were compensated for their time. Individuals who had a history of neurological or neuropsychiatric disorders, used psychoactive medication or drugs, were pregnant, or had studied psychology for more than 2 years were excluded from participation; those who had previously participated in studies involving social interaction or electric shocks were also excluded because of concerns that prior experience with similar experimental settings would influence psychological and brain processes in the current task. Eight participants had excessive head motion in the scanner (3-mm translation or 3° rotation within one scanning session). Two participants expressed doubts regarding whether the receiver participant would actually receive the electric shocks. One participant’s neuroimaging data were not registered because of technical issue of the scanner. Four participants failed to show up to the moral judgment session. Three participants produced judgment data that were uninterpretable (i.e., delivering more shocks for less money was judged less blameworthy). These participants were excluded from further analysis, leaving 62 participants for the final fMRI data analysis (27 males; mean age = 22.7 years).

**Moral decision task and fMRI testing session**

Prior to attending the fMRI testing session, participants first completed a battery of online personality questionnaires (data to be reported separately). At least 1 week later (range = 7–74 days, \(Mdn = 13\) days), they attended an MRI scanning session at WIN. After giving informed consent, participants went through a pain-thresholding procedure (for details, see Crockett et al., 2014). The purpose of this procedure was twofold: (a) to familiarize participants with experience of the shocks, which they would later take into account in their decision-making, and (b) to determine the physical intensity of the shocks so that their subjective intensity was matched across participants. After the pain-thresholding procedure, participants were informed that they would be randomly assigned to roles of either decider or receiver using a procedure that has been described in detail elsewhere (Crockett et al., 2014, 2017). In reality, participants were always assigned to the role of decider, and the role of receiver was played by a confederate.

Following role assignment, participants received instructions for the moral decision task (full instructions for this task can be found in the Supplemental Material available online in the “Instructions for the Decision Task” section), answered comprehension questions, and practiced outside the scanner for six trials. Participants were informed that one of their choices would be randomly selected and implemented at the end of the scanning session. They were informed that their choices would be anonymous and that they would not meet or interact with the receiver. This was done to minimize concerns about reputation or reciprocity in their decision-making. They then completed the moral decision task in the fMRI scanner. In this task, participants made a series of binary choices in which one option contained more electric shocks and amounts of money (i.e., harmful option), and the other option contained fewer shocks and less money (i.e., helpful option). The money was always for the participant (i.e., decider), but the shocks were allocated to the receiver in half of the trials (i.e., \(other\) condition) and to the participant in the other half of the trials (i.e., self condition).

The procedure for generating the choice options is described in detail elsewhere (Crockett et al., 2017). Specifically, we created a set of 72 trials according to the criteria reported by (Crockett et al., 2017). Four catch trials, in which the more harmful option contained a smaller amount of money, were inserted, resulting in 76 trials in the set. Half of the trials were randomly selected to present the more harmful option on the right-hand side of the screen; in the other half of the trials, the more harmful option was presented.
on the left-hand side of the screen. Then the 76 trials were duplicated to constitute the self and the other conditions. Trials were then distributed into two scanning runs of 76 trials each; each run contained equal numbers of self and other trials. Four different trial sets were created in this way, which were randomly assigned to the participants. Our trial optimization procedure (Crockett et al., 2017) ensured that the amount of profit that would result from choosing the harmful option was uncorrelated with the amount of shocks (\(|r| < .07, ps > .525\)).

After the moral decision task, participants exited the scanner, and one trial from the task was randomly selected and implemented outside the scanner. Participants then completed a series of self-report measures about their experiences during the decision-making task, including a measure of conflicted feeling they experienced about their choices (1 = not at all, 7 = very much). They also answered debriefing questions that assessed their beliefs of the experimental setup. In the debriefing session, we did not include questions that explicitly asked whether the participants doubted about the veracity of the paradigm, as these questions may cue feelings of doubt in the participants. Instead, we included indirect questions about the clarity of our instructions regarding the presence of the receiver, the delivery of electric shocks to the receiver, and the confidentiality of the participants' decisions. Participants responded to these questions on 7-point Likert scales (1 = yes fully, 7 = no not at all). The majority of participants chose 1, yes fully; very few chose 2 and only two chose 3. The average scores of these questions were below 1.1. None of the participants' ratings on any of these questions were equal to or higher than the midpoint of the scale, indicating that our instructions were clear.

In addition to these questions, participants also provided open-ended comments about the study, where they could express their feelings, experience, and questions regarding any part of the study. We read these comments and flagged expressions of doubt regarding the presence of the receiver or the delivery of electric shocks to the receiver. Two participants explicitly mentioned “doubt” and being “skeptical” about the experimental setup (e.g., whether the receiver existed). These participants were therefore excluded. Two other participants did not explicitly mention doubt or skepticism, but their responses to the open-ended questions suggested that they had considered whether the receiver was present. In our analysis, we included these two participants to maximize the size and diversity of our sample. However, excluding them did not change the patterns of results (see Table S2 in the Supplemental Material).

### Moral judgment task and behavioral testing session

At least 1 week after the fMRI session, participants were invited to participate in a behavioral experiment session at their earliest convenience. During the behavioral experiment session, participants completed a battery of behavioral and psychophysiological tasks, the first of which was a moral judgment task. In this task, participants were presented with a subset of the choice sets that they faced in the scanning session, namely all of the trials in the other condition in which the money was for the decider and the shocks were for the receiver. We did not explicitly measure whether participants recognized these trials. However, if they indeed remembered their choices in most of the trials, we would expect to see much less hypocritical blame than what we actually observed, because people have a tendency to appear consistent (Gawronski, 2012), and exhibiting hypocrisy is something people hate (Jordan et al., 2017). In both the decision-making task and the moral judgment task, participants’ decisions and judgments were private and unobserved.

On each trial of the moral judgment task, the harmful option (i.e., more money for the decider and more shocks for the receiver) was highlighted. Participants were asked to judge the blameworthiness of each harmful choice on that specific trial on a visual analog scale ranging from not at all blameworthy to extremely blameworthy. Full instructions for this task can be found in the Supplemental Material in the “Instructions for the Judgment Task” section.

### MRI acquisition and preprocessing

We performed fMRI scanning on a 3-T Siemens Prisma scanner at WIN at The University of Oxford. Functional images were obtained with multiband T2*-weighted echo-planar imaging (EPI) sequence. The EPI images were acquired in an ascending manner at an oblique angle (~30°) to the anterior commissure–posterior commissure (AC-PC) plane to minimize signal dropout in the orbitofrontal areas. The following acquisition parameters were used: 72 slices in interleaved ascending order, matrix size = 108 × 108, voxel size = 2 × 2 × 2 mm\(^3\) with 1-mm gap, echo time (TE) = 30 ms, repetition time (TR) = 1,570 ms, flip angle = 70°, field of view (FOV) = 216 × 216 mm\(^2\). The structural image was taken using a magnetization-prepared rapid gradient echo (MPRAGE) sequence with 192 slices (TR = 1,900 ms, TE = 3.97 ms, field of view = 192 × 192 mm\(^2\), voxel size = 1 × 1 × 1 mm\(^3\) resolution). We also acquired a field map (short TE = 4.92 ms, long TE = 7.38 ms, TR = 482.0 ms,
resolution = 2 × 2 × 2 mm³, FOV = 219 × 219 mm²) to correct distortions in the functional images.

MRI data were preprocessed and analyzed using SPM software (Version 12; www.fil.ion.ucl.ac.uk/spm). Functional images were realigned and unwarped with reference to the field map and coregistered to the participant’s own structural image. The structural images underwent routine preprocessing steps, including segmentation, bias correction, and spatial normalization to the Montreal Neurological Institute (MNI) template. Finally, images were spatially smoothed with an SPM default Gaussian kernel (8-mm full-width at half-maximum).

**General Linear Model (GLM) 1: model of trial-wise anticipated blameworthiness judgments**

We constructed the first GLM to obtain, for each participant, a representation map of trial-wise judgments of how blameworthy it would be to choose the more harmful option relative to the less harmful option (or participant-specific moral standards). In this model, blood-oxygen-level-dependent (BOLD) signals were regressed on four critical first-level regressors containing the onsets of self trials where the left (a) or right (b) option was selected and other trials where the left (c) or right (d) option was selected. Duration of these four regressors was set to the participant’s reaction time on that trial (i.e., the interval between the presentation of options and the button press). For this analysis, what we looked for at the individual level was the neural signal at the time of decision-making that scaled with the relative blameworthiness of the more harmful option relative to the less harmful option, as judged by the participants themselves. To this end, for the two regressors corresponding to the trials in the other condition, we included a parametric modulator that contained each participant’s judgment on that trial of the relative blameworthiness of the more versus less harmful option (collected in the behavioral session at least a week following scanning). In GLM 1, this relative blameworthiness rating was treated as an attribute of the trial, independently of what the participant actually chose on that trial. The parametric analysis, therefore, captured the neural correlates of a crucial element of moral decision-making: assessing the relative blameworthiness of choosing the more profitable but more harmful option, relative to the less harmful and profitable option. We expected this evaluative process to be present during all choices, regardless of what the participant ultimately chose. We additionally included regressors of no interest corresponding to onsets of button presses, cue for transitions between conditions, and missing trials, as well as six nuisance regressors to control for head motion.

For the second-level (or group-level) analysis, we included participants’ degree of hypocritical blame as a parametric regressor while controlling for their moral preferences (\(k_{\text{other}}\)). We constructed the GLM this way deliberately because the second-level modulator, hypocritical blame, was dependent on participants’ behaviors. The brain activities captured by the first-level GLM therefore should not depend on behavior. This approach is widely adopted in fMRI studies of value-based choice in moral (Crockett et al., 2017), social (Ruff & Fehr, 2014), and economic (Rangel et al., 2008) domains. We defined participant-specific representation of blame as the positive effect of the blameworthiness-judgment parametric modulator, collapsing across help and harm decisions. For whole-brain analyses, we adopted family-wise error (FWE) corrected \(p_{\text{FWE}} < .05\) at the cluster level and uncorrected \(p < .001\) at peak voxel level. The cluster with the largest cluster-level \(p_{\text{FWE}}\) value (.040) that still passed this threshold had 113 contiguous voxels.

**GLM 2: model of decision parameters**

For each participant, we built a GLM to obtain representation maps of the objective amounts of money difference (\(\Delta\text{money}\)) and shock difference (\(\Delta\text{shock}\)) between the harmful option and the helpful option in the self and other conditions. In this model, we included the same four critical regressors as in GLM 1. Each of these regressors was further associated with four parametric modulators: the amount of money and shocks for the harmful option and the helpful option. Critically, custom scripts ensured that these two parametric modulators competed for variance during the estimation, rather than being serially orthogonalized as is standard in SPM. We included the same set of regressors of no interest as in GLM 1. To obtain representation maps of \(\Delta\text{money}\) and \(\Delta\text{shock}\), we defined first-level contrast of \(\Delta\text{money}_{\text{harmful option}} > \Delta\text{money}_{\text{helpful option}}\) and \(\Delta\text{shock}_{\text{harmful option}} > \Delta\text{shock}_{\text{helpful option}}\) for both the self and other regressors, collapsing across help and harm decisions. Individual representation maps to \(\Delta\text{money}\) and \(\Delta\text{shock}\) were used, together with the guilt signature (see below), to calculate guilt-related pattern expression associated with each representation map.

**Multivariate analysis with guilt-related brain signature**

We adopted a multivariate decoding approach to probe guilt-related neurocognitive processes associated with
choice attributes Δmoney and Δshock. Specifically, we utilized a previously validated brain-based signature of guilt (Yu et al., 2020). On the basis of two independent neuroimaging data sets that used interpersonal interactions to evoke guilt, Yu et al. (2020) identified a guilt-related brain signature (GRBS) that discriminated conditions associated with different levels of interpersonal guilt. Specifically, in the training data set, participants were either completely or partially responsible for an anonymous stranger’s pain (Yu et al., 2014). Participants’ self-reported guilt feelings were positively associated with their responsibility. The GRBS was trained to discriminate the completely responsible from the partially responsible conditions and was able to do so accurately (accuracy = 88%) in a cross-validated manner (i.e., leave-one-subject-out cross-validation). Moreover, the predictive power (or sensitivity) of GRBS can be generalized to a neuroimaging study that adopted a similar interpersonal harm task, in which the participants were from a different cultural background relative to those in the training data set (Koban et al., 2013). However, a useful brain-based signature of a psychological construct (e.g., guilt in social interactions) should not be sensitive to other negative experiences; otherwise, it would be difficult to infer what neurocognitive processes the signature captures (Wager et al., 2013; Woo et al., 2017). To demonstrate that this signature does not simply pick up any negatively valenced experiences but is sensitive only to guilt experience elicited in social interactions (i.e., specificity), in Yu et al. (2020) we tested its predictive power when applied to a few other fMRI data sets in which the participants had negatively valenced experience but were not engaged in live social interactions. These include physical pain, vicarious pain, and recall of past negatively valenced experiences. In Yu et al. (2020), we found that the GRBS cannot distinguish different levels of physical pain or vicarious pain, but it can distinguish different levels of guilt in a social interactive task. This suggests that the GRBS is specific to guilt. In addition, we found evidence that the GRBS is specific to guilt experienced during a real social interaction: The GRBS could not distinguish the brain activity pattern when participants recalled a past experience of guilt from the brain activity pattern when the participants recalled a past experience of sadness or shame.

Results

Blaming others for behaving similarly to oneself appears hypocritical to observers

In Study 1, participants (N = 188) read a vignette describing a protagonist who took part in an experiment in which they decided to deliver 10 electric shocks to another person in exchange for $1. After the protagonist made his decision, he learned of another person who made the same decision. In the discrepant condition (n = 95), the protagonist judged this person’s decision to be extremely morally blameworthy, whereas in the consistent condition (n = 93), the protagonist judged this decision to be not at all morally blameworthy. Participants were then asked to indicate to what extent they thought the protagonist was hypocritical, moral, and trustworthy on 7-point Likert scales (1 = not at all, 7 = extremely; full text of vignettes can be found in the Supplemental Material in the “Vignettes for Folk Intuitions of Discrepant Blamers” section).

As expected, participants in the discrepant condition judged the protagonist to be more hypocritical (M = 6.1, SD = 1.5) than participants in the consistent condition (M = 3.0, SD = 2.3), t(181) = 11.4, p < .001, Cohen’s d = 1.64 (Fig. 2a). In addition, participants judged the protagonist to be less moral (M = 2.4, SD = 1.7; Fig. 2b) and less trustworthy (M = 2.2, SD = 1.6; Fig. 2c) in the discrepant condition relative to the consistent condition—moral: M = 2.8, SD = 1.8, t(181) = −2.22, p = .028, Cohen’s d = 0.24; trustworthy: M = 2.9, SD = 1.7, t(181) = −3.39, p < .001, Cohen’s d = 0.42. These findings demonstrate that people ascribe hypocrisy on the basis of a mere behavioral description of a discrepancy between blame and behavior, even in the absence of information about the discrepant blamer’s mental state. In addition, we found that people infer that discrepant blamers are less moral and trustworthy than consistent blamers, controlling for the amount of harm inflicted.

Quantifying hypocritical blame in the laboratory

Having confirmed in Study 1 that observers perceive hypocrisy when someone blames another person for making the same decision they made themselves, in Study 2, we sought to examine the neural correlates of moral decision-making in so-called hypocritical blamers. Because we assessed participants’ actual decisions and moral judgments of other people’s decisions in the same set of trials (see the Method section for details), we were able to quantify each participant’s degree of hypocritical blame by comparing (a) their own likelihood of making a harmful decision on each trial of the decision task with (b) the blameworthiness they assigned to another person for a harmful decision on each trial of the moral judgment task. Specifically, for (a), we computed each participant’s likelihood of harming another person on a given trial with a well-established computational model for this type of moral decision-making (Crockett et al., 2014, 2015, 2017). In
this model, the probability of choosing to inflict pain for profit is a softmax transformation of the subjective value of the harmful relative to the helpful option, $\Delta V$. For participant $j$ and trial $i$, $\Delta V_{ij}$ one

\[
\Delta V_{ij} = (1 - \kappa_j) \Delta \text{money}_{ij} - \kappa_j \Delta \text{shock}_{ij}
\]

\[
p(\text{harm})_{ij} = \left( \frac{1}{1 + e^{-\beta_j \times \Delta V_{ij}}} \right) (1 - 2\epsilon_j) + \epsilon_j.
\]

Here, $\Delta \text{money}$ and $\Delta \text{shock}$ denote the additional money and shocks associated with the harmful relative to the helpful option. The harm-aversion parameter, $\kappa$, indicates the relative weight participants place on shocks over money in the valuation process. $\kappa$ takes on different values in the self and other conditions ($\kappa_{\text{self}}$ and $\kappa_{\text{other}}$), thereby reflecting different decision preferences when harming oneself versus harming another person. We used a softmax function to convert $\Delta V$ into the probability of choosing the harmful option over the helpful option. Here, $\beta$ is a participant-specific inverse temperature parameter that characterizes the steepness of the softmax curve. We also included a lapse-rate parameter $\epsilon$ that captures task-irrelevant noise such as inattention (cf. Crockett et al., 2014). Because the task and computational framework has been established in a number of studies across multiple labs, we did not plan to compare multiple models in a data-driven manner. However, when estimating the model without the lapse rate, we found that it had a higher Bayesian information criterion (2,963) than the one with the lapse rate (2,833), indicating that including the lapse rate improved the model.

We replicated key findings from past studies using this task (Crockett et al., 2014, 2017; Volz et al., 2017): Specifically, on the aggregate level, participants were more averse to harming other people than harming themselves for money (see Fig. S1 in the Supplemental Material). For our analysis of hypocritical blame, we focused here solely on participants’ decisions to inflict pain on other people for profit. We observed wide variation in harm aversion: Some participants refused to inflict a single additional shock on a stranger for a profit of £19, whereas others were willing to inflict 20 additional shocks on a stranger in exchange for 10 pence. Because $\kappa_{\text{other}}$ was not normally distributed (Kolmogorov-Smirnov test = 0.11, $p = .05$), in the following we use Spearman tests for the correlational analyses that involved $\kappa_{\text{other}}$.

After computing each participant’s likelihood of choosing the harmful option for each trial in the decision task, we computed a hypocritical-blame score for each participant by combining the data from the moral judgment task with the data from the decision-making task. Specifically, we computed the hypocritical-blame score by summing across trials the amount of blame assigned on each trial of the judgment task, weighted by the participants’ own likelihoods of choosing selfishly on the same trial in the decision task:

\[
\text{hypocritical blame}_j = \sum_i \text{blame}_{ij} \times p(\text{harm})_{ij}.
\]

Here, $\text{blame}_{ij}$ denotes participant $j$’s blameworthiness judgment on trial $i$ of the judgment task, and $p(\text{harm})_{ij}$ is the likelihood that participant $j$ would choose the harmful option on the same trial in the moral decision-making.
task computed on the basis of the value function and softmax function. Weighting the blame judgments by the choice likelihoods captured the logic that it is more hypocritical for someone to blame another person for an action that they themselves have previously taken confidently than tentatively or accidentally (Alicke et al., 2013; Dover, 2019; Laurent & Clark, 2019; Wallace, 2010). According to our definition of hypocritical blame, it is critical to keep blameworthy judgments on the same scale across participants. Therefore, we did not normalize blameworthiness judgments within participants before calculating hypocritical blame because doing so would take away our ability to compare participants’ blame tendency on the same scale.

As Figure 3 illustrates, participants who assign a high level of blame on trials where they themselves are likely to choose the harmful option will have a high hypocritical-blame score based on our model (Fig. 3b and 3d). In contrast, participants who almost never assign blame on the trials where they themselves are likely to choose the harmful option will have a low hypocritical-blame score based on our model (Fig. 3a and 3c). Given this operationalization of hypocritical blame, 97% of participants displayed at least some level of hypocritical blame. However, we observed a wide range of individual variation in the degree of hypocritical blame that could be described by a normal distribution ($M = 12.9, SD = 7.5$; Shapiro-Wilk normality test, $p = .248$; Fig. 3e). Given the way we defined hypocritical blame, it is not surprising that hypocritical blame was negatively correlated with $\kappa_{\text{other}}$ (Spearman’s $\rho = -0.57, t = -5.42, p < .001$; for this and the following Spearman correlations, the sample size is 62; Fig. 3f). Therefore, we controlled for $\kappa_{\text{other}}$ in all subsequent analyses involving hypocritical-blame scores (robustness checks can be found in “Robustness Test for Statistically Controlling for $\kappa_{\text{other}}$” and Table S3 in the Supplemental Material). Our definition of hypocritical blame takes advantage of the fact that people do not blame identically and captures the individual
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Hypocritical blame is associated with conflicted moral decision-making

We next turned to data concerning the mental states of hypocritical blamers when they blamed other people for what they themselves had done. To test the possibility that at least some people who engage in hypocritical blame do feel that the moral standards they apply to others are also binding for themselves, we first examined the prediction that those who exhibit more hypocritical blame, relatively to those who behave similarly but do not find it blameworthy, feel more conflicted about their own decision-making when failing to live up to their own moral standards.

To obtain a measure of conflicted feelings, after participants completed the moral decision-making task in the scanner, we asked them to indicate their subjective perception of “facing a moral dilemma” during the task on a 7-point Likert scale. Conflicted feelings varied substantially across participants, covering the entire range of the scale (M = 3.7, SD = 1.6). Controlling for participants’ moral behavior (as indexed by κ_{other}), we observed a positive correlation between conflicted feelings and hypocritical blame, Spearman’s ρ = .39, t = 3.22, p = .002 (Fig. S2 in the Supplemental Material). This means that, consistent with our prediction, results showed that hypocritical blamers reported feeling more rather than less conflict during their moral decisions, controlling for the decisions they actually made.

Next, we tested a hypothesis that subjective feelings of conflict result from failures to live up to one’s own moral standards and their propensity to assign blame to others. Indeed, when we controlled for participants’ average blame, the negative correlation between κ_{other} and hypocritical blame became stronger (Spearman’s ρ = −.81, t = −10.78, p < .001). Note that hypocritical blame was not correlated with participants’ overall blameworthiness judgments (Spearman’s ρ = .09, p = .476).

Fig. 3. Definition and distribution of hypocritical blame. The top and middle rows show results for two representative participants, one whose behavior is described in (a) and (c) and the other in (b) and (d), illustrating how hypocritical blame is defined in our formula. These two participants have comparable harm aversion in the other condition (κ_{other} = 0.37 and κ_{other} = 0.39, respectively). The x-axis indicates the κ value [(money/(money + Δshock))] of each trial. A higher trial κ value means that choosing the more harmful option will confer a large amount of monetary gain for the decider by increasing the receiver’s harm by a small degree. The y-axes on the left indicate the model-derived probability of choosing the harmful option. The red curves are the best-fitting softmax curves. In (a) and (b), the blue dots indicate participants’ blameworthiness judgment ratings. In (c) and (d), the magenta dots represent the product of blameworthiness judgment and the model-derived, participant-specific probability of choosing the more harmful option on the same trial (weighted blame). In our definition, the participant’s hypocritical blame is the sum of weighted blame across all the trials. As can be seen, the participant described in (b) exhibited more hypocritical blame by our definition than the participant described in (a) because they indicated substantial degree of blameworthiness judgment on the trials in which they were very likely to choose the harmful option themselves. (e) Distribution and interindividual variability of hypocritical blame. The brown and the green vertical lines indicate the hypocritical-blame score of the low (hypocritical blame = 16.8) hypocritical blame participants, respectively. (f) Hypocritical-blame score was negatively correlated with κ_{other} (Spearman’s ρ = −.57, p < .001). Error band represents SEM.
moral standards. Our decision model specified that participants would sometimes make choice errors, in which they select the option that is less subjectively valuable to them (see “Analysis of the Number of Harmful and Helpful Errors” in the Supplemental Material). Choice errors are particularly likely to occur around a participant’s indifference point, where participants face the highest levels of decision conflict (Fig. 4a). Past work distinguishes between “harmful errors” (erroneously choosing the harmful option) and “helpful errors” (erroneously choosing the helpful option) and suggests that participants who value helping over harming should be more likely to make harmful errors (Hutcherson et al., 2015). Accordingly, here we found that harmful errors were more common than helpful errors during moral decision-making (other condition: $\beta = -0.33$, $SE = 0.09$, 95% confidence interval [CI] = [−0.51, −0.14], $z = -3.52$, $p < .001$) but not during nonmoral decision-making (self condition: $\beta = 0.09$, $SE = 0.09$, 95% CI = [−0.10, 0.27], $z = 0.91$, $p = .36$; choice-by-condition interaction: $\beta = 0.41$, $SE = 0.13$, 95% CI = [0.15, 0.67], $z = 3.12$, $p = .002$; Fig. 4b).
Harmful errors during moral decision-making represent cases in which participants harm other people even though helping is more aligned with their overall moral preferences. One potential explanation of these errors is weakness of will—that is, these participants succumbed to temptation to gain money even though they judged their harmful acts to be morally wrong. If hypocritical blame arises from weakness of will, harmful errors should be positively correlated with both feelings of moral conflict and with hypocritical blame. We found support for both predictions: The number of harmful errors in the other condition was positively correlated with both conflicted feelings (Fig. 4c) and hypocritical blame (Fig. 4d) after we controlled for participants’ moral preferences ($κ_{other}$) and the number of helpful errors—Spearman’s $ρ = .35$, $t = 2.85$, $p = .006$ for conflicted feelings; Spearman’s $ρ = .26$, $t = 2.05$, $p = .045$ for hypocritical blame. Conflicted feelings were not correlated with helpful errors in the other condition—Spearman’s $ρ = .03$, $t = 0.25$, $p = .808$—nor with harmful or helpful errors in the self condition—Spearman’s $ρ = .02$, $t = 0.18$, $p = .855$ for harmful errors; Spearman’s $ρ = .04$, $t = 0.28$, $p = .779$ for helpful errors—suggesting that posttask subjective feelings of conflict arose from failures to live up to one’s own moral standards specifically rather than from choice errors more generally.

**Hypocritical blame is positively correlated with neural representations of moral standards**

We next investigated how brain activity during moral decision-making related to individual differences in hypocritical blame. If participants’ inferences in Study 1 are accurate—that is, if hypocritical blamers are indeed less moral and trustworthy—then hypocritical blame should be associated with weak or absent neural representations of moral standards. In contrast, if hypocritical blame arises from failing to live up to one’s own moral standards, neural representations of moral standards should be observable in hypocritical blamers. To test these predictions, we modeled participants’ neural activity at decision onset, focusing on the other condition in which participants traded off money for themselves against pain to others, because the equivalent trials in the self condition would not be considered morally blameworthy. In GLM 1 (see the Method section), decision onsets were modulated by a first-level parametric regressor indicating each participant’s own judgments of blameworthiness for selecting the harmful option on each trial, which was obtained in the moral judgment task a week after scanning (Fig. 5a). Participants with higher moral standards should, on average, judge harmful choices to be more blameworthy than participants with lower standards (Crockett et al., 2017). This was indeed what we found—participants’ overall blameworthiness judgments were positively associated with their harm aversion in the other condition, $β = 35.69$, $SE = 5.71$, $b = 0.29$, 95% CI for $b = [0.20, 0.38]$, $t(60) = 6.25$, $p < .001$. However, because individuals vary in how they assign blame judgments as a function of pain inflicted and profits gained (Siegel et al., 2017), a more precise index of moral standards would consider each participant’s trial-specific blame judgments rather than their overall propensity to blame. Because each participant provided a blame judgment for every trial they faced in the scanner, we therefore treated these judgments as participant-specific, trial-wise indicators of moral standards.

To examine the relationship between brain responses to moral standards and individual differences in hypocritical blame, we conducted a group-level analysis that included participants’ degree of hypocritical blame as a second-level parametric regressor while controlling for their moral preferences ($κ_{other}$). A positive effect of this group-level parametric regressor would identify voxels in which neural responses to moral standards (i.e., blameworthiness judgments of harm choices) scale positively with participants’ hypocritical blame. In a whole-brain analysis ($P_{FWE} < .05$, whole-brain corrected at the cluster level after voxel-wise thresholding at $p < .001$), the parametric contrast revealed a positive relationship between hypocritical blame and BOLD responses to moral standards in the anterior cingulate cortex (ACC), bilateral lateral prefrontal cortex (LPFC), and left inferior temporal cortex (Fig. 5b; Table S1 in the Supplemental Material). The reverse contrast did not identify any significant cluster, indicating that there were no brain regions showing a significant negative relationship between hypocritical blame and BOLD responses to moral standards.

The positive relationship between hypocritical blame and BOLD responses to moral standards (i.e., blameworthiness judgments of harm choices) in ACC, LPFC, and left inferior temporal cortex could not be explained by decision difficulty (i.e., the reverse of subjective value difference between the chosen and the unchosen options): Responses in these areas did not scale with trial-wise decision difficulty, and the strength of responses to decision difficulty did not predict individual differences in hypocritical blame (see “GLM 3” and Fig. S3 in the Supplemental Material). Thus, hypocritical blame was positively associated with neural responses to moral standards during moral decision-making.
Hypocritical blame is associated with a neural signature of guilt during moral decision-making

Folk intuitions about hypocritical blamers suggest that hypocritical blamers are less moral than people who behave equally badly but do not find their behavior blameworthy. This implies that hypocritical blamers will experience weak (or no) feelings of guilt when they consider harming other people for profit. In contrast, our hypothesis that some hypocritical blame is due to weakness of will predicts a positive relationship between guilt and hypocritical blame. To avoid inducing demand effects or social desirability concerns, we did not ask participants to directly report feelings of guilt during the moral decision-making task. Instead, we leveraged a multivariate brain-based classifier trained on two independent data sets to identify brain states that positively predict guilt evoked by interpersonal interactions (GRBS; Yu et al., 2020). GRBS corresponds to a distributed brain network that exhibits only weak spatial similarity with other social and affective brain signatures, suggesting that guilt is associated with a specific pattern of neural activity (Yu et al., 2020). Signatures of different psychological constructs have different distributions of prediction weights across the brain. The primary goal of developing a brain signature is to predict neurocognitive processes and

Fig. 5. Hypocritical blame is associated with stronger neural responses to moral standards. (a) Analysis strategy. In a general linear model, we regressed blood-oxygen-level-dependent (BOLD) responses at decision trial onset against the blameworthiness judgment the participant made on the corresponding trial in the judgment task (at least 1 week later). (b) At decision onset, responses to trial-wise blameworthiness in anterior cingulate cortex (ACC) and bilateral lateral prefrontal cortex (LPFC) positively correlated with hypocritical blame (family-wise error corrected $p < .05$, whole-brain corrected at the cluster level after voxel-wise thresholding at $p < .001$). HRF = hemodynamic response function.
behaviors of out-of-sample observations based on brain activation patterns, not to localize structures whose univariate activation strength is sensitive to experimental manipulations (Wager et al., 2013; Woo et al., 2017).

Therefore, the signature is a map of prediction weights that is distributed across the whole brain (Fig. 6a). The GRBS offers a sensitive and specific brain-based indicator of guilt-related neurocognitive processes. In the
context of our moral decision-making task, guilt-related neurocognitive processes should be positively associated with the amount of additional pain inflicted (Ashock), and/or negatively correlated with the amount of additional profit gained (Amoney), because these factors are positively and negatively correlated with blameworthiness judgments, respectively (Crockett et al., 2017; Siegel et al., 2017), and guilt is reliably evoked by anticipated blame (Baumeister et al., 1994; Ferguson et al., 1997; Parkinson & Illingworth, 2009).

A separate GLM was constructed to obtain brain response maps associated with Δshock and Δmoney in the self and the other condition (GLM 2; see the Method section). The dot product of GRBS and participants’ brain maps of Δshock and Δmoney is a scalar value, pattern expression, which reflects the spatial resemblance between neural responses to Δshock and Δmoney and the brain-based signature of guilt (Fig. 6a). After calculating these values, we asked whether guilt pattern expressions associated with shocks and money in the other condition, relative to those in the self condition (i.e., Δshockself > Δshockother for shocks and Δmoneyother > Δmoneyself for money), were positively or negatively correlated with hypocritical blame, controlling for moral preference (κother). Contrary to folk intuitions and consistent with our hypothesis, guilt pattern expressions evoked by shocks—Fig. 6b; GRBSΔshock, Spearman’s ρ = .34, t(62) = 2.74, p = .008—were positively correlated with hypocritical blame. We did not observe a similar relationship for guilt pattern expressions evoked by money—GRBSΔmoney, Spearman’s ρ = .09, t = 0.69, p = .492. Together, these findings reflect a positive relationship between guilt pattern expressions evoked by harm to other people and hypocritical blame.

Because self-reported feelings of conflict about the moral decision task were positively associated with hypocritical blame, we next considered whether those conflicted feelings could be explained by guilt-related neurocognitive processes at the time of decision. Consistent with this prediction, our results showed a positive correlation between self-reported conflicted feelings and GRBS pattern expression related to shocks—Fig. 6c; for GRBSΔshock, Spearman’s ρ = .42, p < .001; for GRBSΔmoney, Spearman’s ρ = −.06, p = .655. Next, we tested whether self-reported feelings of conflict mediated the positive relationship between GRBSΔshock and hypocritical blame in a mediation analysis (Imai et al., 2010) in which GRBSΔshock was entered as the independent variable, participants’ conflicted feelings was the mediator, and hypocritical blame was the dependent variable. As in the regression analysis, κother was included as a covariate. We found a significant mediation effect of conflicted feelings (Fig. 6d; average mediation effect = 1.80, 95% CI = [0.36, 3.77], p = .02; average direct effect = 2.16, 95% CI = [−0.97, 5.61], p = .186), indicating that guilt-related neurocognitive processes evoked by harm to other people may lead to participants’ conflicted feelings after the task, which in turn positively predict hypocritical blame.

**A note on achieved power**

We did not preregister our studies. Given the observed data, the sample sizes were generally good for the analysis we carried out. For Study 1, the achieved powers (assuming α = .05) for the comparison of hypocrisy and trustworthiness across groups were 1.00 and .81, respectively. The effect size of the comparison of morality was smaller (d = 0.24), so the achieved power for this analysis was low (.37). We acknowledge that this result should be interpreted with caution. For Study 2, our critical analysis was the correlation between hypocritical blame and guilt pattern expressions evoked by shocks. Given the effect size of the correlation, our final sample (N = 62) achieved a power of .8 in detecting the correlation.

**Discussion**

In this study, we developed a laboratory paradigm to precisely quantify hypocritical blame, in which people blame others for committing the same transgressions they committed themselves (Todd, 2019). At the core of this operationalization of hypocrisy is a discrepancy between participants’ moral judgments and their behaviors in a moral decision-making task. Therefore, we measured participants’ choices in an incentivized moral decision-making task that they believed had real impact on their own monetary payoff and painful electric shocks delivered to a receiver. We then compared those choices with moral judgments they made a week later of other people in the same choice context. By comparing participants’ judgments with their own behaviors, we were able to quantify the degree to which they judge other people more harshly for making the same choices they themselves made previously (i.e., hypocritical blame).

We found that hypocritical blame was positively associated with (a) feelings of moral conflict arising from failures to live up to one’s own moral standards and (b) neural representations of moral standards and guilt during moral decision-making. This suggests that at least some instances of hypocritical blame are not attributable to a lack of moral standards for oneself but instead may manifest from failures to consistently live up to one’s own moral standards.

Our results also shed new light on the neural basis of moral standards. Past work has implicated lateral and
medial prefrontal regions in representing moral values (Crockett et al., 2017; FeldmanHall et al., 2015; Qu et al., 2019; van Baar et al., 2019; for a review, see Carlson & Crockett, 2018). Here, we extend these findings by showing that activity in these regions is also sensitive to the spectrum of moral attitudes behind the same external behavioral pattern. Holding constant the behavioral preference for avoiding harm to others (κ_{other}), we found that LPFC and ACC responses to moral standards predicted how far one's moral judgments ultimately deviated from their behavior. This relationship is in line with our finding that individuals who exhibited more hypocritical blame also reported more conflicted feelings during decision-making, and it fits well into a broader context of LPFC and ACC functions in conflict monitoring in both nonmoral domains (Botvinick et al., 2001; Etkin et al., 2006) and moral domains (Buckholtz et al., 2015; Carlson & Crockett, 2018; Van Bavel et al., 2015).

To further characterize the neurocognitive processes underlying hypocritical blame, we adopted a multivariate approach to the neuroimaging data, applying an independently trained brain signature of interpersonal guilt to the representation of moral standards. This brain-based signature enabled us to draw conclusions about the underlying neurocognitive processes from patterns of activity in the whole brain, thereby avoiding inferring cognitive processes based solely on the location of brain activations (Poldrack, 2011; Wager et al., 2013). Some theorists have postulated that apparently hypocritical blamers are not really hypocritical if they experience guilty feelings for violating the moral standards, because hypocrites do not sincerely endorse the moral value in question but express it only for strategic purposes (Botvinick et al., 2001; Etkin et al., 2006) and moral domains (Buckholtz et al., 2015; Carlson & Crockett, 2018; Van Bavel et al., 2015).

Several limitations of this work are worth noting. First, our findings do not directly speak to the precise neurocognitive mechanisms that give rise to moral judgments that conflict with past moral behaviors. Although our data provide evidence that at least some instances of hypocritical blame cannot be explained by an absence of moral standards, we cannot definitively conclude that such cases are attributable to weakness of will (Bartel, 2019; Batson & Thompson, 2001; Mele, 1989), though our finding that hypocritical blame is positively associated with harmful errors does provide some preliminary evidence for this claim. Future studies might investigate this question with causal interventions designed to induce mental fatigue (Inzlicht et al., 2014; Schmidt et al., 2012). Second, our work cannot shed light on the neural mechanisms that underlie the construction of hypocritical blame judgments. While the current investigation focused on the neurocognitive processes underlying moral decision-making and how they are related to subsequent hypocritical blame, future studies could scan participants while they are making blame judgments that are either consistent or inconsistent with their past behavior. Third, we can draw conclusions about hypocritical blame only in the context of physical harm, which is just one of many types of moral transgressions (Graham et al., 2013; Schein & Gray, 2017). However, in philosophy (McKinnon, 1991; Moberg, 1987; Shklar, 1984) and psychology (Ji et al., 2006; Yousaf & Gobet, 2013), hypocritical blame has also been widely associated with violation of religious beliefs, sexual norms, and moral concerns unrelated to physical harm (e.g., purity, loyalty, self-discipline). Future work could adopt our computational operationalization and multivariate neuroimaging approach to investigate whether similar or distinct neurocognitive processes characterize hypocritical blame across a variety of moral domains, thereby ascertaining the conceptual and mechanistic complexity involved.

To conclude, we developed a model of hypocritical blame that allowed us to quantify a tendency for people to blame others for the same behaviors that they themselves committed and test several common assumptions about hypocritical blamers. In marked contrast to the intuitions of observers, our findings showed that hypocritical blamers' self-reports and neural activity during moral decision-making is consistent with the
presence rather than absence of moral standards. Participants with higher levels of hypocritical blame reported more intense conflicted feelings and showed heightened guilt-related neural responses when considering harming other people. Thus, contrary to the common assumption that hypocritical blamers do not really accept the moral standards that they apply to other people, our data suggest that many people who engage in hypocritical blame do hold and care about moral standards and apply these moral standards to themselves as well as to others.
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