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ABSTRACT

Ripple bedform response to near bed forcing has been found to be asynchronous with rapidly changing hydrodynamic conditions. Recent models have attempted to account for this time variance through the introduction of a time offset between hydrodynamic forcing and seabed response with varying success. While focusing on temporal ripple evolution, spatial ripple variation has been partly neglected. With the fingerprint algorithm ripple bedform parameterization technique, spatial variation can be quickly and precisely characterized, and as such, this method is particularly useful for evaluation of ripple model spatio-temporal validity. Using time-series hydrodynamic data and synoptic acoustic imagery collected at an inner continental shelf site, this study compares an adapted time-varying ripple geometric model to observed field observations in light of the fingerprint algorithm results. Multiple equilibrium ripple predictors are tested within the time-varying model, with the algorithm results serving as the baseline geometric values. Results indicate that ripple bedforms, in the presence of rapidly changing high-energy conditions, reorganize at a slower rate than predicted by the models. Relict ripples were found to be near peak-forcing wavelengths after rapidly decaying storm events, and still present after months of sub-critical flow conditions.
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1. Introduction

Spatio-temporal variability in hydrodynamic forcing (e.g. wave, current or combined flow) complicate attempts to model ripple morphodynamics in the inner-continental shelf environment. Because the organization of ripples are mostly dependent upon dominant hydrodynamic conditions, sediment composition, or some combination of the two (e.g. Wiberg and Harris (1994)), spatial variability in forcing conditions would be expected to produce different configurations of ripple bedforms spacing (wavelength) and orientation, even within relatively small ripple fields. Consequently, attempts to model temporal evolution of ripple bedforms, which typically focus on one representative value (e.g. mean wavelength and orientation) have trouble predicting spatial distribution in ripple morphology, and multiple field and laboratory studies have shown that most semi-empirical ripple models do not accurately predict actual field measurements (Li and Amos, 1998; Camenen, 2009; Pedocchi and García, 2009). One limiting factor to empirical modeling has been accurately recording and measuring ripple spatio-temporal evolution (Davies and Thorne, 2008; Skarke and Trembanis, 2011).

In previous studies, ripple geometry was quantified from sea-floor imagery using various methodologies. Manual image interpretation is the most fundamental means of deriving ripple data from sea-floor backscatter imagery (e.g. Traykovski et al. (1999)). The subjectivity of individual interpretations, however, leads to concerns over repeatability and variability between observers, aside from the impracticality of characterizing large fields of ripple bedforms (Skarke and Trembanis, 2011). Studies have thus turned to more automated methods, such as frequency-transform analysis (e.g. Voulgaris and Morin (2008) and Maier and Hay (2009)). This method converts acoustic imagery into the frequency domain through Fourier or other transforms, resulting in two-dimensional power spectrum in frequency space. Despite the improvement over manual analysis, there remain significant limitations to this method, including but not limited to the inability to disambiguate ripple orientation variability from wavelength variability (Skarke and Trembanis, 2011).

Instead, Skarke and Trembanis (2011) adapted a methodology for extracting ripple orientation and wavelength from side-scan imagery built around algorithms designed to extract biometric fingerprint statistics (see Hong et al. (1998) and Felzenberg (2009)). This method analyzes ripple imagery and assigns statistical values to each individual pixel, allowing the user to quantify
ripple variability and distribution across a spatial domain. Rippled regions are assigned a reliability parameter, which is the ratio of backscatter intensity variability parallel and orthogonal to ripple crest orientations and represents the extent to which the bed in organized into a linear trough and crest morphology. This allows the user to set a minimum threshold to mask out areas that exhibit non-rippled as well as poorly organized or non-resolved ripple morphology. Orientation values are estimated using Gaussian filtered backscatter gradients to locate ripple crests, from which localized ripple wavelength values are derived (for further information on methods see Skarke and Trembanis (2011). Additionally, the algorithm contains a method for isolating ripple defects by filtering and thinning backscatter images to isolate ripple crest lines. In all, the method presented by Skarke and Trembanis (2011) is better suited than previous approaches for the determination of the spatial variability of ripple morphology and is particularly useful for evaluation of ripple model validity (e.g. Goldstein et al. (2013) and Zare and Cobb (2013)).

Numerous empirical ripple models have been proposed over the last few decades (e.g. Nielsen (1981), Grant and Madsen (1982), Wiberg and Harris (1994), Trayanovski et al. (1999) and Soulsby and Whitehouse (2005)) in attempts to better predict ripple dynamics. Instead of relating ripple height and wavelength to instantaneous surface wave conditions, multiple studies (Soulsby and Whitehouse, 2005; Doucette and O'Donoghue, 2006; Austin et al., 2007; Trayanovski, 2007; Voulgaris and Morin, 2008, Soulsby et al., 2012) note that ripples exhibit a delayed response to changes in flow. Recent models have attempted to address these shortcomings. Trayanovski (2007) adapted a non-equilibrium ripple model to allow for ripple reaction to lag behind hydrodynamic conditions. The lag is quantified using a variable timescale defined by the ripple cross-sectional area divided by the sediment transport rate (Trayanovski, 2007). Subsequently, Soulsby et al. (2012) developed a time-dependent ripple calculation based upon the general derivative:

\[ \frac{dx}{dt} = a(t) - b(t)x(t) \]

where \( x \) may represent ripple wavelength (\( \lambda \)), height (\( \eta \)), or orientation (\( \psi \)). Equilibrium ripple predictors (e.g. Soulsby and Whitehouse (2005)) are used to calculate the values for \( x \). The equation coefficients \( a(t) \) and \( b(t) \) are time varying values calculated by the expressions:

\[ a(t) = \frac{\beta}{T_e} x_{eq} \]

\[ b(t) = \frac{\beta}{T_e} + \frac{1}{b_{bio}} \]

where the ‘bio’ variable is a switch for biodegradation to ripple height, controlled by biological half-life variable (\( T_b \)). The coefficient \( T_e \) is defined as the time scale for ripple evolution (such as wave period for wave dominant conditions), and \( \beta \) describes the rate change in ripple characteristics based on hydrodynamic conditions, derived from the wave mobility parameter (\( \eta \)) and critical threshold values. Further, the model incorporates wave or current dominated conditions, based on near bed shear stress values, to determine which ripple geometry prediction will be utilized in the calculation at time \( t \).

The results of the model were observed by Soulsby et al. (2012) to be promising, though there was the noted tendency of the model to underpredict ripple wavelengths in large-wave events (e.g. storms). They concluded by outlining a number of potential improvements to the model, including incorporation of other “more accurate” predictors for large ripple wavelengths and heights. As such, the goal of this study is to extend the Soulsby et al. (2012) model, comparing the accuracy of three equilibrium ripple predictors within the model to field observations. With the fingerprint algorithm results serving as the baseline geometric values, the ability of the ripple model to predict temporal evolution can be tested with field observations. Further, we examine the performance of the non-equilibrium component in light of the fingerprint algorithm findings, and consider factors complicating ripple geometric predictions. Observations from this study highlight the variability of ripple morphodynamics on the inner-shelf.

2. Study site

Field observations were collected at the Redbird Artificial Reef (Fig. 1), an area encompassing 3.4 square kilometers of seafloor located approximately 30.5 km east of Indian River Inlet, Delaware (DNREC, 2009–2010). The reef is located within the Cape May shoal-retract massif, created by the recent Holocene shoreline transgression of the Delaware River estuary system (Swift et al., 1980). The shoal and swale system trends NE–SW around the reef, with a prominent ridge northwest of the reef. Situated within a swale, the field site ranges from 21 to 29 m water depth. The central and southern areas of the reef are a mixture of fine, sometimes silty, clayey sand, and coarse gravelly sand likely deposited by the ancestral Delaware River or tributaries during the late Wisconsinan (Fletcher et al., 1992; Raina et al., 2013). The reef is composed of various structures, including 997 New York City subway cars and 11 large vessels placed between 1996 and 2009 (DNREC, 2009a,b). Scour moats around the objects often expose coarse pre-Holocene sediment buried as shallow as 0.25 m from the surface (Raina et al., 2013). In a study of the Redbird reef, Raina et al. (2013) indicated that the seabed boundaries between the fine, silty sand and coarse gravelly sands were persistent, although they migrated slightly southwards over the course of multiple years. Also noted at the site were persistent sorted bedforms, possessing large wave orbital ripples. Large scour pits were also observed around the reef objects. These were often comet-shaped, extending to the west-southwest, which is the typical direction of forcing from large-wave events at the site (Raina et al., 2013). The boundaries of the comet-shaped scour pits around the reef objects were noted to change annually.

As with much of the Mid-Atlantic bight, seabed morphodynamics at Redbird Reef are largely driven by waves from episodic storm events. Low to moderate tidal currents (~15–20 cm/s M2 tidal amplitude) are typical of average conditions in this region with peak bed stress and sediment transport during high energy events (Münchow et al., 1992; Wright, 1995). While experiencing both tropical and extra-tropical storm events, ‘nor’easters’ are the more frequent systems, usually occurring from late October to early March. The highest winds and waves from these events come out of the northeast and east-northeast, with waves often exceeding 4 m significant wave height and mean currents over 50 cm/s offshore (Wright, 1995). Events similar to the 1991 ‘Halloween Storm’ have generated waves over 6 m in height, mean currents near 50 cm/s and near-bed orbital velocities over 140 cm/s (Madsen et al., 1993; Wright et al., 1994). During Hurricane Sandy, which was observed during this study, significant wave height was greater than 7 m and orbital velocities reached 160 cm/s (Trembanis et al., 2013).
3. Methods

3.1. Instrumentation

Ripple bedform imagery was collected during four surveys (Oct. 26 and Nov. 10, 2012 and Mar. 29 and Jul. 29, 2013) conducted with a Teledyne Gavia Autonomous Underwater Vehicle (AUV). The vehicle is equipped with a Marine Sonics Technology dual-frequency side-scan sonar (900 kHz and 1800 kHz), and a Kongsberg GeoAcoustics GeoSwath phase-differencing bathymetric sonar (500 kHz). Repetitive 900 kHz side-scan and 500 kHz bathymetric surveys were conducted over a 0.25 km² subsection (see Fig. 1) of the reef, as well as multiple additional side-scan and camera surveys throughout the entire reef site.

Time series of hydrodynamic conditions were recorded using an in situ instrumented frame equipped with a 600 kHz upward facing Teledyne RDI Sentinel Workhorse Acoustic Doppler Profiler (ADCP) mounted 50 cm above the seabed collecting wave and current data, and a 2 MHz Nortek Aquadopp high-resolution Pulse-Coherent ADCP (PC-ADCP) to analyze near bed flow (Table 1). The ADCP recorded conditions over a total of 158 days on four separate deployments (Aug.–Sept. and Oct.–Nov. 2012; Mar.–Jun. and Jul.–Sept. 2013), while the Aquadopp captured bottom conditions for 84 days on two deployments (Oct.–Nov. 2012; Mar.–Jun. 2013). Combined current vectors from the total ADCP record were processed for tidal harmonics and currents using the Matlab toolbox ‘t_tide’ (Pawlowicz et al., 2002). Near bed current predictions were extrapolated from t_tide based on analysis of the Aquadopp observations. Direct observations were augmented by wave data from NOAA buoy 44009, a method previously implemented for Redbird Reef by Raineault et al. (2013). The buoy is situated 23 km south of Redbird Reef, and is moored at a similar distance from the coast (30.5 km) and in similar water depth (30.5 m). The buoy has been operational since 1984, and offers a nearly complete historical record of wave height and period since that time. Comparisons between buoy 44009 and Redbird ADCP significant wave height ($H_s$) and peak period ($T_p$) show an $r^2=0.958$ and $r^2=0.801$ correlation respectively, with the buoy recording slightly higher wave heights on average (Fig. 2). During the research collection period, the buoy was offline between Dec. 03, 2012 and Feb. 22, 2013. NOAA WaveWatch3 (WW3) hindcasting was used to fill in this gap. The Wave Watch 3 data was found to underpredict wave heights for the Redbird Reef area, but was corrected using a linear transform. Comparison between the corrected WW3 and Redbird ADCP $H_s$ show an $r^2=0.95$ correlation, although the $T_p$ comparison yields a weaker correlation ($r^2=0.535$). For the purposes of this study, the WW3 corrected data is sufficient to complete the wave record for the given dates. Bottom orbital velocities were estimated using linear wave theory, specifically:

$$U_b = \frac{\pi H_s}{T_p \sinh(kh)}$$

where $H_s$ is the significant wave height, $T_p$ is the peak period, $h$ is

![Fig. 1. Sonar backscatter of the study area within the Redbird Artificial Reef off of Delaware (inset). Sediment samples used for ripple predictions are marked in blue. Fingerprint algorithm example location (Fig. 5) is outlined. Instrument frame was located at sample 6 site.](image)
the depth and wave number \( k \) is defined by:

\[
k = \frac{2\pi}{L}
\]

and \( L \) is the surface wavelength. When available, \( U_b \) was calculated from the Aquadopp (2*rms of the horizontal velocity).

Bottom orbital velocity estimations derived from buoy 44009 wave conditions showed an \( r^2 = 0.86 \) correlation with those calculated from ADCP wave measurements.

### 3.2. Time-dependent ripple bedform calculation

The time-dependent derivative of Soulsby et al. (2012) was presented in the introduction. For the equilibrium ripple predictors, which are fed into the derivative, Soulsby et al. (2012) used equations from Soulsby and Whitehouse (2005). However, the nature of the model allows the user to choose which equilibrium ripple predictor to apply in the model, and in this regard we are not the first to do so. Soulsby et al. (2012) indicated that the time-varying model could be modified to take any wave-induced equilibrium ripple prediction, which was tested by Skarke (2013) using Wiberg and Harris (1994), Soulsby and Whitehouse (2005) and Traykovski (2007) ripple equations. Similarly, this study investigated the wave-induced equilibrium ripple predictions from Soulsby and Whitehouse (2005), Traykovski (2007) and Nelson et al. (2013). Current-generated ripple wavelength and height predictions are calculated using Soulsby et al. (2012) equations:

\[
\eta_{\text{max}} = d_{50} 0.2 D^0.86_s
\]

\[
\lambda_{\text{max}} = d_{50} (500 + 1881) D^1.5_s
\]

where \( D_s \) is the dimensionless grain diameter defined by equation 3.2 in Soulsby and Whitehouse (2005). The Soulsby et al. (2012) model includes conditions for current sheet-flow and washout also based on \( D_s \) values, which are integrated here. Wave orbital ripple wavelength predictions from Soulsby et al. (2012) are the empirically derived equations:

\[
\frac{\lambda}{A} = \left[ 1 + 1.87 \times 10^{-3} A \left( 1 - \exp \left( -2 \times 10^{-4} A^{1.5} \right) \right) \right]^{-1}
\]

where \( A \) is the wave orbital amplitude, and \( \lambda \) is the wave orbital amplitude over median grain diameter. Here, we will also use the Traykovski (2007) wave orbital ripple predictors for coarse sands, defined by

\[
\lambda = 0.75 d_{50}^{1/3} = \frac{1.5 U_{b,1/3}}{\omega r} \quad U_{b,1/3} \leq 4.2 w_c
\]

\[
\lambda = 1.5 \left( 4.2 w_c \right) U_{b,1/3} > 4.2 w_c
\]

where \( d_0 \) is the wave orbital diameter and the subscript 1/3 represents the significant value (average of the highest one-third). \( U_b \) is the significant orbital velocity, \( w_c \) is the settling velocity and \( \omega_r \) is the wave radian frequency. Lastly, we also used the Nelson et al. (2013) empirically derived expression for wave orbital ripples under regular and irregular waves, using numerous lab and field data sets. The collapsed function, a least squares fit between the irregular and regular wave predictions, is given by the equation,

\[
\frac{\lambda}{A} = \frac{0.72 + 2.0 \times 10^{-3} A \left( 1 - \left( 1.57 + 0.04 \frac{d_{50}}{\lambda} \right)^{1.15} \right)}{d_{50}}
\]

Wave orbital ripple height values, which were not the focus of this study, are calculated in our models for purposes of incorporating bedform roughness to shear stress estimates using Nielsen (1981) ripple roughness. We chose to use the Nelson et al. (2013) empirically derived expression for ripple height under irregular waves:

\[
\eta \approx 0.126 \lambda^{1.05}
\]

excluding the calculations driven by Soulsby and Whitehouse (2005) equations, which use their inherent ripple height calculations. The Soulsby et al. (2012) biodegradation term, which models biological effects on ripple height alone (and not wavelength or orientation), is not included in this paper. As noted in their study, the term has not been tested against observations, and should be calibrated at study sites with sufficient biological information (Soulsby et al., 2012). Such observations were not collected in this study, and thus the term is withheld here.

We have incorporated conditional statements for anorbital ripple formation during strong orbital currents based on Wiberg and Harris (1994). Anorbital ripple formation occurs when the ratio of orbital diameter to anorbital ripple height exceeds 100, as calculated by the non-iterative expression (Malarkey and Davies, 2003) from Wiberg and Harris (1994):

\[
\frac{d_0}{\eta} = \exp \left[ C_1 - C_2 \sqrt{\ln \left( \frac{d_0}{\lambda} \right)} \right]
\]

where \( C_1 = 7.59, C_2 = 33.60, C_3 = 10.53 \) and \( \lambda \) is the anorbital wavelength or 535d.

To determine when and under what dominant forcing regime bedforms are generated, threshold of sediment motion is calculated using the dimensionless Shields parameter, given by the expression:

\[
\theta = \frac{r}{\left( \rho_s - \rho \right) g d}
\]

where \( \rho_s \) is the density of sediment grains, \( g \) is the gravitational acceleration.
acceleration and \( d \) is the sediment grain diameter. Under dominant unidirectional current forcing (\( U_c \)), \( \tau \) is defined by the equation

\[
\tau = \rho_d d U_c^2
\]

(15)

where \( \tau \) is the dimensionless coefficient of drag. This is calculated as:

\[
C_d = \left( \frac{0.4}{1 + \ln(z_0/h)} \right)
\]

(16)

where \( h \) is the water depth and \( z_0 \) is the elevation that \( U_c=0 \), which is related here to effective bed roughness \( (k_s) \). Under dominant oscillatory forcing (\( U_b \)), \( \tau \) is expressed as:

\[
\tau = \frac{1}{2} \rho_f U_b^2
\]

(17)

where \( \rho_f \) is the wave friction factor, calculated using the Soulsby et al. (1993) empirically derived variant of the Swart (1974) formula. The Soulsby and Whitehouse (1997) empirical Shields parameter:

\[
f_w = 1.39 \left( \frac{A}{z_0} \right)^{0.52}
\]

(18)

where with rippled seabed, \( z_0 \) is determined by effective bed roughness \( (k_s) \). Sediment grain critical threshold is defined using the Soulsby and Whitehouse (1997) empirical Shields parameter:

\[
\theta_c = \frac{0.3}{1 + 1.2D_s} + 0.055 \left[ 1 - \exp \left( -0.02D_s \right) \right]
\]

(19)

where \( D_s \) is “dimensionless” grain size, defined as:

\[
D_s = \left[ \frac{g(s - 1)}{v^2} \right]^d d
\]

(20)

where \( v \) is the kinematic viscosity of water and \( s = \rho_g/\rho \). In this model, when critical shear stress is met, the dominant forcing regime is determined by the greater shear stress estimate (e.g. \( \theta_c < \theta_w \)), as suggested by Soulsby et al. (2012).

4. Results

4.1. Hydrodynamic conditions

Hydrodynamic conditions were compiled and calculated to approximate on site conditions from the combined buoy 44009 and Wave Watch 3 data from January 2012 through December 2013. Fig. 3 shows the significant wave height \( (H_s) \), peak period \( (T_p) \), estimated bottom orbital velocity \( (U_b) \), and estimated tidal near bed current \( (U_c) \). Annual averages are comparable to annual wave height, period and near-bed orbital velocity statistics calculated by Raineault et al. (2013) for the Redbird reef site from 2008 through 2011 (Table 2).

During the course of the study, three large storm events took place. Hurricane Sandy passed north of the reef on Oct. 28–29, 2012, generating significant wave heights over 7.1 m with periods of up to 14 s at the site. This was followed by a nor’easter 7 days later, which generated waves over 4.8 m with periods up to 14 s. The instrument mooring at the site, as well as Buoy 44009, captured both events. The third storm event took place March 6–8, 2013, which generated waves up to 7.8 m, again with periods up to 14 s, as captured by Buoy 44009. Residual surface currents during Hurricane Sandy and the trailing nor’easter indicate wind generated surface velocities with magnitudes up to 78 cm/s. Estimated bottom orbital velocities peaked at over 150 cm/s during Hurricane Sandy, and nearly 120 cm/s in the following nor’easter.

Corresponding orbital velocity measurements derived from the bottom facing PC-ADCP showed orbital velocities measured 20 cm above the bed to be nearly 160 cm/s for both Sandy and the following nor’easter. Measured mean bottom currents during the storms peaked at 73 cm/s and 63 cm/s respectively. Estimated orbital velocities for the March 2013 nor’easter reach over 150 cm/s, with sustained orbital velocities between 50 and 100 cm/s lasting for 72 h after the storm. Shields parameter (\( \Theta \)) sediment threshold and shear stress values estimated from grain size analysis of in situ grab samples indicate high levels of fine grain sediment suspension and transport during both storms, with sustained fine-medium sediment movement following Sandy, but quickly dropped below threshold values following the nor’easter (Fig. 4).

4.2. Fingerprint algorithm

Detectable ripple bedforms were found only in the latter three surveys, with the Oct. 26, 2012 survey showing a largely expressionless seabed. In stark contrast, the post storms survey of Nov. 10, 2012 showed extensive fields of ‘megaripples’ (wavelengths > 1 m), with orbital ripples also found within the scour patches behind the reef objects (Fig. 5). Spatial distribution maps derived from the fingerprint algorithm show ripple orientation (normal to the ripple crest) varied as much as 40 degrees, although the orientation distribution plot (Fig. 6a) shows a nearly normal distribution of ripple orientation, centered over a median orientation of 83.2 degrees (standard deviation 6 degrees). Ripple wavelength values vary spatially as well (standard deviation 0.36 m), with large, ‘megaripples’ found throughout the large sorted bedform field. Ripple wavelengths (Fig. 6b) ranged from around 0.25 to 2.4 m, with a median wavelength value of 0.975 m. The wavelength distribution is skewed towards smaller wavelengths (skewness 0.6).

The data from March 29, 2013 revealed further sorted bedform and scour field growth. The AUV survey occurred approximately 21 days following a strong Spring nor’easter that generated waves higher than Hurricane Sandy ( > 7.8 m), though with near bed orbital velocities of similar magnitude (~150 cm/s). Within the three weeks following the storm, the ripple bedforms were observed to have already undergone decay and burial. Ripple orientation (Fig. 6a) shows a smaller standard deviation (5.3 degrees) than November, centered on a median orientation of 87.5 degrees. Ripple wavelength (Fig. 6b) still ranged from around 0.25 to 2.25 m, but with a much lower median (0.63 m) and trending (skewness 2.95) to smaller wavelength values. By the July 29, 2013, the fingerprint algorithm detected very few ripple bedforms in the study area. The majority of the orbital ripples in the sorted bedform and scour fields had undergone decay or burial in the extended period of low to moderate wave conditions following the March 2013 nor’easter. In July, ripple orientation (Fig. 6a) centered around 91.6 degrees, but with a higher standard deviation (6.6 degrees). Likewise, wavelength (Fig. 6b) varied more (0.52 m standard deviation), despite a similar range (0.25–2.25 m). The median wavelength in July was much higher than the previous datasets, at 1.15 m.

4.3. Non-equilibrium model prediction

Three versions of the non-equilibrium model using either Soulsby and Whitehouse (2005), Traykovski (2007), and Nelson et al. (2013) equilibrium predictors were compared using the Nov. 2012 ADCP data to determine the best ripple predictor for this environment. Each model ran nine separate grain sizes estimates determined from grab samples taken at known ripple locations before and after the storms. While it is typical to use d50 (median)
grain sizes for ripple model predictions, sediment grain size distribution data was used to generate a weighted mean grain size for each sample in an attempt to better represent the actual sample grain size distributions (Table 3). Weighted mean grain sizes were calculated by assigning the percentage contribution of a given grain size within the sediment sample distribution to the overall total sediment sample volume. Comparison to ripple observations indicated that both the models using Soulsby and Whitehouse (2005) and Nelson et al. (2013) equations largely underpredicted ripple wavelength at the site (Fig. 7). This finding corroborates a noted issue with the Soulsby and Whitehouse (2005) equation in large-wave events (Soulsby et al., 2012). Similarly, it has previously been observed that the Nelson et al. (2013) equations tended to underpredict wavelength in very coarse sediments (personal comm. George Voulgaris, Nov. 7, 2014). The model using Traykovski (2007) wavelength predictions were considerably higher than the other two models. Comparing the model distribution to the fingerprint algorithm distribution (Fig. 8), the model predicted the largest ripple wavelength at 1.55 m, with only 12 percent of the observed wavelength distribution falling above that prediction. Likewise, the minimum wavelength prediction (0.6 m) excluded only 8 percent of the observed wavelength distribution. With the incorporation of conditions for coarse sediment in Traykovski’s (2007) model, the closer fit of this model under the given environment is understandable. Given this model encapsulates 80% of the wavelength distribution measured by the fingerprint algorithm, Traykovski (2007) equilibrium predictor is used in the remaining non-equilibrium wavelength model results presented in this paper.

The adapted non-equilibrium ripple model estimates a high level of bedform activation and reorganization during Hurricane Sandy and the trailing nor’easter, conforming to earlier sediment threshold estimates. Based of the in situ ADCP measurements, the directional component of the model estimates a focusing of ripple orientation during the most intense periods of the storms: for Hurricane Sandy, ripple orientation (orthogonal to the ripple crest)
focused near 113 degrees (standard deviation = 0.28 degrees) and 80 degrees (standard deviation = 0.55 degrees) during the nor’-easter (Fig. 9a). These estimates reflect the dominant historical storm wave approach for tropical and nor’easter storms, respectively. As the storm conditions abated, the ripple orientation estimates deviated as conditions dropped below threshold limits for coarser samples, while finer sediment remained in movement. The highest wavelength values were predicted during the peaks of the storms for the coarser sediments. Samples with a weighted mean below 0.6 mm during Sandy and 0.47 mm during the nor’easter slipped into an orbital ripple conditions (Fig. 9b). Despite largely different significant wave heights between storms, the model predicted nearly identical maximum ripple wavelength values for both Sandy and the nor’easter. $U_b$ calculations from the in situ Aquadopp showed comparable near-bed orbital velocities during Sandy ($>150$ cm/s) as with the nor’easter ($>140$ cm/s), although not as sustained in the latter as in the former. The predicted ripple wavelengths do not decay at the end of the ADCP record as predicted after Sandy, but rather maintain values near the peak wavelength estimates during the nor’easter.

Fig. 5. Subsample of fingerprint algorithm orientation and wavelength results from (A) Nov. 11, 2012, (B) March 29, 2013, and (C) July 29, 2013.

Fig. 6. Ripple orientation (A) and wavelength (b) distributions at Nov. 10, 2012, March 29, 2013, and July 29, 2013.
The non-equilibrium model was applied using the combined NOAA buoy 44009 and Wave Watch 3 record (referred to from here as the buoy non-equilibrium model). Near bed wave-orbital velocity was estimated using linear wave theory (outlined above). Direct current observations were not available, so instead near bed tidal current estimates were used based on tidal harmonic analysis of in situ ADCP data from previous (Oct–Nov 2012) and subsequent deployments (March–June and July–Sept, 2013). The buoy non-equilibrium model results (Fig. 10) were compared to the March 29, and July 29, 2013 surveys to which no in situ hydrodynamic record was available. The model estimates a ripple reactivation between the March nor’easter and the March 29 survey, with peak ripple wavelength topping out around 1 m. Fingerprint algorithm statistics show that only 8 percent of observed ripple wavelengths fell above 1 m. However, the buoy non-equilibrium model indicates ripple wavelength decay for the coarsest sample at the time of the geoacoustic survey to only 0.62 m, for which over 52 percent of the observed wavelength distribution was greater (Fig. 10). Likewise, the largest predicted wavelength value at the time of the July survey was only 0.42 m, having dropped off from over 0.5 m only days before due to conditions just above critical threshold (Fig. 11). This estimate is lower than 99 percent of the ripple wavelength distribution observed at the site.

5. Discussion

5.1. Fingerprint algorithm

The fingerprint algorithm results indicate large spatial variability in ripple orientation and wavelength across the study area. Others have noted such variability in ripple orientation and wavelength within sorted bedform fields, albeit in sites with varying water depths and distance from shore (e.g. Cacchione et al. (1984) and Trembanis and Hume (2011)). While the Redbird reef site has little overall bathymetric relief, variability in the study area may have more to do with sediment composition, which differs considerably throughout the site. Another factor to consider is the effect of the reef objects on near-bed flow, and in turn adjacent ripple formation: the exposure of coarse sediment basements in the object scour pits, as noted by Raineault et al. (2013), allowed for localized ripple formation outside of the broader sorted bedform ripple field. Nevertheless, a fairly consistent juxtaposition occurred between the coarse, ripple-forming sediment and finer sediment at the site. Although small orbital or anorbital ripples have been observed to form in the finer sediments next to sorted bedforms (Murray and Thieler, 2004; Green et al., 2004), side-scan resolution limitations may have precluded detection by the

<table>
<thead>
<tr>
<th>Sample number</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grain size (mm)</td>
<td>0.33</td>
<td>0.425</td>
<td>0.45</td>
<td>0.452</td>
<td>0.472</td>
<td>0.483</td>
<td>0.679</td>
<td>0.927</td>
<td>0.952</td>
</tr>
</tbody>
</table>

Table 3: Redbird grab sample weighted mean sediment sizes and Wentworth (1922) classification descriptor.

Fig. 7. Comparison of ripple wavelength models versus observed ripple wavelength distribution from Nov. 10, 2012. Outlying values are not shown here (minimum and maximum 1% of distribution).

Fig. 8. Model results using Traykovski (2007) wavelength predictions compared to Nov. 10, 2012 observed ripple wavelength distribution.

The non-equilibrium model was applied using the combined NOAA buoy 44009 and Wave Watch 3 record (referred to from here as the buoy non-equilibrium model). Near bed wave-orbital velocity was estimated using linear wave theory (outlined above). Direct current observations were not available, so instead near bed tidal current estimates were used based on tidal harmonic analysis of in situ ADCP data from previous (Oct–Nov 2012) and subsequent deployments (March–June and July–Sept, 2013). The buoy non-equilibrium model results (Fig. 10) were compared to the March 29, and July 29, 2013 surveys to which no in situ hydrodynamic record was available. The model estimates a ripple reactivation between the March nor’easter and the March 29 survey, with peak ripple wavelength topping out around 1 m. Fingerprint algorithm statistics show that only 8 percent of observed ripple wavelengths fell above 1 m. However, the buoy non-equilibrium model indicates ripple wavelength decay for the coarsest sample at the time of the geoacoustic survey to only 0.62 m, for which over 52 percent of the observed wavelength distribution was greater (Fig. 10). Likewise, the largest predicted wavelength value at the time of the July survey was only 0.42 m, having dropped off from over 0.5 m only days before due to conditions just above critical threshold (Fig. 11). This estimate is lower than 99 percent of the ripple wavelength distribution observed at the site.

5. Discussion

5.1. Fingerprint algorithm

The fingerprint algorithm results indicate large spatial variability in ripple orientation and wavelength across the study area. Others have noted such variability in ripple orientation and wavelength within sorted bedform fields, albeit in sites with varying water depths and distance from shore (e.g. Cacchione et al. (1984) and Trembanis and Hume (2011)). While the Redbird reef site has little overall bathymetric relief, variability in the study area may have more to do with sediment composition, which differs considerably throughout the site. Another factor to consider is the effect of the reef objects on near-bed flow, and in turn adjacent ripple formation: the exposure of coarse sediment basements in the object scour pits, as noted by Raineault et al. (2013), allowed for localized ripple formation outside of the broader sorted bedform ripple field. Nevertheless, a fairly consistent juxtaposition occurred between the coarse, ripple-forming sediment and fine sediment at the site. Although small orbital or anorbital ripples have been observed to form in the finer sediments next to sorted bedforms (Murray and Thieler, 2004; Green et al., 2004), side-scan resolution limitations may have precluded detection by the
fingerprint algorithm in this study given the algorithm’s reliability threshold.

Peak ripple orientation from the Nov. 2012 survey aligns more with dominant wave direction of the nor’easter, rather than Hurricane Sandy. Given the intensity of the nor’easter, ripple bedforms observed after the storm had reorganized to the dominant wave forcing conditions (e.g. direction and magnitude) during this nor’easter. Although the seabed signature is more indicative of the nor’easter’s “fingerprint,” the majority of scour and sediment transport likely occurred during Hurricane Sandy: the duration of high-energy conditions, in which all representative sediment types were in suspension at the site (Fig. 4), during Hurricane Sandy (~72 h) was almost twice that of the following nor’easter (~40 h).

The dominant wave direction from the March 2013 nor’easter correlates well with observed ripple orientation, with storm waves predominately from the east (~80° to 100°). Despite conditions similar to Hurricane Sandy, the ripple wavelengths from the March 29, 2013 survey were significantly smaller than those found in the November survey. Comparisons of the storm near-bed orbital velocities indicate that the March nor’easter conditions decreased over a longer period of time (~72 h) than the rapidly decaying conditions from the November nor’easter. An associated reorganization of ripple wavelengths to decaying conditions would explain smaller wavelengths than expected, although the non-equilibrium model results suggest the bedforms reorganized to a smaller event following the nor’easter.

5.2. Non-equilibrium predictor

Discrepancies between the non-equilibrium model estimates and the March and July 2013 observed ripple wavelength suggest an issue with either the Buoy or ADCP dataset. Reanalysis of the Nov. 2012 predictions using the Buoy 44009 conditions do not show the sustained ripple wavelengths indicated by the ADCP data, but rather a steep decrease in wavelength similarly estimated by the model after the March, 2013 nor’easter. Comparison between the buoy and ADCP model estimates during the Oct. and Nov. 2012 storms show fairly strong agreement ($r^2=0.76$) between the two model inputs up until the point of departure following the November nor’easter. Estimates derived from Buoy 44009 data indicate a period following the storm of reorganization until settling into much smaller wavelengths than observed (Fig. 12). Slightly higher wave orbital velocities estimated from the buoys following the storm result in the models’ departures. The reorganization to larger ripple wavelengths in the ADCP model occur not once, but twice during the nor’easter, the latter of which occurred after peak storm conditions. To consider that peak storm wavelengths occurred during decaying storm conditions is suspect; the model event is triggered by a sharp, momentary increase in wave-orbital velocity in the trailing edge of the storm conditions. Examination of the ADCP data suggests that this is an artifact caused by an errant wave period measurement during one sampling event. The non-equilibrium model was rerun using wave orbital estimates derived from near-bed Aquadopp measurements to test this hypothesis. Results corresponded to the buoy 44009 results, suggesting continued ripple reorganization as the storm energy decreased. Thus, while the ADCP driven model shows sustained peak wavelengths after the nor’easter, these relict wavelength estimates are artifacts caused by an errant wave period measurement.

With this consideration, the ADCP relict wavelength estimates still most strongly compare to the observed ripple wavelength distribution in the Nov. 2012 data, i.e., ripple wavelength observations are nearly identical to the estimated ripple wavelengths during the peak conditions of the nor’easter. This suggests that peak storm wavelength predictions correspond to the observed distribution from the Nov. 2012 survey, and not the predictions concurrent to the geoacoustic survey after the storm. Moreover, ripple orientation observations correspond to model orientation predictions during the height of the storm, and again not to those predicted after the storm.

Similar agreement is found when comparing the March 2013 wavelength predictions to previous ripple reorganization events. Although wavelength predictions from a small event ($U_b \sim 50 \text{ cm/s}$) that took place just 3 days prior to the March 29, 2013 survey would account for the skewed-smaller observed wavelength
distribution, the observed ripples from the March 29, 2013 survey were already in a pronounced state of erosion and burial. It is unlikely for this erosion to have occurred in the short span between the March 26 predicted reorganization event and the survey, as the time span was nearly identical to that between the November nor’easter and Nov. 10, 2012 survey, where no significant erosion or burial was observed. With the tendency of the buoy-derived estimates to overpredict near-bed forcing, the observed ripples were more likely relict ripples from the extended waning period of the March nor’easter, and not recently reorganized ripples. The fact that other studies (e.g. Marsh et al. (1999), Traykovski et al. (1999) and Austin et al. (2007)) have observed relict ripples taking significant periods of time to respond to changing hydrodynamic conditions suggests this short event was not a major factor in ripple formation, albeit possibly a contributor to the observed ripple erosion (Traykovski et al. (1999) observed larger relict ripple eroding under small wave orbital currents). Furthermore, no predicted ripple reorganization event subsequent to the March nor’easter was strong enough to generate ripple wavelengths above 1.1 m, yet 54 percent of the ripple wavelength distribution recorded in July 29, 2013 fell above 1.1 m in wavelength. Given that the detectable ripple area for the July 29, 2013 survey was only 15 percent of the ripple area of March 29, 2013, larger relict ripples from the March 2013 nor’easter likely skew the observed ripple wavelength distribution from July. Ripple burial is commonly noted with sorted bedforms over periods of low-energy hydrodynamic conditions (Murray and Thieler, 2004; Green et al., 2004; Coco et al., 2007; Trembanis et al., 2007). Prior to the July survey, there was an extended period of low to moderate conditions during which many of the smaller ripple bedforms were possibly buried by fine sediments or subject to erosion. Only larger relict ripples would remain to be observed, skewing the distribution as seen here. Indeed, a subsection comparison between the fingerprint algorithm wavelength measurements from the March and July 2013 shows strong agreement ($r^2 = 0.81$), where only the smaller ripples are obscured between the surveys (Fig. 13). There is a slight increase in the wavelength of the remaining relict ripples is apparent despite no evident reworking. Vougaris and Morin (2008) noted a similar pattern with relict ripples when using spectral wavelength analysis on time series imagery of ripple morphodynamics, and upon investigation of this pattern in the imagery, attributed this to natural diffusion processes of the ripples.

It is evident that near-peak storm ripple wavelengths are persisting under periods of waning forcing, despite conditions remaining above critical threshold for some time. The latency in ripple equilibration to the changing conditions appears to increase beyond the time between peak-energy forcing and decay to sub-critical conditions. This decoupling of ripple response to forcing has been noted before. In developing his time-dependent model, Traykovski (2007) noted relict ripple wavelengths were near the maximums generated by large forcing events such as storms, and did not scale to decaying storm conditions. Austin et al. (2007), observing small wave-orbital ripples on a tidal beach, found asymmetrical responses in wavelength during flooding and ebbing tides despite nearly symmetrical patterns in hydrodynamic forcing during flood and ebb. While wavelength increased with rising tide, during falling tide, changes in wavelength lagged behind changes in hydrodynamic forcing, when reorganization to smaller ripple wavelengths was expected. Given these observations, Austin et al. (2007) concluded that the ripples formed during increasing forcing had become too large to altered by the waning energy during falling tide, and that the rate of change in hydrodynamic forcing under tidal influence was far more rapid that the relaxation time of the large ripples. This supports the point above that, once established, ripples may take a significant amount of time to respond to changing forcing (e.g. Traykovski et al. (1999)).

The inability of the adapted non-equilibrium model to predict the observed relict ripples in this study may be explained in light of the site characteristics. The mean depth at Redbird Reef (28 m) is far deeper than typical ripple bedform studies. In the 49 studies listed and used by Nelson et al. (2013) to develop their empirical model, only three met or exceeded 28 m depths, with the majority in less than 10 m of water. The Soulsby et al. (2012) model was developed empirically and tested against flume and field sites of less than 7 m depth. Traykovski (2007) model used data from sites at 11 m and 14 m. In the case of the latter two studies, the magnitude of larger wave forcing events never topped an order greater than background conditions, and in the case of Soulsby et al. (2012), mean current conditions often met or exceeded near-bed orbital velocities, resulting in shifts between wave or current-dominant conditions and constant reworking of bedforms.

At Redbird Reef, due to the depth and location on the inner shelf, background conditions (as show in Fig. 3) are characterized by, in comparison to the other studies, weak tidally driven currents with long periods of little-to-no wave orbital current at depth. Sediment transport and bedform morphodynamics are dominated by episodic large wave events with near bed wave-orbital velocities exceeding 100 cm/s, and often an order of magnitude higher than background conditions. At no times in the adapted model did current forcing exceed wave-orbital forcing when conditions exceeded critical thresholds. Considering these characteristics in light of the Austin et al. (2007) findings, it is likely that, despite constant super-critical forcing between waxing and waning storm conditions, the waning forcing conditions decay at a rate that far exceeds the relaxation time of the established
‘mega-ripples’ at Redbird. With extended periods of low-to-moderate energy conditions, relict ripples remain at near-peak forcing wavelengths for weeks to months after formation, with smaller ripples buried or eroded by natural processes associated with sorted bedforms.

6. Conclusions

The fingerprint algorithm technique allows for in-depth study of ripple spatial variability across heterogeneous seabeds with high degrees of precision and reliability. Results from the fingerprint algorithm in this study demonstrate the need for predictive models to consider a distribution of ripple geometries rather than application of a single median representative value, especially in skewed populations. Additionally, the algorithm provides a baseline by which to compare and adapt ripple bedform models, and when applied to temporal ripple imagery (e.g. rotary sonar), the ability to characterize non-equilibrium ripple evolution.

The comparisons in this study between the observed bedform wavelengths and an adapted non-equilibrium ripple model from Soulsby et al. (2012) and Traykovski (2007) indicate that ripple reorganization did not occur at the rate estimated by the adapted non-equilibrium model. Rather, it suggests that rapid decreases in near-bed forcing result in near-peak wavelength relict ripples. Several studies (e.g. Traykovski (2007) and Austin et al. (2007)) have come to similar conclusions. The extended presence of these relict ripples would undoubtedly have an impact on further ripple formation and evolution, affecting near bed turbulence (Hay, 2008) and new ripple formation patterns (Nelson and Voulgaris, 2014).

Consideration should be given to the depth of the study site that this adapted model was applied; instead of constant alteration between wave and current forcing found in shallower coastal...
regions, this site, due to its depth and location, undergoes episodic high-energy forcing followed by extended periods of sub-critical conditions. This environment is favorable for the extended expression of relict ripples, rather than constant bedform evolution. However, the model incorporated a linear time dependency, which may not fully replicate time difference in forcing and bedform response. Rather, scaling time-dependency to sediment transport rates may be more appropriate, as suggested by previous studies in flumes (e.g. Smith and Sleigh (2005)), and the field (e.g. Traykovski (2007)) and scour modeling (e.g. Whitehouse (1998) and Trembanis et al. (2007)), which results in exponentially decaying lag time between increased forcing and ripple evolution. Further attention should be given to effects of combined wave and current forcing on ripple geometry. While this model defaulted to the dominating force regime at a given time, the combined effect of wave and current forcing may account for deviations in ripple orientation (Amos and Collins, 1978; Li and Amos, 1998; Andersen and Faraci, 2003; Smyth and Li, 2005; Lacy et al., 2007) and wavelength that the model did not capture in this study.
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