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Abstract—Over the past few years social media has become a key battleground in influence operations between actors who are in covert or overt conflict [1]. At the same time social media has never been more pervasive. Many of the 2 billion active Facebook users read news selected by automated software routines and many powerful state leaders bypass diplomatic channels to directly present their thoughts through Twitter. Influence operations have been undertaken by smaller and larger terrorist organisations as well as nation states and major upheavals in domestic politics appear to have been the target of small and cheap, but widely distributed, influence operations.

This article discusses a potential technical approach to detect influence operations in social media. The key goals and issues that have influenced the design of the proposed technical solution are discussed. A brief outline of potential architectural solutions that will facilitate heterogeneous data input while providing distributed situational awareness is examined in some detail.
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Introduction – Social media and influence operations

Over the past few years national defence organisations have received a wakeup call with regard to social media and their use to attempt to manipulate opinion, whether in hybrid conflicts with clearly discernible, kinetic elements or in low-level societal manipulation. In the decade since Facebook became a household name, social media has gone from a curiosity, to a utopian ideal before becoming the everyday preferred communication method for many until it is now presenting considerable problems for military as well as civilian defences.

There are five aspects of social media that makes it different from previous mass media in terms of influence operations, namely reach, speed, reception, anonymity and cost [2].

Firstly, social media are not restricted by geography (local censorship efforts not withstanding). The numbers involved are staggering in an historical perspective: At the time of writing Facebook has exceeded 2 billion monthly users whereas on Twitter alone 455,000 messages are posted per minute [3]. Secondly, the communications are computer mediated and algorithmically curated, thus information, false or not, can be spread instantaneously. Third is the somewhat counter-intuitive fact that receiving information through social media can feel very intimate, you can participate via your mobile phone on the bus or sitting in the sofa with a laptop; it is a mass(ive) medium masquerading
as your friendly local pub. Furthermore, there is the anonymity afforded through the total openness of social media platforms where one can easily automate the creation of pseudonymous accounts.

The fifth aspect means that the actual cost for the attacker is very low, especially when we consider the potential reach, allowing actors to experiment with influence operations at scale outside of actual conflict situations. Information warfare as discussed since the 1990s [4] is therefore occurring stealthily in broad daylight, paid for by the commercial operators of social media through advertising. Historically [5], one would expect this opportunity to be used both in the pursuit of preferable outcomes in general foreign policy, but also in preparing for kinetic conflicts by creating favourable circumstances in other key states; in geographical areas of future operations or in public opinion at home. There are currently a number of examples of state based attempts at influencing events in other countries through the use of social media. Russian activities in Ukraine and the US elections in 2016 (cf. eg. [6]–[8], [9]) are probably the most well-known example of such information operations.

In sum this suggests that defence organisations need to move away from using social media only as a tool for sharing information or for open propaganda [10] to treating it as a potential domain of conflict in its own right [11], [12]. This will require both extensive research and viable tools. This paper represents a contribution to this work rooted in a preliminary exploration of needs and possible solutions for the Norwegian Armed Forces.

**Definition of terms**

- **Backend**: Refers to software (either part of the main framework, plugins or services such as a database) that is running on a remote server.

- **Demonstrator**: In this paper this refers to a piece software before it reaches the prototyping stage. The demonstrator showcases possible solutions with focus on potential users’ comprehension of what is suggested and not actual data processing.

- **Frontend**: The part of the software displayed in a web browser that the user interacts with.

- **Framework**: This is the core code, what the end user would perceive as “the application”. Comprises frontend and backend elements that communicate through the HTTPS protocol and websockets.

- **Plugin**: A self-contained piece of software that will typically receive data (in a known format), process it and pass it on to the next plugin in the processing path (see below). A plugin can be written in any language that supports Advanced Message Queuing Protocol (AMQP) (see PubSub below).

- **Processing path**: Two or more plugins that work in series to manage data from the collection point to the presentation of an analysis. A summary of all potential tasks in a processing path is discussed below.

- **PubSub**: Publish and Subscribe, technology that allows multiple clients to subscribe to a publisher (source) of data. Data will be passed between plugins in the processing path using AMQP which is one instance of a PubSub solution.
Situational awareness of social media based influence operations

A recently concluded study from the Norwegian Defence Research Establishment (FFI) on the use of social media in influence operations has examined recent trends in this area [2]. The focus of this report was to understand how such operations might have an effect through a combination of technical and human manipulation. A companion activity to this study undertook an initial exploration of software solutions to help defence staff with what has been referred to as an Information Environment Assessment in a NATO context [13]. Such assessments are done in relation to strategic communications to see what, if any, false information in spread by potential adversaries. This software exploration focused on developing a software demonstrator named Fossen (Norwegian for “waterfall”, evoking the rush of incoming data from social media).

Figure 1 Screenshot of the Fossen demonstrator

Fossen was a rudimentary software, developed as a proof of concept to showcase potential applications to possible users in different parts of the Norwegian Armed Forces. The discussion in this paper will centre on the envisaged architecture and how this is developed to fit in with the complex nature of national defence organisations while at the same time making it flexible enough to handle the rapidly and continuously changing world of social media.
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1 The charts in this example are for illustration only. These charts are based on random data and do not in any way reflect actual data nor any current priorities at the Norwegian Defence Research Establishment.
There is nothing new about using software to keep tabs on social media activities; analysis of social media, such as Social Media Intelligence (SOCMINT) [14], is applied in a range of circumstances. On the commercial level there are numerous solutions and services available that facilitates social media analysis for companies to improve marketing and branding of their products. An example of this is Brand24. They undertake sentiment analysis of online product mentions to determine if they are positive or not and offer to discover the most important social media influencers [15]. This paper is thus not suggesting that the Fossen demonstrator and the approach discussed in this paper is a first in this field. However, we believe that some of the approaches suggested can beneficially be shared with others, particularly smaller countries, and welcome the sharing of experiences in this field.

**Key goals and issues**

There were some key goals and issues that informed the work on the Fossen demonstrator. It is assumed that these matters will, at least in part, be similar to restraints and requirements that other national defence organisations experience. This paper will first summarise these goals and issues before discussing how they affected ideas for potential architectural solutions.

**Goal: Flexible situational awareness and information sharing**

To avoid duplication of software solutions and wasted resources, staff in different parts of the Norwegian Armed Forces should be able to use such a tool in different tasks and situations. This means that it needs to provide situational awareness for non-experts in a variety of social media platforms across organizational domains and levels. What is of interest to a communication advisor need not be of interest to tactical planning staff. It is therefore important to ensure that different local operating pictures can be presented and modified without changes to the underlying software code.

**Goal: Ability to respond rapidly to changing situations**

In social media based influence operations the time to discover and respond to new, hostile activities may be a matter of hours or less than that. The capacities to assess social media activity is crucial when being the target of an influence operation [16]. A traditional analytics’ setup where briefings are produced at set intervals, perhaps relying on technical staff to query data, would not have the speed and agility required here. A solution with less reliance on technical support staff and the ability to quickly change assessment parameters would be a better fit for social media analytics tasks.

**Goal: Save resources and re-use solutions**

Larger state actors may have considerable technical and human resources available to assess and manipulate content in social media. Smaller state actors do not necessarily have similar resources available. Thus one would want to ensure that any technical solutions that are explored can be (re)used, not only by different parts of the Norwegian Armed Forces but also by actors such as governmental bodies that deal with IT security on the national level or the police. In this paper re-use focuses on technical issues, discussions as to who will use tools such as the one outlined here are beyond the scope of this paper.
Issue: Organisational and technical patchwork

The Norwegian Armed Forces, like any large organisation, is a multi-layered patchwork of hierarchical levels, subject specialities and geographical locations. Often this patchwork is reflected in ICT infrastructure that supports the different parts of the organisation where information silos (or stovepipe systems) may limit true, lightweight information sharing. Any technical solution needs to work *with* as well as *around* these existing silos so they don’t end up locking data away, or blocking information sharing.

Issue: Heterogenous data sources and formats

Facebook and Twitter are the two main social networks that come to mind for most people when discussing social media. However, in reality people use locally popular network (such as Vkontakte in Russia or Weibo in China), niche networks (such as discussion groups on Reddit) or facilities that one initially may not consider as social media, such as comment fields on newspapers websites or reviews on Amazon. This paper defines social media as: “Internet accessible services that allow publishing of content by people who don’t own or control the service with facilities for others to access, share and respond to this content.” Furthermore, social media are not static, new media (and new ways of using social media) appears and others fade away. Vine, for example, had 200 million users who shared short videos through the service before it was closed for further uploads in 2016 [17].

Hence there is a need to ensure that data from any social media sites, whether pure social media such as Twitter, or hybrids such as the Disqus commenting software on a news website, can be collected and analysed. Additionally, it would also be useful to enable the input of human intelligence (HUMINT) based on SOCMINT. This could be high level analysis that may combine different data sources and result in data points that could be part of an overview presented to users of the tool in question.

Issue: Privacy concerns

A key issue to any democracy is the need to protect citizens’ privacy and Norway has rather strict data protection laws. This is an issue even when accessing only openly available data (SOCMINT) as combined data may still identify individuals. However, to detect the use of social media in hybrid attacks requires historical data where trends can be discerned. As an example, it would be of interest to see whether negative messages about Norway in relation to NATO increases significantly, or are on a fairly normal level, and if the negative messages are posted by bots, trolls or simply concerned citizens engaging in an online debate. This requires the collection of social media posts over time and these posts needs to be linked to the original social media profile they came from, although the profile/person name can be anonymised.

We therefore have a contradiction here. In this context one is not really interested in *who* a person posting a message is, because that “person” may be a bot or someone employed by a potential aggressor to post messages. Yet, the very collection of messages linked to specific accounts increases the risk of privacy breaches.
Massaging the message: The plugin approach

Evaluating the above goals and issues quickly led to the principle of a lightweight, modular approach in terms of the underlying architecture. In broad terms this solution fits into the Service Oriented Architecture (SOA) paradigm where loosely coupled web services are available to clients through standard interfaces. Such services are then registered in a central registry (cf. e.g., [18]–[20]). There are however some differences from a standard SOA approach as we shall see.

A primary inspiration for the architecture of any future solution is the work the Norwegian Defence Research Establishment has done on Mlab [21], [22]. Mlab is a modular app builder where functionality is added to an app through the use of components. Each component is self-contained and knows how to request information at design time (from the person creating the app) and to display the resulting information at runtime (to the app user). Mlab, in other words, is a framework and API used to host components and provide app editing and database management facilities.

One cannot know in advance which social media services will be used for influence operations in the future by potential hostile actors [23]. Any solution needs to be extendable in a similar way to Mlab. This allows us to quickly add new features and services for a range of social media. In a crisis situation this facilitates the quick ramp up of new analytical capabilities, without losing existing functionality and without the need to retrain users.

To cater for this a plugin architecture would be the most pertinent choice. This would allow simple scaffolding code to be written immediately and over time be extended with added functionality without further programming. Just as the Mlab tool will let a non-technical person create an app from components, such a solution will let non-programmers create their own analysis from a combination of existing plugins. After briefly defining some terms this paper will examine how the core framework and different plugins could interact to achieve the goals discussed above.

Division of (plugin) labour

This section outlines the areas that the suggested framework and different types of plugins would be responsible for. The table below shows a summary of the main elements that would make up the overall software solution.

<table>
<thead>
<tr>
<th>Framework / API</th>
<th>Plugins</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Frontend</strong></td>
<td><strong>Presentation plugins:</strong></td>
</tr>
<tr>
<td>• Load &amp; init plugins</td>
<td></td>
</tr>
<tr>
<td>• Submit user data</td>
<td></td>
</tr>
<tr>
<td>JavaScript</td>
<td>• Display data</td>
</tr>
<tr>
<td></td>
<td>• Handle user interaction</td>
</tr>
<tr>
<td><strong>Backend</strong></td>
<td><strong>Backend plugins:</strong></td>
</tr>
<tr>
<td>• Load &amp; init plugins</td>
<td></td>
</tr>
<tr>
<td>• Store user settings</td>
<td></td>
</tr>
<tr>
<td>CL / REST</td>
<td>• Collect or process data</td>
</tr>
<tr>
<td></td>
<td>• Publish / subscribe (AMQP)</td>
</tr>
</tbody>
</table>

Table 1 Overview of different elements of a possible solution and communication between them
Framework & API

On both the backend and frontend the framework code is loaded first (via a NodeJS web server and a web browser respectively). This code then "hosts" the plugins described in this document. The hosting of a plugin is facilitated by making common API functions available to all plugins and managing the loading and initialisation of plugins. Through simple configuration files the backend framework will know in what order, and how, to set up plugins, initiate the data acquisition process and start the data flow down the processing path. In the browser, the frontend code will load and initialise the presentation plugins.

In addition, the frontend framework provides basic services such as managing user authentication and access rights and providing a consistent user interface. The front and backend also facilitate storage/retrieval of user data (for instance a bookmarking feature to store filters for later retrieval or thresholds for alerts).

Plugins

<table>
<thead>
<tr>
<th>Task</th>
<th>Steps in processing path</th>
<th>Explanation</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Backend</td>
<td>† 1. Watch</td>
<td>Check if new messages of interest have arrived. N/A if want everything.</td>
<td>Use SM API to get a count of new messages with a certain hashtag.</td>
</tr>
<tr>
<td>† 2. Collection</td>
<td>Can be merged with the “Watch” task below.</td>
<td>Downloading new messages with a certain hashtag via Twitter API.</td>
<td></td>
</tr>
<tr>
<td>† 3. Store</td>
<td>Use various data storage solutions.</td>
<td>Save to Hadoop (HDFS).</td>
<td></td>
</tr>
<tr>
<td>† 4. Filter</td>
<td>“Glue” task that allows us to format data for any purpose without redoing other plugins.</td>
<td>Query database for tweets from last 30 days.</td>
<td></td>
</tr>
<tr>
<td>† 5. Analyse</td>
<td>Core task that may use AI to detect sentiment, do simple word count, calculate messages per country, etc.</td>
<td>Count number of messages mentioning NATO, order by country.</td>
<td></td>
</tr>
<tr>
<td>† 6. Present</td>
<td>Interactive task, displays results and allows user to filter, bookmark and respond to messages.</td>
<td>Display map with countries coloured according to number of tweets that originated there. Click to display in-depth data.</td>
<td></td>
</tr>
<tr>
<td>† 7. User</td>
<td>The person using this software.</td>
<td>Clicks on country to display underlying data.</td>
<td></td>
</tr>
<tr>
<td>Optional, calls backend</td>
<td>† 8. Filter</td>
<td>User applies a filter to presentation plugin.</td>
<td>Query sent to the filter plugin with information on how to query the data, result is sent through path and displayed by presentation plugin.</td>
</tr>
<tr>
<td></td>
<td>† 9. Respond</td>
<td>User responds to tweets.</td>
<td>Use SM API to post a response.</td>
</tr>
<tr>
<td></td>
<td>† 10. Measure impact</td>
<td>Only executed if a user chooses to respond. Generates new data as one’s own messages are collected.</td>
<td>Re-use backend plugins and query for retweets of, and replies to, tweets from the user.</td>
</tr>
</tbody>
</table>

Table 2 The processing path and plugin tasks (not all tasks are required; tasks may also be combined or repeated).
Plugins will have access to common functions in an API, such as being alerted when the user has clicked on an element of a chart and sending a filter query to back end plugins. A plugin can also rely on the jQuery and D3.js JavaScript libraries being present. Beyond this it will be self-contained, i.e. a presentation plugin does not rely on other presentation plugins. That being said, plugins can share both third party and custom JavaScript libraries if they need to.

The frontend only has one type of plugin, the (data) presentation plugin. All other plugins reside on the backend. The core role of the presentation plugin is to display an interactive chart showing the current state of relevant data from one or more social media service. In recent years considerable innovation has taken place with regard to visualising big data (such as social media data) in new ways that improves users’ understanding of data being presented. This need to be explored further, any visualisation should apply new insights to better communicate information to non-technical users. Together this interactivity and design work will fulfil our goal of providing situational awareness and information sharing in a number of domains and levels for users who are not experts in data analysis.

The backend plugins that make up the processing path will, by design, provide a lot of flexibility. This give users the ability to integrate a variety of data sources, another of the goals discussed earlier. One can envisage a plugin that is simple wrapper to download data from a commercial service offering Twitter data and then placing it in the processing path for further, local, filtering and analysis. Or one could connect to a external service that already analyse posts from a social media service and insert the summarised data directly to the presentation plugin for end user display. Finally, one may also have a complete, locally developed, processing path that would handle everything from watching a social media service, through data acquisition, filtering, analysing and presenting the data from that, and other if need be, services.

Another possible use could be to facilitate responses (if desirable) to online influence operations. The plugin architecture can therefore facilitate engagement on social media and measuring certain types of impact of such engagement, for instance posting of messages. This is done through response plugins that can perform semi- or fully automated posting of messages. Responses are initiated by users from the front end, if a chart collates data from five social media services, then five response plugins need to be created and assigned to the processing path. A response plugin will know how to log in and post a message using APIs provided by the service, alternatively posting form data. A set of configuration data will provide login information for the social media service in question.

The ability to track how responses have been received helps us determine if there are any measurable effect in terms of basic social media interactions, for instance likes, replies or forwarding operations (such as re-tweets). Such quantitative impact analyses can use the same processing path as the messages that are being responded to. The only difference is that the data collection starts with the message(s) posted by the users, and ignore other messages.

The plugin architecture outlined here would ensure that one can re-use and re-purpose data from new and existing sources without imposing predefined expectations as to what these sources should look like.
**Processing paths explored and explained**

A processing path is, at the core, a simple set of configuration data that describes which plugins to use in what order, how to invoke them and finally what parameters to pass them, and how. The backend framework will load this configuration information when it starts and then initialise each plugin in order. The last thing a plugin does in the initialisation phase is to establish a subscription to the previous plugin in the processing path and then wait for incoming data.

A processing path can in principle be as simple as having a small backend plugin that requests the current top 10 hashtags from Twitter, and then a pie chart frontend (presentation) plugin that shows how many messages use each hashtag. It can also be very complex and integrate historical data from many years back with previously analysed data that is translated and assigned weighting based on sentiment analysis.

![Figure 2 Processing path and plugins](image)

Table 2 explains the different steps (1 to 10) that make up a processing path and gave examples of what a plugin might do in each step. In Figure 2 above we see a visual representation of three different presentation plugins and the different processing paths that lead up to the presentation. (Refer to Figure A. 1 in Appendix A: Processing path technical aspects for a simplified technical
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2 The charts in this example are for illustration only. These charts are based on random data and do not in any way reflect actual data nor any current priorities at the Norwegian Defence Research Establishment.
This figure also illustrates the potential for sharing plugins, using multiple plugins of the same type, combining plugins as well as how a processing path may skip certain steps. Two of these paths are based on Twitter data and one on combined YouTube and Twitter data. The Twitter processing paths do not use a separate watch plugin (step 1), unlike the YouTube path. The combined YouTube and Twitter processing path does not provide response or impact plugins (optional steps 9 and 10), however these are present in the Twitter paths. Furthermore, the YouTube/Twitter processing path adds a secondary analysis task (step 5) to complement (rather than replace) the first one. The data storage task (step 3) uses a shared plugin for all paths; this can for example save raw JSON data structures downloaded.

A particular strength of the plugin and processing path approach arises from the ability to apply a plugin task type more than once in a processing path. The filtering task (step 4) can be used both to transform data between different formats and to run queries against the raw data. The former use can be renaming of data fields (country to state, user to name for example) to (re-)use analysis (step 5) and presentation plugins (step 6) that expect a specific data structure. The latter could be used before running an analysis (step 5), for instance to reduce the data to only show messages originating from a certain country. It is also envisioned that filter plugins can act as triggers, so if one has a complex machine learning task that benefits from more data, a filter could wait for a certain amount of data to arrive before invoking the next plugin in the path. Similarly, multiple analysis tasks (step 5) can be run in sequence. If, for example, there already exists a machine learning plugin that sorts messages based on sentiment, then rather than rewriting this plugin it can be combined with a geo-location analysis plugin to see where different sentiments emerge.

In terms of collaboration, if a future solution was shared between defence and police (for example), in a crisis situation police could be given access to summarised SOCMINT information useful to their handling of emergency situations when working with defence staff. Military intelligence could look at the same data but using a different presentation plugin that provided a lot more detail. Thus the plugin approach also handles organisational “need to know” issues.

When it comes to sharing plugins across different parts of an organisation, or between organisations, this paper suggests that there are three levels of information safety to consider. First there are plugins that are so generic, e.g. displaying a bar chart, that they can be shared without concern. Secondly, there are plugins that will have non-generic use, but the core code is generic, such as counting messages based on keywords. The sensitive parts would be in the use and/or configuration of the plugin. Finally, there may be plugins that are difficult to share; either because code embodies advanced intellectual property (for instance custom artificial intelligence tools) or the logic embedded in the code would reveal what the user is interested in assessing. Most of the time however, it would be the complete processing path that would be most sensitive. The architecture suggested here would allow sensitive operations to share certain plugins, while keeping others running on separate networks to protect the data. In this way the architecture would also facilitate open data to move into closed domains, a common requirement in defence [24].

When it comes to the need for rapid responses to changing situations in social media for instance if an attacker starts posting messages on a new topic, or a new social media service is launched and needs to be assessed, the processing path approach facilitates this. One would move away from a way of working where someone, possibly a decision maker, requests assistance from a technical
expert such as a database administrator to obtain a dataset to analyse, an approach that introduces a
time lag. The processing path approach resolves this by letting technical experts create self-
contained plugins that are then put together to a path from a simple GUI by users such as the
decision maker in our example here. Control over data, in terms of interrogating it at a lower level, is
handed over to the end user; this will cut down on the time it takes to go from discovering the need
for an analysis until it is done. It may also enhance users’ trust in the digital tools they are using,
which in turn can lead to more use of the tool and better information sharing [25, p. 12].

<table>
<thead>
<tr>
<th>End users</th>
<th>Tech. experts</th>
</tr>
</thead>
<tbody>
<tr>
<td>Request data</td>
<td>Develop software</td>
</tr>
<tr>
<td>Make decisions</td>
<td>Setup system</td>
</tr>
<tr>
<td></td>
<td>Design/run queries</td>
</tr>
</tbody>
</table>

Table 3 Visual summary of who does what with social media data

The simple and pragmatic architecture of processing paths can also help smaller states with fewer
resources available for social media analysis than larger actors. It does this by facilitating simple re-
use of anything from open source data collection software to custom analysis tools. This also allows
us to unite different parts of the organisational and technical patchwork that was highlighted as
another issue. Different part of the organisation can share or retrieve data at different stages in the
processing path(s) and can customise these paths to provide a situational awareness suitable to their
local-specific requirements.

Data structures for privacy, storage and exchange

Social media messages may have certain data fields one can assume are always present, such as date
posted: if it is a new message or a response, country of origin and so on. However, this does not
mean that a single, universal data structure will suffice for all (inter)actions.

Instead three types of data structures, all of them using JSON structures as documents, are
envisaged. The presentation plugins can use a standardised set of fields for display and user
interactions. This could be topic, which social media it comes from, date, country, etc. Additional
fields that the presentation plugin requires are managed internally, but not exposed to the user.
Secondly, there will be the original, “raw” data format that is stored, possibly short term, after being
collected. Finally there should be a long term, cleaned and anonymised storage format. This will have
passed through a filter plugin that initially anonymises the data by randomizing account names, but
linking them through an externally held lookup table. This is a common method for anonymising
survey/interview data. Over time it could be interesting to investigate the possibility of storing
summarised content from multiple messages with metadata merged to anonymise the original
messages completely. This would ensure that the data is suitable for long term storage for historical
queries yet fulfils our goal of preserving social media users’ privacy as per the earlier discussion
about privacy issues.
Conclusion

This paper has outlined a possible architectural solution to what has been referred to as “Information Environment Assessment” [13]. This is the examination of social media in a strategic communication context to see if another state may be conducting influence operations related to activities, for example a military exercise. The suggested solution was developed as an activity in connection with research on social media based influence operations at the Norwegian Defence Research Establishment [2] that used a software demonstrator to present and discuss possible solutions with staff in different parts of the Norwegian Armed Forces. Several goals and issues related to such a task were identified. The goals were defined as flexible situational awareness across domains and levels for non-experts with the ability to respond rapidly to changing situations while saving resources and re-use (existing) solutions. Issues included the organisational and technical patchwork nature of defence organisations, the need to cater for heterogeneous data sources and formats and last but not least the need to handle individuals’ privacy concerns.

The proposed solution is a framework for discrete SOCMINT tools, called plugins; rather than a single, monolithic tool to replace other tools. Different types of plugins are joined together in what is called a processing path. A path can consist of, for instance, a data collection plugin which sends data to a filter plugin to only select data from a particular region, this in turn hands data to an analysis plugin which can perform a sentiment analysis, the result of which is passed on to a presentation plugin to show the result in an easily understandable visualisation.

The processing path/plugin architecture described here is akin to service oriented architectures. In SOA terms a plugin can be both service provider and requester. There are some differences however. The framework will be very flexible with regard to data structures offered and structures required between the plugins. These differences are resolved through the use of filtering plugins. There is also a tighter control of the processing path than in a more conventional SOA setup. Data always flows in one direction and there is no central registry offering services, but rather a central conductor that emerges from the framework and processing path configuration settings. Furthermore, not everything will be or have a web service interface. It may be that plugins access data dumps from external system or call executables on the server. It is envisaged that if a working solution is developed it can be used for both real data and to replay datasets in workshop/training situations.
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Appendix A: Processing path technical aspects

Figure A. 1 Processing path technical details