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Abstract—Steel studs, heating, ventilation, and air conditioning (HVAC) systems, rebar, and many other building components produce spatially varying magnetic fields. Magnetometers can measure these fields and can be used in combination with inertial sensors for indoor positioning of robots and handheld devices, such as smartphones. Current methods of localization and mapping with magnetometers are often based on the simplifying assumption that magnetic fields do not vary with height. In this article, through the analysis of a large data set collected across three buildings on the University of Illinois campus, we quantify the extent to which this “planar assumption” is likely to be violated and examine the consequences for indoor positioning.

First, we show that out-of-plane variations in the magnetic field were significant at over half the locations where magnetometer measurements were taken. Second, we show that absolute trajectory error in positioning was low when both localization and mapping were based on magnetometer measurements taken at the same height, but that error increased significantly with even small differences between these heights. Third, we show that the choice of height at which to take measurements—if this height was kept the same for both localization and mapping—had no significant impact on absolute trajectory error when averaged across a given set of trajectories although some trajectories existed for which different measurement heights led to significantly different errors. Fourth, we show that absolute trajectory error decreased when magnetometer measurements were aggregated across a small range of heights to produce a single, planar map and when measurements at the median height were used for localization.

Index Terms—Gaussian process, indoor localization, magnetic field mapping, magnetic localization, particle filter.

I. INTRODUCTION

Spatially varying magnetic fields are produced by common building components and can be measured by magnetometers for indoor positioning. Magnetometers are small and inexpensive, are already carried by most robots and handheld devices, require no infrastructure other than the buildings themselves, and—when used with inertial sensors or wheel encoder odometry—result in positioning error that can be competitive with localization technologies that use Wi-Fi or Bluetooth [1]–[3]. These advantages have been seen as compelling enough in certain applications that some companies (e.g., IndoorAtlas and Syrsnav) are now marketing indoor positioning solutions that are based on the measurement of magnetic fields.

Methods of indoor positioning that are based on the measurement of magnetic fields typically assume that these magnetic fields do not vary with height [2], [4]–[27]. This assumption is known to be reasonable when the magnetometer used to measure the magnetic field is approximately halfway between floor and ceiling in a building made only of vertically oriented ferromagnetic beams [28]. However, buildings are made up of more than vertically oriented beams, and magnetometer height can be well outside this range, depending on what or who is carrying the magnetometer and on how it is being held. The extent of the resulting variation in magnetic field strength and the impact of this variation on positioning accuracy cannot be derived from existing data sets, which have been generated either by taking measurements at a constant height or by aggregating all measurements, regardless of the height [29]–[32].

Our goal in this article is to critically examine the “planar assumption” and to quantify the impact of height on these existing methods of indoor positioning with magnetic fields. We restrict our attention to methods that are based on the use of planar maps, even if magnetometer measurements for mapping and localization are collected at different heights. In particular, we present the results of large-scale experiments in multiple buildings that help to answer four questions.

1) Where in a building does the magnetic field vary significantly with height? Our first task was to decide if the planar assumption is at all reasonable. To answer this question, we established a threshold for “significant variation” and computed the fraction of each building at which the difference between magnetometer measurements at different heights exceeded this threshold. We found that out-of-plane variations were significant at over half the planar locations where measurements were taken (see Section IV).

2) Does it matter if the magnetic field is measured at one height for mapping and another height for localization? One way in which significant out-of-plane variation in
the magnetic field might have an impact on positioning accuracy is if measurements at different heights (e.g., from magnetometers inside differently sized robots) are used for mapping and localization.

To determine the extent of this impact, we computed the absolute trajectory error (ATE)—averaged across a set of reference trajectories in each building—as a function of this difference in height. We found that the error was low when both mapping and localization were based on measurements at the same height, but that error increased significantly with even small differences between these heights (see Section V).

3) Does it matter at which height the magnetic field is measured, if this height is kept the same for both mapping and localization? Another way in which significant out-of-plane variation in the magnetic field might have an impact on positioning accuracy—even if we keep measurement height the same for both mapping and localization—is if in-plane variation is more informative at some heights than at others (e.g., if putting a magnetometer at the top of a mobile robot works better than putting it at the bottom). To answer this question, we computed the ATE—again, averaged across a set of reference trajectories in each building—as a function of measurement height. We found that the choice of height had no significant impact on average error although some trajectories existed for which different measurement heights led to significantly different errors (see Section VI).

4) Does it matter if measurements of the magnetic field at different heights are aggregated to produce a single, planar map? So far, we have considered only planar maps that are constructed from measurements that are collected at the same height. In practice, it is also common to construct a single, planar map from measurements that are collected at many different heights (e.g., when surveying a building with a multirobot team, or when “crowd-sourcing” from smartphones carried by many different people). Our last question, therefore, is whether this process of aggregation leads to a change in positioning error that is similar to what we observed when mapping and localizing at different heights. As before, we averaged the ATE across a set of reference trajectories, in this case, expressing it as a function of the range of heights over which we aggregated measurements to produce a map. Surprisingly, we found that error decreased when the range of heights was nonzero but small, a result that we explain by analogy to map roughening (see Section VII).

Consistent with the experimental methodology described by the international standard for testing and evaluating positioning technologies [33], we collected the data on which these results were based by measuring the magnetic field at nearly two thousand locations within three different buildings on the campus of the University of Illinois at Urbana–Champaign. In particular, at each location, measurements were collected with 25 magnetometers that were spaced evenly from ankle height to head height and were carried by a wheeled mobile robot. The vertical separation between one magnetometer and the next was 7.62 cm, which is approximately one standard deviation of the height of men and women [34]. Existing methods of mapping [with Gaussian process regression (GPR)] and localization (with a particle filter to fuse data from inertial sensors) were used to draw conclusions about ATE (which we define in detail in the Appendix). These conclusions are of course only valid for the buildings and trajectories that we considered—our hope is that we, nonetheless, provide a foundation for more general conclusions to be established by other researchers in future work. As a supplement to this article, we have made all of our data and code freely available so that our results are both transparent and reproducible.1

Section II reviews prior work on localization and mapping with magnetic fields. Section III describes our experimental methodology. Sections IV–VII present our answers to each of the four questions posed above, in the order they are listed. Section VIII reflects on the implications of our results and highlights opportunities for future work.

A. Extensions to Our Own Prior Work

This article makes five extensions to our own prior work, which examined the magnetic field in smaller parts of two buildings and identified locations at which variations of the magnetic field with respect to height were significant [35]. First, we present an entirely new and publicly available data set, which we use for the analysis conducted in Sections IV–VII. Second, we present the new experimental apparatus that we built to collect this data set (see Section III). Some of the changes in this new apparatus include a different choice of magnetometers (with better resolution, lower noise, and lower hysteresis than those sensors used in our prior work), a larger number of these magnetometers, and a mechanical design that reduces the error in estimated height difference between magnetometers to less than 1 cm. Third, we present a new experimental methodology that we applied to collect our data set. Some of the changes in this methodology include the use of a visual-inertial navigation system that enabled the collection of data over larger areas, the calibration of misalignment between sensors, and the practice of stopping the robot at a sequence of points to reduce confounding factors. Fourth, while the question that we pose and answer in Section IV is similar to one we posed in our prior work, the method of analysis that we apply here is entirely new. Fifth, we pose and answer three new questions in Sections V, VI, and VII, which were not addressed in our prior work.

II. RELATED WORK

Measurements of the geomagnetic field, for example, from a magnetic compass, have long been used to obtain estimates of heading for outdoor navigation [36]. In this context, the so-called “magnetic anomalies” that are associated with indoor environments—caused by the presence of steel studs, heating, ventilation, and air conditioning (HVAC) systems, rebar, and many other building components—are sources of

1Available on IEEE DataPort, DOI: https://dx.doi.org/10.21227/881-7581.
perturbations that could reduce the accuracy of heading estimates [37]. Some methods have been proposed to identify and reject these sources of disturbance [38]. However, it has been more common simply to ignore magnetometer data when indoors [39].

Within the past 15 years, indoor magnetic anomalies have come to be viewed not as sources of disturbance but rather as features for mapping and localization. Most work in this area has focused on the problem of identifying the position of a robot or a person in two dimensions—so, with respect to the floor plan of a building—it has taken one of two general approaches to solve this problem [1]. The first approach is to create a planar map of the magnetic field as a function of floor position and to use a particle filter for localization [9]. Among the many variants of this first approach include those that incorporate other sensor data, such as wheel encoder odometry [2], that change the way in which particle weights are derived to reduce computation time [12], that take steps to enable simultaneous localization and mapping (SLAM)—rather than just localization—by identifying loop closure [40], and that use a Rao–Blackwellized particle filter to enable simultaneous localization and calibration [41].

This general approach to localization is also very similar to approaches taken by researchers localizing robots and pedestrians using measurements of Wi-Fi strength [42], [43]. The second approach is to create a set of fingerprints against which magnetometer measurements are matched [28]. Variants of this second approach have considered diverse features to use for the fingerprints [23], have explored the use of recurrent neural networks to learn these features from data [25], and have used convolutional neural networks to match fingerprints to magnetic maps [44]. Common to nearly all variants of both general approaches has been a choice to ignore out-of-plane variation in the magnetic field, something we refer to as the “planar assumption” [35].

Only recently has the community begun to explore the use of magnetic anomalies as features for indoor positioning in three dimensions. Most work in this area has focused exclusively on mapping, assuming that localization would proceed similar to what was described by Haverinen and Kemppainen [9], which suggests creating a map of the magnetic field based on magnetometer measurements collected offline and then applying a particle filter for localization based on magnetometer measurements collected online. As suggested by Akai and Ozaki [45], we assume that GPR is used to create the map. We restrict our attention to planar maps, given the lack of strong evidence so far that 3-D maps would reduce positioning error in two dimensions [1]. Our goal is to answer a number of questions (see Section I) about how these planar maps and the results of using them for localization are impacted by out-of-plane variation in the magnetic field, a topic that—as we have said—has been largely ignored in prior work [35].

III. EXPERIMENTAL METHODOLOGY

In this section, we say how we measured the magnetic field in three buildings. The resulting data are used in all subsequent sections of this article. Throughout this section and subsequent ones, confounding factors are identified and discussed as part of general descriptions of methodology. A summary of these confounding factors is provided in the Appendix.

A. Sensor Choice

We collected magnetic field data with three-axis RM3100 magnetometers from PNI Corporation. The PNI RM3100 magnetometers are magnetoinductive sensors, which incorporate a solenoid around a highly permeable magnetic core. These sensors operate on the principle that the inductance of the core will vary with the applied magnetic field [51]–[53].

The PNI RM3100 is both small (evaluation boards are 25.4 × 25.4 × 8.0 mm) and cheap (evaluation boards are $20 as of December, 2020). Therefore, it would not be an unusual choice for a magnetometer on ground robots or on mobile devices. Nonetheless, we acknowledge that most mobile devices, currently, use magnetoresistive magnetometers instead of magnetoinductive magnetometers, such as the NPI RM3100. Indeed, we also used a magnetoresitive magnetometer—the NXP MAG 3110—in our own prior work [35].

We chose to switch from magnetoresistive magnetometers in prior work to magnetoinductive magnetometers in the current work in order to improve the accuracy with which we can measure the magnetic field of a building. In particular, the PNI RM3100 experiences less hysteresis than the NXP MAG 3100 and is less sensitive to changes in temperature. The NXP MAG 3100 has a hysteresis of 0.25%, while the PNI RM3100 has a hysteresis of only 0.00375%. The NXP MAG 3110 has a temperature sensitivity of 0.1(%/°C), while the PNI RM3100 temperature sensitivity is not reported due to the fact that changes in core bias resistance or inductance due to temperature are experienced in both the forward and reverse directions of sensor oscillations and are, thereby, canceled.

We emphasize that different magnetometers may produce different results—different answers to the four questions posted in Section I—then what we report in the rest of this article. Our goal in using more accurate magnetometers (the
PNI RM3100 instead of the NXP MAG 3110) was not to make our results “better.” Instead, our goal was to allow other researchers in future work to explore how results vary with sensor accuracy, a topic that is outside the scope of this article. In particular, it would be straightforward to simulate the use of less accurate magnetometers by artificially adding noise and reducing the sensitivity of measurements in our publicly available data set (but, of course, would be impossible to simulate the use of more accurate magnetometers than were used to construct our data set).

While we chose the PNI RM3100 magnetometer to limit the effect of temperature and hysteresis, this magnetometer still experiences a sensor random walk. The implication of this random walk is that, over time, the hard iron bias of all of our sensors will change. Since we are looking for differences in magnetic measurements, this effect serves as a potential confounding factor in our experiments that we cannot eliminate. Additional sensor details are described in the Appendix.

B. Ground-Truth Position and Orientation

We used Google Tango to produce a visual feature map and subsequently localize a Lenovo Phab 2 Pro attached to a ground robot. This device provided us knowledge of the position and orientation of each magnetometer in a scene. When a building lacks sufficient visual features, however, a system, such as the Google Tango, can fail to localize. There is existing literature that has identified and investigated solutions to this problem. For example, Deng et al. [54] plan the trajectory of a ground robot in order to keep a sufficient number of features in view of the camera at all times. DeGol et al. [55] adds AprilTags to several buildings to improve structure from motion average reprojection error, the number of registered points, and the number of registered images. Therefore, we added visual features (in the form of AprilTags) to the test area prior to mapping [56] so that there are always a sufficient number of features in view of our robot throughout our tests. We explored each area and provided multiple opportunities for drift in the map to be corrected through the identification of loop closures. Each map of the environment was saved in an area description file. That file was then used to localize our test devices. As a way to assess our ability to use Google Tango as a source of position and orientation measurements, we included a motion capture arena in a portion of one of our case study buildings: the Coordinated Science Laboratory (CSL). We then computed the ATE of the test points collected in the relevant portions of our buildings [57]. A histogram of the ATE for this case is shown in Fig. 1. The root mean square ATE in CSL is 5.9 cm.

C. Experimental Rig

Attached to a TerraSentia robot, we created a rig with 25, three-axis magnetometers spaced 7.62 cm apart vertically. The TerraSentia robot was initially developed and presented by Kayacan et al. [58]. The magnetometers were connected to five Arduino Megas, which were, in turn, connected to the robot’s main computer. Motion capture markers and the Lenovo Phab 2 Pro were also attached to this rig. Fig. 2 shows that the robot and the attached rig on which magnetometers were mounted annotated with distance measurements.

D. Sensor Calibration

The magnetometers were calibrated together for hard and soft iron biases while attached to the robot. This calibration was done outside and away from buildings. Hard iron and soft iron biases were estimated using the procedure described by Merayo et al. [59]. In a constant magnetic field, plotting the measurements from a rotating, calibrated, triaxial magnetometer should produce a sphere whose radius is the magnitude of the constant magnetic field. This calibration found the hard and soft iron biases of our magnetometers by projecting data used for calibration to the unit sphere. To complete the calibration, we scaled our result by the magnitude of the magnetic field at Urbana, IL, USA, as given by the International Geomagnetic Reference Field (IGRF) model: 52.7076 μT. There are many alternative models of the magnetic field that could be used in our experiments. For example, the World Magnetic Model (WMM), the Enhanced Magnetic Model (EMM), and the High Definition Geomagnetic Model (HDGM). The HDGM requires a license to be purchased from the National Oceanic and Atmospheric Administration. The IGRF, WMM, and EMM are publicly available. In Urbana, the difference between these three models was less than 0.09 μT.

There are two types of misalignment that could have affected our experimental data collection. The first type of error (which we call intrasensor misalignment) is the error in measurement that results from a given RM3100 sensor triad not aligned in a mutually orthogonal manner. Note that if we calibrate for hard and soft iron bias, we also calibrate for these intrasensor misalignment errors as well [60]. The second type, intersensor misalignment, is the error in measurement resulting from differences in the axes between two different RM3100 sensor triads. After calibrating our sensors for hard and soft iron biases, we took multiple measurements of each
sensor at different orientations in a spatially constant magnetic field. All sensors were then aligned with the orientation of one of the magnetometers on the rig [60].

E. Data Collection

We collected data in three buildings at the University of Illinois at Urbana–Champaign: the basement floor of the CSL, the third floor of the Electrical and Computer Engineering Building (ECEB), and the third floor of Talbot Laboratory. In CSL, we surveyed one laboratory (10 × 9 m), four corridors (23 × 2 m, 22 × 2 m, 2 × 5 m, and 2 × 5 m), and an atrium (10 × 3 m), for a total of approximately 210 m². In ECEB, we surveyed two hallways (2 × 24 m and 2 × 24 m) and one break room (12 × 3 m), for a total of approximately 150 m². In Talbot, we surveyed five hallways (3 × 22 m, 1 × 15 m, 3 × 41 m, 3 × 18 m, and 2 × 11 m), for a total of approximately 290 m². The exteriors of these three buildings are shown in Fig. 3.

Data were collected by driving the robot to a point, stopping, and then taking many magnetometer, position, and orientation measurements at that point. Stopping the robot at each test point allowed us to further reduce confounding factors in our experimental process by eliminating error due to time synchronization and error due to flexing that may otherwise have derived from forces acting on our rig. We followed this process to collect data at 675 points in CSL, 433 points in ECEB, and 635 points in Talbot. The spatial distribution of points in each building was roughly uniform, being approximately—but not strictly—on a grid pattern. Average density, computed as the ratio of the total number of points in each building to the approximate total area surveyed in that building, was 3.2 points/m² in CSL, 2.2 points/m² in ECEB, and 2.9 points/m² in Talbot. The mean distance between points was 0.32 m in CSL (σ = 0.13 m, min = 0.01 m, and max = 0.79 m), 0.47 m in ECEB (σ = 0.16 m, min = 0.02 m, and max = 1.07 m), and 0.39 m in Talbot (σ = 0.21 m, min = 0.04 m, and max = 1.04 m). The mean number of sample measurements taken by each magnetometer at each point was 158 in CSL (σ = 79, min = 17, and max = 1809), 152 in ECEB (σ = 31, min = 12, and max = 511), and 325 in Talbot (σ = 80, min = 204, and max = 1452). We did not average these sample measurements to produce a single composite “measurement” at each point—instead, we included all sample measurements that were taken at all points in our data set.

Data were saved to a set of publicly available, comma-separated text files (IEEE DataPort, DOI: https://dx.doi.org/10.21227/t881-758110.21227/t881-7581) that were used to create magnetic maps of each building and to answer the questions posed in this article.

IV. WHERE IN A BUILDING DOES THE MAGNETIC FIELD VARY SIGNIFICANTLY WITH HEIGHT?

We find that significant out-of-plane variations in the magnetic field do occur frequently and that frequency increases with the separation height of two magnetometers. The percent of points that have significantly different magnetic fields near the floor of the building is in excess of 80% of the points that we test. In fact, for most combinations of heights tested, the percent of significant test points is above 50%. Section IV-A defines what we mean by “significant” differences. Section IV-B shows that significant differences in the magnetic field occur frequently.

A. Defining “Significance”

In this section, we find that 1 μT is a significant difference in the magnetic field with respect to height. What makes a significant difference in a magnetic field depends on factors,
functions (CDFs) of the positioning error that results from different disturbances are shown in Fig. 4. Therefore, in subsequent sections of this article, we will look for differences in the magnetic field on the order of 1 μT.

Note that these results may change with the environment and choice of mapping and localization algorithm. This 1-μT threshold is only an estimate of significance. Therefore, throughout the rest of this section, we will consider a threshold of 2 and 1 μT.

B. Significant Out-of-Plane Variations in the Magnetic Field Occur Frequently

Given empirical estimates of significant differences in the magnetic field, we can determine where the variation of the magnetic field is significant in two ways. First, we can use the thresholds (1 and 2 μT) to conduct a statistical \( t \)-test on the magnetic field differences with respect to height. Second, we can compute the mean and variances of the magnetic field measurements collected in each building to determine how the magnetic field varies with height. We find that, using both approaches, significant differences in the magnetic field occur frequently with respect to height.

Given that magnetic field differences on the order of a micro-Tesla can be significant in positioning applications, we perform a set of \( t \)-tests to find what percent of points in CSL, ECEB, and Talbot have these significant differences. Here, the null hypothesis is that the difference norm of the magnetic field at two heights is less than some threshold. Again, we use both 1 and 2 μT as thresholds. The details of conducting the \( t \)-tests are described in the Appendix.

Fig. 5 shows the percent of test points wherein the null hypothesis is rejected. Plots in the first row of Fig. 5 show the results as a heat map where the \( x \) and \( y \)-axes correspond to the height of the magnetometers that are to be compared and the color is the percent of test points where the null hypothesis is rejected with a threshold of 1 μT. The same results for the CSL, ECEB, and Talbot Laboratory are shown in the second row of Fig. 5 for a threshold of 2 μT. Here, it can be seen that the further sensors are separated with respect to height, the higher the percent of points that are significantly different.

As already mentioned, the significance thresholds that we set are dependent on a variety of factors: the choice of filter, the positioning requirements, and so on. Thus, we next consider the magnetic field without defining a significance threshold. Instead, we measure the mean and variance of the magnetic field...
the differences in the magnetic field with respect to height. Fig. 6 shows the mean difference (in absolute value) in the magnetic field at two different heights over the test points in CSL, ECEB, and Talbot. From the figure, it can be seen that the further apart two magnetometers are, the larger the magnetic difference is on average. When one magnetometer is close to the floor, the magnetic differences in these three buildings range from just over 8 $\mu$T in the Talbot Laboratory to more than 25 $\mu$T in ECEB on average. For pedestrians, the position where a smartphone is in (be it in a pocket or held in a hand) can result in a significantly different magnetic field on average. This difference could be even larger among a team of different robots or a team of pedestrians and robots working together using the same magnetic map. Fig. 6 also shows the variance in the differences over the test points in CSL, ECEB, and Talbot. From this plot, it can be seen that the variance of the magnetic field differences increases as the height difference increases. When one of the magnetometers...
Fig. 6. Average difference (in absolute value) and variance in the magnetic field for each pair of magnetometers. Note that the difference and the variance increase, the further away the magnetometers are from each other. The color bar is set to a log scale.

is near the floor, those standard deviations can be more than 65% magnitude of the Earth’s magnetic field. When one of the magnetometers is near the floor, those standard deviations can also be substantially different from one building to another: from about 11 μT in Talbot to about 35 μT in ECEB.

Note the outlier in the Talbot is plotted in Figs. 5 and 6 at a height of about 0.8 m. It is not clear why these outlier results are present; however, as previously stated, these data are available to the public for further investigation.

V. DOES IT MATTER IF THE MAGNETIC FIELD IS MEASURED AT ONE HEIGHT FOR MAPPING AND ANOTHER HEIGHT FOR LOCALIZATION?

Common methods of magnetic localization use surveyed magnetic maps. We have established that the magnetic field is different at different heights. Thus, the question is not if localization accuracy will be worse if we use a map from one height and measurements for localization from a different height—it will be worse, in general. Instead, the question is how much and how quickly the localization accuracy will degrade with the difference in height.

Given our observation that the measured magnetic field changes smoothly with height (see Section IV), a reasonable hypothesis would seem to be that the ATE—a common measure of localization accuracy—will also increase smoothly with the difference in height between the magnetometer used to build a surveyed map and the magnetometer used to localize. We show in this section that this hypothesis is false. Surprisingly, for common localization methods, ATE is highly sensitive even to small differences between the map height and the localization height but stops increasing if the difference in height gets large.

We present results to support this conclusion from experiments in simulation, in which we evaluate the accuracy of localizing a ground robot under various conditions with a particle filter that is consistent with prior literature. These experiments are based on the use of magnetic maps that are constructed from the data collected in Section III. In particular, for each building, we produce 25 different magnetic maps, each one constructed by applying GPR to all magnetometer measurements taken at a given height in that building—that is to say, all measurements collected by just one of the 25 magnetometers on our rig. Then, given a choice of building and a simulated trajectory of the ground robot in that building, we generate a set of inertial measurement unit (IMU) measurements (often referred to as a “prior” in the literature on particle filtering) using an automotive-grade IMU model and vary two things: the height of the magnetic map that is used to generate simulated magnetometer measurements at a location (often referred to as a “localization model” in the literature on particle filtering), and the height of the magnetic map that is used to evaluate the likelihood of a given magnetometer measurement at a location (often referred to as a “map model” in the literature on particle filtering, or simply as a “map”). For each of the 625 test cases in each building—one of 25 heights for the map and one of 25 heights for the localization model—we compute the geometric mean of ATE across 20 different trajectories. Table II provides more detail about the IMU model. Table III highlights the differences between how data and models are used in this section and in subsequent sections.
TABLE II
SENSOR MODELS USED TO PARAMETERIZE ANGLE AND VELOCITY RANDOM WALK IN OUR EVALUATIONS

<table>
<thead>
<tr>
<th>Model</th>
<th>Price</th>
<th>Gyroscope Angle Random Walk</th>
<th>Accelerometer Velocity Random Walk</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADIS 16495 Rev. B (Tactical Grade)</td>
<td>$1719</td>
<td>$2.61 \times 10^{-6} \text{rad}/\sqrt{Hz}$</td>
<td>$1.336 \times 10^{-4} \text{m/s}/\sqrt{Hz}$</td>
</tr>
<tr>
<td>ADIS 16334 Rev. D (Automotive Grade)</td>
<td>$336</td>
<td>$5.80 \times 10^{-4} \text{rad}/\sqrt{Hz}$</td>
<td>$1.837 \times 10^{-5} \text{m/s}/\sqrt{Hz}$</td>
</tr>
</tbody>
</table>

TABLE III
SUMMARY OF THE DIFFERENT WAYS WE USE DATA AND MODELS IN MONTE CARLO LOCALIZATION AND GPR IN THE ARTICLE. HERE, $h$ IS A HEIGHT WITH RESPECT TO THE FLOOR OF A BUILDING, $h^*$ IS A DIFFERENT HEIGHT THAT MAY BE THE SAME OR DIFFERENT FROM $h$, AND $\Delta h$ IS A SET OF NEIGHBORING HEIGHTS AROUND $h$, AS ILLUSTRATED IN FIG. 9

<table>
<thead>
<tr>
<th>Section</th>
<th>Data used to Generate Map</th>
<th>Localization Model</th>
<th>Prior Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Section 5</td>
<td>Magnetometer data at height $h$</td>
<td>Magnetometer data at height $h^*$</td>
<td>Automotive IMU</td>
</tr>
<tr>
<td>Section 6</td>
<td>Magnetometer data at height $h$</td>
<td>Magnetometer data at height $h$</td>
<td>Automotive and Tactical IMUs</td>
</tr>
<tr>
<td>Section 7</td>
<td>Magnetometer data at heights $[h - \Delta h, h + \Delta h]$</td>
<td>Magnetometer data at height $h$</td>
<td>Automotive IMU</td>
</tr>
</tbody>
</table>

Fig. 7. Geometric mean ATE over trajectories in CSL, ECEB, and Talbot. In all cases, one axis of the plots corresponds to the height at which data were used to create a magnetic map (Map Sensor Height). The other axis of the plots corresponds to the height at which data were used to localize within that map (Loc. Sensor Height).

The Appendix provides more detail on the methods used for GPR and particle filtering (Appendix A-C), for simulating trajectories (Appendix A-E), and for computation of ATE.

Fig. 7 shows the results for each building. Since ATE cannot be negative, we assume that results at a given height follow a log-normal distribution. Again, for these common localization methods, ATE is highly sensitive even to small differences between the map height and the localization height but stops increasing if the difference in height gets large. For all three buildings, a 7.6-cm height difference between a map model and localization model (the minimum height difference used in our experiment) can have a geometric mean ATE on the order of several meters over 20 trajectories. In Section IV, we saw that, as the height between two magnetometers increases, the difference in the magnetic field at those heights also increases gradually. This trend does not extend to localization accuracy’s relationship with the difference in height.

We now look more closely at several individual trials in an effort to find the cause of these unanticipated results. Fig. 8 shows a snapshot of one such trial. In particular, Fig. 8(b) compares the $x$-axis position of the ground-truth trajectory with the mean and standard deviation of particles. This figure shows that the mean (i.e., the state estimate) quickly deviates from the ground-truth trajectory and that the standard deviation converges and remains small—just a few centimeters—throughout. This behavior is a classic symptom of particle deprivation [65].

Given this evidence that particle deprivation is occurring, we now try to establish the reason why. Fig. 8(a) shows the map model and the localization model for the $x$-axis magnetic field as they vary along the trajectory for this same individual trial. We see immediately that the standard deviations of these two models are often less than 1 $\mu$T. There are three reasons to be alarmed by this observation. First, 1 $\mu$T is much less than the total variation of the magnetic field along the entire trajectory, which is almost 60 $\mu$T. Second, 1 $\mu$T is often less than the difference between the mean of the map model and the mean of the localization model. Third, as we saw in Section IV, differences of greater than 1 $\mu$T between magnetometer measurements at different heights are quite common in practice (see Fig. 5). We conclude that, at least in this individual trial, the map model and the localization model are simply inconsistent—most measurements will be considered statistically unlikely with respect to the map during localization. This inconsistency is exactly what we would expect to result in particle deprivation.

The standard method of solving the problem of particle deprivation, a method often referred to as roughening, is to add noise to resampled particle states [65, pp. 470–471]. We applied this method to the same individual trials considered above and found that it did not improve results. However,
Fig. 8. Results produced by the map model, localization models, and particle filter for the second trajectory in ECEB. In this trial, the highest magnetometer on the rig is used for the map, and the fifth highest magnetometer is used for the localization model. (a) Map and localization model in the x-axis. Dashed lines represent one standard deviation above and below the mean values. The standard deviations are quite low in this case and relatively small differences in the map and the localization fall outside one standard deviation (as can be clearly seen in the inset portion of the plot). (b) Mean of the particles in the x-axis with one standard deviation of the particles above and below the mean. The ground truth is also provided. In this trial, which has a large ATE, the particles quickly collapse around a single point and diverge from the true trajectory.

### TABLE IV

<table>
<thead>
<tr>
<th>Building</th>
<th>Map Sensor</th>
<th>Localization Sensor</th>
<th>Trajectory Number</th>
<th>Absolute Trajectory Error (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>No Roughen</td>
</tr>
<tr>
<td>ECEB</td>
<td>1</td>
<td>5</td>
<td>2</td>
<td>11.29</td>
</tr>
<tr>
<td>ECEB</td>
<td>6</td>
<td>8</td>
<td>12</td>
<td>11.24</td>
</tr>
<tr>
<td>ECEB</td>
<td>9</td>
<td>15</td>
<td>2</td>
<td>11.18</td>
</tr>
<tr>
<td>CSL</td>
<td>16</td>
<td>22</td>
<td>5</td>
<td>14.87</td>
</tr>
<tr>
<td>Talbot</td>
<td>10</td>
<td>7</td>
<td>1</td>
<td>22.04</td>
</tr>
</tbody>
</table>

proceeding from our observation that the likely cause of particle deprivation was the inconsistency between the measurements and the map, we also tried adding noise to the map itself (by increasing its covariance) instead of to the resampled particle states and found that this variant of roughening did produce significantly better results. Table IV provides a summary of these results, comparing “no roughening” (the baseline case) to both “localization roughening” (the name we use here for the standard way to address particle deprivation) and “map roughening” (our heuristic variant).

These results suggest two points. First, the planar assumption can have important negative consequences on current implementations of indoor magnetic positioning suggested in the literature. Second, knowledge of the variations in the magnetic field with respect to height can be used to improve magnetic indoor positioning algorithms.

We emphasize that the heuristic method of “map roughening” that we proposed here is only one possible way of ameliorating the impact of height on an indoor magnetic positioning system and that our preliminary results do not allow us to conclude that this method would be helpful in all cases. There are many opportunities to explore the application of both this and other methods—for example, localization with a particle filter that incorporated a covariance estimation strategy [66]—in future work, using our results as a baseline for comparison.

The results that we presented in this section were unanticipated, in part, because a large sensitivity of ATE with respect to small changes in height has not been observed in prior work. We do not know exactly why this sensitivity has not been observed previously. However, our results suggest that the magnetic field surveys used in prior work may have generated maps with higher covariance than the map that we generated with our own magnetic field survey. For example, some of these prior surveys were conducted by pedestrians with hand-held devices, who were asked to walk through buildings without stopping. Data produced by such a survey are likely to be sparser—with fewer measurements near any given point—and noisier (e.g., due to natural variations in height while walking) than data produced by our survey. The effect may be to create “roughened” magnetic maps, which we have shown can significantly reduce the sensitivity of ATE to changes in height when used for localization. Assuming that our reasoning is correct, the problem here is not with our survey, which more accurately measures the magnetic field than surveys used in most prior work. Rather, the problem is that standard methods of localization produce the unfortunate
result that, as a map gets better, localization accuracy can get much worse. Again, further study is warranted.

VI. DOES IT MATTER AT WHICH HEIGHT THE MAGNETIC FIELD IS MEASURED, IF THIS HEIGHT IS KEPT THE SAME FOR BOTH MAPPING AND LOCALIZATION?

In robot design, the location of a magnetometer can be chosen. If the magnetic field varies with height; then, it may be the case that one height may be better for localization than other heights. Here, we define “better” height as the height that tends to produce the most accurate location estimate using methods common in other studies. It is reasonable to assume that the ATE—our measure of accuracy—computed using measurements from magnetometers near the floor of a building would be lower than the ATE computed using measurements from magnetometers higher on our rig. This hypothesis is due to the fact that we know that many structural members are in the floors of buildings, and the results in Fig. 6 could be produced by stronger magnetic fields in the floor of buildings. We show that, for the three case studies, the location of the magnetometer (with respect to height) does not have a significant impact on ATE. Rather, the choice of the sensor (such as a tactical versus an automotive-grade IMU) or the choice of the building has a much more pronounced effect.

As with the prior section, we present results of having localized a ground robot using a magnetic map produced with GPR and a particle filter that is consistent with prior literature. In this section, the GPR map is generated using data from each height (for a total of 25 different maps). The localization model is generated using the same GPR model as the map. We use two different sensors in our prior: a tactical and automotive-grade IMU, as described in Table II. For each building, each height, and each trajectory, ATE is computed. Therefore, there are 3000 tests. We evaluate the accuracy of the localization system by computing ATE over 20 randomly generated trajectories. Again, we describe these methods in detail in the Appendix. Table III highlights the differences between how data and models are used in this section as opposed to prior sections.

We compute the geometric mean of the ATE across all 20 test trajectories. We use a geometric mean because ATE cannot be negative; therefore, we assume that the distribution of results at a given height follows a log-normal distribution. We compute the Spearman correlation coefficient of ATE as a function of height and their associated p-values for all six test cases. These results are listed in Table V. Note that these results show weak correlations for five of the six test cases. The p-values for these five test cases are also above 0.05. Only for the tactical IMU in Talbot, there is a moderate correlation of $-0.48$ and a p-value (0.0162) below a threshold of 0.05. Applying linear regression to the tactical IMU in the Talbot case, the slope of this trend is $-0.18$ cm of ATE per centimeter of height. These trends, or lack thereof, refute our original hypothesis.

While these results do not confirm our initial belief, other results are as expected. From all three plots, it can be observed that, with respect to the geometric mean, a tactical IMU produces a lower ATE in all three buildings than an automotive-grade IMU. In addition, the geometric mean ATE in ECEB is smaller than in the other two buildings. We would expect there to be noticeable differences between buildings since these differences have been apparent in prior literature. Also, unsurprisingly, the magnetic map adds significant value to the navigation system—using the IMUs alone (in other words, without resampling), the geometric mean ATE in all three buildings is substantially higher than with the magnetometers.

We do not know what was special about the single test case—using a tactical IMU in Talbot—for which there was a statistically significant correlation between height and ATE. These results certainly do confirm that the choice of height at which the magnetic field is measured can matter significantly in some environments and for some sensors. Future work might help to resolve the open question about exactly which environments and which sensors by considering a larger number of buildings—particularly buildings of different types (e.g., warehouses, homes, or high-rises)—and a wider variety of IMU grades.

Note that variations in the magnetic field due to ferromagnetic objects in the floor likely only have a local effect on the ability to localize, so the choice of the trajectory may be very important to leveraging greater magnetic variations that exist near the floor of a building. Thus, for example, if one were to generate a random path between two points (as we do here), there may not be any relationship between ATE and height on average. However, if we were to plan a path between two points such that the robot crosses near or over the greatest number of magnetic anomalies, there may be a noticeable difference between ATE at different heights. If this hypothesis were true, it would be possible that a few randomly generated trajectories would have statistically significant trends with respect to height, which is apparent in our results. For example, what we label the 13th trajectory in CSL has a very strong correlation (the Spearman coefficient of 0.82) when a tactical IMU is used. This correlation is statistically significant, with a p-value of $2.3 \times 10^{-6}$. Applying a linear regression in this case, the slope, in this case, is $0.20$ cm of ATE per centimeter of height.

There may also be a noticeable relationship between height and other metrics besides ATE. For example, the circular error 95% (CE95) may be related to a height even though the geometric mean ATE is not. Other important localization metrics are identified in the International Organization for
Standardization (ISO)/ International Electrotechnical Commis-

sion (IEC) 18305, and path-dependent metrics are presented
by Mendoza-Silva et al. [67]. Finally, we consider the primary
error source to be accelerometer velocity random walk and
gyroscope angle random walk in this section. There are other
possible errors that may have been chosen and may also have
a relationship with height. Accelerometer or gyroscope bias or
rate random walk may also be considered for example. Sensor
bias is often removed with calibration prior to use or is esti-
mated online. Rate random walk is not universally considered
in magnetometer-based localization. Sensor noise, on the other
hand, is universally considered in all magnetometer-based
localization methods, which is why we vary these parameters.

VII. DOES IT MATTER IF MEASUREMENTS OF THE
MAGNETIC FIELD AT DIFFERENT HEIGHTS ARE
AGGREGATED TO PRODUCE A SINGLE, PLANAR MAP?

In this section, we consider the case where data collected at
multiple, neighboring heights are used to generate a magnetic
map. This case is relevant for crowd-sourcing maps from
multiple pedestrians [23]. By crowd-sourcing maps, we mean
using magnetometer and IMU data collected from multiple
smartphones used by multiple individuals to generate a map
of the magnetic field of a building in the cloud. This question
is also relevant if different robots are used to generate a
magnetic map or if teams of pedestrians and robots are used
to generate and localize on magnetic maps. In particular,
for a magnetometer at a given height, \( h \), from the floor,
we use magnetometer data from sensors within the range
\([h - \Delta h, h + \Delta h]\) to generate a map. We call \( \Delta h > 0 \)
the neighboring height. Fig. 9 illustrates the scenario we consider
here.

If we take the planar assumption to be false, as shown
in Section IV, then it would be reasonable to suspect that,
as sensors at different heights are aggregated together, local-
ization error would increase. However, the results presented in
Sections V and VI provide reasons to propose a different set of
hypotheses. In Section V, we argued that adding covariance to
surveyed map models may produce better localization results.
Therefore, we hypothesize here that, as data from neighboring
heights are used to generate a map, our measure of localization
accuracy, ATE, decreases. We hypothesize this result because
data from neighboring heights will likely increase the covari-
ance of the map. Furthermore, we hypothesize that, as the
number of neighboring magnetometers used to generate a map
increase, ATE eventually increases again. More specifically,
we propose that ATE as a function of \( \Delta h \) (and at a given height
\( h \)) follows a convex quadratic function. Moreover, we also
considered the height, \( h \), at which mapping a magnetic field
and localizing a robot on that surveyed map produces the
lowest ATE in Section VI. We found height does not have
a significant impact on ATE. Because ATE is not significantly
impacted by height, we hypothesize further that ATE as a
function of \( \Delta h \) is a convex quadratic function with respect
to all heights in a building (independent of the choice of
\( h \)). In other words, if we find that ATE as a function of
\( \Delta h \) for the sixth magnetometer from the floor follows a
quadratic function, that function also reasonably approximates
the relationship between ATE and \( \Delta h \) at say the twentieth
magnetometer from the floor. We show in this section that
these hypotheses are true for these three buildings. First,
we will show that ATE as a function of \( \Delta h \) follows a convex
quadratic function for a given height \( h \). Then, we will show
that ATE as a function of \( \Delta h \) follows a convex quadratic
function independent of a given height \( h \).

In summary, we observed in Section V that map roughening
(i.e., adding covariance to surveyed magnetic maps) improved
ATE relative to a baseline particle filter. We hypothesize that
aggregating sensor measurements at nearby heights effectively
“roughens” the surveyed magnetic map, thereby improving
ATE. However, we believe that this is only true up to a point.
If magnetometers from large height differences are aggregated,
this would increase the covariance of the magnetic map too
much and begin to degrade the ATE.

As with prior sections, we present results of having localized
a ground robot using a magnetic map produced with GPR
and a particle filter that is consistent with prior literature. In this section, the GPR map is generated using data from each height, \( h \), plus magnetometers located up to a height \( \Delta h \) immediately above and below a given magnetometer. The localization model is generated using data at height \( h \). We use an automotive IMU as our prior. For each building, each height \( h \), each set of neighboring heights \( \Delta h \) that exist, and each trajectory, ATE is computed. Therefore, there are 8640 tests. We evaluate the accuracy of the localization system by computing ATE over 20 randomly generated trajectories. Again, we describe these methods in detail in the Appendix. Table III highlights that the differences between how data and models are used in this section as opposed to prior sections.

We compute the geometric mean of the ATE across all 20 test trajectories and plot them in Fig. 10. To test our hypotheses, we perform regression on the heights with the largest number of neighboring magnetometers (which happens to be 0.97 m from the floor). We assess the validity of our first hypothesis by regressing a second-order polynomial to our data, and we compute the coefficient of determination for the results in all three buildings and analysis of variance. These results are also presented in Fig. 10. In all three buildings, a second-order polynomial accounts for a substantial majority of the variability seen in the data (as measured by the coefficients of determination). Moreover, the computed \( p \)-values in the analysis of variance justify accepting the proposed second-order polynomial model predicted by our hypothesis.

To evaluate if ATE as a function of \( \Delta h \) follows a convex quadratic function independent of a given height \( h \), we expand the data we use for regression to ATE collected at every height \( h \). In other words, we regress on all points marked “x” and “o” in Fig. 10 and evaluate if there is still a statistically significant quadratic trend. The result of an analysis of variance of the regression is shown in Tables VI–VIII. Unsurprisingly, the coefficient of determination decreases for all three cases. However, the \( p \)-values for both terms in the quadratic function also decrease substantially. These results support the claim that, across all heights \( h \), ATE follows a convex quadratic function when magnetometer data are aggregated over neighboring height \( \Delta h \).

The results presented in this section demonstrate that localization accuracy improves if we aggregate data collected at different heights into a single, 2-D map: up to a point. If the range of heights aggregated is too large, the localization error may increase. The optimal height appears to vary from building to building based on our regressed functions. Aggregation is just one example of how the planar assumption can be used in localization. It requires the deliberate collection of magnetometers at a range of heights. Thus, while the planar assumption may be strictly speaking false, this does not mean...
that a planar map should not be used. Rather, the implications of making a planar assumption are nuanced. One additional nuance that relates to these results is that the conclusions reached here are likely dependent on the choice of filter. This dependence is why we choose a filter that is consistent with prior literature. However, alternative filters may produce very different results.

VIII. Conclusion

We provide detailed, quantitative characterizations regarding the implications of using a planar assumption in magnetic field-based localization in this article. We find that significant variations in the magnetic field occur with respect to height changes in all three buildings. When we generate a magnetic map at one height and localize at a second height, ATE is sensitive even to small differences in heights. We also find that the choice of height at which to take measurements—if this height was kept the same for both localization and mapping—had no significant impact on ATE when averaged across a given set of trajectories although some trajectories existed for which different measurement heights led to significantly different errors. Finally, we find that ATE decreased when magnetometer measurements were aggregated across a small range of heights to produce a single, planar map and when measurements at the median height were used for localization.

One of the implications of this work is how it may inform the testing and evaluation of magnetic localization systems. There exists an international standard for the test and evaluation of indoor positioning systems [33]. In this standard, it is said that “it is important to: 1) identify the circumstances under which a location sensor does not work well or outright fails and 2) ensure the localization and tracking system test and evaluation scenarios include vignettes where those failures are likely to happen.” We have shown that when evaluating the performance of a magnetic localization system, especially one using the planar assumption, it is important to consider how the height of the magnetometer changes during operation. Data sets used to evaluate magnetic localization systems should include changes in height that are anticipated during the operation of a device.

In terms of the methods using magnetic localization, the descriptions in this work suggest some further hypotheses that can be evaluated in future work.

$H1$: Magnetic SLAM methods that use gesture recognition to identify whether a phone is held in one’s hand, to one’s ear, or in one’s pocket and switch between three different magnetic maps can improve the ATE relative to methods that create one, planar magnetic map.

$H2$: Using a 3-D magnetic map to localize a user can improve the ATE relative to methods using one, planar magnetic map.

$H3$: Differences in the magnetic field with respect to height may be clustered. If differences in a magnetic field with respect to height appear to be clustered, a Monte Carlo localization strategy with outlier rejection on magnetometer measurements may decrease ATE. Some examples of these outlier rejecting localization strategies are described in prior work [68]–[70].

In this work, we do not investigate what materials, configurations of materials, and other properties of a building cause the observations we make. Understanding the root causes behind our observations could allow us to predict the kind of magnetic field variations that we can expect in buildings. Such predictions would allow us to improve test and evaluation methods, use accurate and scientifically grounded assumptions in localization methods, and predict the limitations of this technology. One way to make such causal links would be to investigate using a building information model to predict the magnetic field in a building. This approach would allow us to associate magnetic field variations directly with certain building elements, such as beams, HVAC components, and rebar. Another means by which the study of magnetic field variations could be extended would be to conduct the study in this article in different types of buildings. The ISO/IEC 18305:2016(E) standard recommends testing in five different types of buildings: a single-family house, a three-story brick and concrete office building, a warehouse or factory, a high-rise steel structure, and a subterranean structure. It is possible that the results that we present here may differ in buildings in these different categories. Alternatively, it may be the case that these categories are not meaningful in the
context that we consider in this article. Future work could identify categories of buildings that allow designers to predict the degree to which the magnetic field may vary with height.

We acknowledge that all questions posted in this article were answered with respect to a single choice of magnetometer—the PNI RM3100—as described in Section III-A. This magnetometer, while an appropriate choice for many ground robots and for some hand-held devices, was chosen because of its high accuracy—in particular, because of its lower noise and higher sensitivity—relative to magnetometers used in prior work. It is natural to ask how (if at all) our results would have changed had we used a magnetometer with lower accuracy. Since it would be straightforward to simulate the use of a lower-accuracy magnetometer by artificially adding noise to our publicly available data set, a systematic study of how results vary with accuracy seems like one more good opportunity for future work.

APPENDIX A
SUPPLEMENTAL INFORMATION

A. Summary of Confounding Factors

Confounding factors are identified and discussed throughout the text. In Table IX, those factors are collected and summarized. The magnitudes in the table quantify the confounding factors themselves and not the impact it has on the experiment. For example, the magnetometer hysteresis is quantified as a percent of the applied magnetic field rather than in terms of the resulting hard iron bias change that may occur during a test.

B. Additional RM3100 Sensor Details

Performance specifications for our sensors as reported by PNI Corporation are listed in Table X. We also recorded measurements from all 25 magnetometers for 1 h without moving the sensors or any possible magnetic source near the sensors. We plotted the Allan deviation of these sensors in Fig. 11. The Allan deviation (much like power spectral density) is a common description of sensor noise properties. From these plots, it is clear that so-called rms noise and rate random walk are slightly different from one sensor to the next. The presence of rate random walk noise in our sensor is a notable confounding factor.

C. Details on Localization and Mapping

To produce the localization results in this article, we apply a Monte Carlo localization method with 4000 particles and low variance resampling, as described by Thrun et al. [72], and auxiliary weights, as described by Simon [65]. The 

\[ t \text{-test} \]

\[ \text{a priori} \]

sampling was performed using a modeled accelerometer, gyroscope, and 2-D, nonslipping car. This approach is consistent with Monte Carlo approaches used in prior literature on magnetic-field-based localization, as described in Table XI. Mapping is performed via GPR using the package GPy [73]. Since there is a large amount of magnetometer data, the stochastic variational inference is used in GPy to learn a map with a radial basis function, automatic relevance determination, and a constant bias [74]. Note that, as described in Section III-E, this approach was applied to all sample measurements collected at all points in each building (rather than to measurements averaged pointwise, for example). This approach was performed for all three axes of the building’s frame of reference independently.

D. Details on Statistical \( t \)-Test

We use a nonstandard \( t \)-test in that we test the hypothesis that the difference between two population means lay within a range of values (whereas \( t \)-tests typically test the hypothesis that the differences between the means of two populations are equal). Because our approach is nonstandard, we cover the details of our \( t \)-test in significant detail and highlight where our approach differs from a standard approach. We begin with assumptions for two-sample inference.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Field Measurement Range</td>
<td>±800</td>
<td>( \mu T )</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>0.013</td>
<td>( \mu T )</td>
</tr>
<tr>
<td>Noise</td>
<td>0.015</td>
<td>( \mu T )</td>
</tr>
<tr>
<td>Repeatability (over 1000( \mu T ))</td>
<td>0.008</td>
<td>( \mu T )</td>
</tr>
<tr>
<td>Hysteresis (over 1000( \mu T ))</td>
<td>0.015</td>
<td>( \mu T )</td>
</tr>
<tr>
<td>Operating Temperature</td>
<td>-40 to 85</td>
<td>°C</td>
</tr>
</tbody>
</table>

Fig. 11. Allan deviation plots for our 25 magnetometers show that our sensors have different rms noises and rate random walks.
1) $X_{11}, \ldots, X_{1n_1}$ is a random sample from population 1.
2) $X_{21}, \ldots, X_{2n_2}$ is a random sample from population 2.
3) The two populations represented by $X_1$ and $X_2$ are independent.
4) Both populations are normally distributed.

We say that $\bar{X}_1$ and $\bar{X}_2$ are the sample means of population 1 and population 2, respectively. The sample variances of population 1 and population 2 are $S_1^2$ and $S_2^2$ respectively. The expected value of the difference in sample means and the variance of the differences are

$$ E(\bar{X}_1 - \bar{X}_2) = \mu_1 - \mu_2 $$

$$ \text{Var}(\bar{X}_1 - \bar{X}_2) = \frac{\sigma_1^2}{n_1} + \frac{\sigma_2^2}{n_2}. $$

Converting the distribution of the differences in sample means to a standard normal distribution

$$ Z = \frac{\bar{X}_1 - \bar{X}_2 - (\mu_1 - \mu_2)}{\sqrt{\frac{\sigma_1^2}{n_1} + \frac{\sigma_2^2}{n_2}}} \sim N(0, 1). $$

Everything above is typical in $t$-tests (see [76]). We wish to test the null hypothesis

$$ H_0: \mu_1 - \mu_2 = \Delta \in [\mu_{1,f} - \mu_{2,f} - \delta, \mu_{1,f} - \mu_{2,f} + \delta] $$

where $\mu_{1,f}$ and $\mu_{2,f}$ are the sample means of the magnetometer measurements in the constant magnetic field after calibration, which is not standard. Plugging in for the expected value of the difference in sample means ($\mu_1 - \mu_2$), we get

$$ Z = \frac{\bar{X}_1 - \bar{X}_2 - \Delta}{\sqrt{\frac{S_1^2}{n_1} + \frac{S_2^2}{n_2}}}. $$

Using the sample variances, we arrive at a $t$-statistic

$$ t_0 = \frac{\bar{X}_1 - \bar{X}_2 - \Delta}{\sqrt{\frac{S_1^2}{n_1} + \frac{S_2^2}{n_2}}}. $$

This $t$-statistic is the same as that derived in Montgomery and Runger [76]. However, unlike Montgomery and Runger, because $\Delta$ is a range of values, $t_0$ is also a range of values [76].

We propose to use a conservative hypothesis test. We reject the null hypothesis only if there exists no choice of $\Delta$ such that a standard two-sided $t$-test would accept the null hypothesis. In other words, we reject the null hypothesis if

$$ t_0 = \frac{\bar{X}_1 - \bar{X}_2 - \mu_{1,f} + \mu_{2,f}}{\sqrt{\frac{S_1^2}{n_1} + \frac{S_2^2}{n_2}}} \text{ or } \frac{\bar{X}_1 - \bar{X}_2 - \mu_{1,f} - \mu_{2,f}}{\sqrt{\frac{S_1^2}{n_1} + \frac{S_2^2}{n_2}}} $$

where

$$ \nu = \left(\frac{\frac{S_1^2}{n_1} + \frac{S_2^2}{n_2}}{\nu_{n_1-1} + \nu_{n_2-1}}\right)^{\frac{1}{2}}. $$

This test is conservative in the sense that we could assume that $\Delta$ could be a random variable with some probability distribution (say a uniform distribution). A $t$-test derived from such an assumption would reject the null hypothesis for smaller values (in an absolute sense) of $t_0$. The intuition of our $t$-test is shown in Fig. 12. Note that an alternative interpretation of our hypothesis test is to assume that the null hypothesis is

$$ H_0: \mu_1 - \mu_2 = \mu_{1,f} - \mu_{2,f} $$

and to choose a significance level $\alpha$ according to the previously described criterion.

**E. Generation of Test Trajectories**

We test our ability to localize by generating 20 different sample trajectories each for CSL, ECEB, and Talbot. Each
of our trajectories is generated by tracking a path between two hall doors, entrances, or other natural starting points. We assume that the dynamics of a ground robot can be described by the Dubin's car model

\[
\begin{align*}
\dot{x} &= v \cos \theta \\
\dot{y} &= v \sin \theta \\
\dot{\theta} &= \frac{u_1 \tan u_2}{L}.
\end{align*}
\]

We assume that the range of steering in this vehicle is

\[-\frac{\pi}{2} + 0.01 \leq u_2 \leq \frac{\pi}{2} - 0.01\]

and that the maximum turning speed is 0.6 rad/s. The desired forward velocity is 0.3 m/s and is controlled using the basic law

\[u_1 = k(v_{\text{des}} - v)\]

where \(k = 10\). We use rapidly exploring random trees (RRT) to construct a viable path from each endpoint.

F. Absolute Trajectory Error

We use the ATE as the standard measurement of localization error throughout this article. This is a commonly used metric for localization error, as described in detail by Sturm et al. [57]. Given an estimated trajectory \(P_{1\ldots n}\) for \(n\) time steps, \(P \in SE(2)\), ground-truth trajectory \(Q_{1\ldots n}\), and \(Q \in SE(2)\), we first apply Horn's method to find the transformation \(S \in SE(2)\) that minimizes the least-squares error between \(P_{1\ldots n}\) and \(Q_{1\ldots n}\). The ATE at time step \(i\) is

\[\text{ATE}_i = Q_i^{-1} |S| P_i.\]

The ATE over an entire trajectory is the root mean square error of the translational components of the ATE over all time steps in the trajectory

\[\text{ATE} = \left( \frac{1}{n} \sum_{i=1}^{n} \|\text{trans}(\text{ATE}_i)\|^2 \right)^{1/2}.\]
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