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Abstract
Imagine Genghis Khan, Aretha Franklin, and the Cleveland Cavaliers performing an opera on Maui. This silly sentence makes a serious point: As humans, we can flexibly generate and comprehend an unbounded number of complex ideas. Little is known, however, about how our brains accomplish this. Here we assemble clues from disparate areas of cognitive neuroscience, integrating recent research on language, memory, episodic simulation, and computational models of high-level cognition. Our review is framed by Fodor’s classic language of thought hypothesis, according to which our minds employ an amodal, language-like system for combining and recombining simple concepts to form more complex thoughts. Here, we highlight emerging work on combinatorial processes in the brain and consider this work’s relation to the language of thought. We review evidence for distinct, but complementary, contributions of map-like representations in subregions of the default mode network and sentence-like representations of conceptual relations in regions of the temporal and prefrontal cortex.
BACKGROUND AND OVERVIEW: COMPOSITIONALITY AND THE LANGUAGE OF THOUGHT

In *A Treatise of Human Nature*, eighteenth-century Scottish philosopher David Hume imagines the city of New Jerusalem, “whose pavement is gold and walls are rubies” [Hume 2003 (1738), p. 8; see also Fodor 2003]. Like Hume, we can imagine cities with gold pavement and rubied walls because our minds can combine simpler ideas (pavement, gold, streets, made of) to think about unfamiliar objects, places, and events. This ability to systematically construct new thoughts out of old ideas is a hallmark of human cognition. More than 250 years after Hume’s writing, the biological and computational bases of that ability remain elusive: How does the brain reuse bits of prior knowledge to generate new thoughts?

Natural languages and other symbolic systems (such as mathematical and computer programming languages) are powerful because they are compositional, making “infinite use of finite means” through the flexible recombination of simpler parts (Von Humboldt, cited in Chomsky 2006, p. 15). The principle of compositionality holds that the meaning of a complex expression is a function of the meaning of its parts and the way in which they are combined (Frege 1980). In a natural language, these complex expressions (e.g., phrases or sentences) are built by taking simpler symbolic representations from a reusable set (e.g., words or morphemes) and applying abstract syntactic operations to differentially assemble them. Some cognitive scientists have proposed that the same basic principles underlie the generativity of nonlinguistic thought in humans (Fodor 1975, Fodor & Pylyshyn 1988; see also Jackendoff 1992) and perhaps in nonhuman species (Fodor & Pylyshyn 1988; but see Penn et al. 2008). According to this view, the mind composes complex thoughts by reassembling conceptual representations expressed in an internal symbolic language, that is, a language of thought (LoT) (Fodor 1975, Fodor & Pylyshyn 1988). (See Newell 1980 for a classic explication of symbolic architectures; see Piantadosi 2011, Goodman et al. 2014, and Piantadosi & Jacobs 2016 for recent reapplications of the LoT hypothesis to psychology.)

A cognitive architecture that flexibly recombines representational parts (e.g., concepts) using abstract procedures has a number of appealing theoretical properties (Fodor & Pylyshyn 1988). First, it explains the productivity of thought, or why the human mind can generate and understand an astronomically large number of ideas, such as the idea of *Abraham Lincoln being serenaded*...
by nineteen purple penguins on the deck of an aircraft carrier while sailing down the Nile. It also explains the systematicity of thought, or why, for example, anyone who can think about a doctor needing an accountant can also think about an accountant needing a doctor. According to LoT, these involve the same component concepts (needs, doctor, accountant) and combinatorial procedures for mapping components to roles [needs (x, y)], but with the mapping from concepts to roles reversed (cf. Johnson 2004 for skepticism regarding the notion of systematicity). This account contrasts with a phrasebook model of language and thought. A tourist relying on a phrasebook might know how to say Where is the train station? and Please take me to the hospital but not know how to say Please take me to the train station. The LoT hypothesis thus explains why we, as thinkers, are not like hapless tourists bound by a limited phrasebook of ideas.

For these reasons, LoT has played an important role in the philosophy of mind and in some branches of cognitive science. However, there has been a considerable divide between the central ideas of LoT and empirical and theoretical work in cognitive and computational neuroscience. While this divide partly reflects an indifference to biological implementation among the chief proponents of LoT (Fodor 1975, Fodor & Pylyshyn 1988), it also has more substantive sources. First, it owes to the conceptual gap between the operation of the “dry” silicon circuits that serve as the canonical physical vehicle for implementing symbolic architectures and the “wet” circuits of the human brain, characterized by probabilistic neural spiking and experience-dependent synaptic modification. How could the brain possibly implement or approximate symbolic architectures? This conceptual gap has narrowed over the last three decades, as theorists have proposed sophisticated mechanisms for approximating the flexible construction of complex, structured representations in biologically inspired systems (Smolensky 1990, Plate 1995, Hummel et al. 2004, Rougier et al. 2005, Van der Velde & de Kamps 2006, Doumas et al. 2008, Hayworth 2012, Eliasmith 2013, Kriete et al. 2013). Second, the gap owes partly to the relative dearth of empirical work on the neural representation of complex, structured content—the chief explanatory virtue of the LoT. There is a substantial literature on neural representations of objects and actions (e.g., Martin & Chao 2001, Thompson-Schill 2003, Martin 2007, Patterson et al. 2007, Mitchell et al. 2008, Bedny et al. 2008, Mahon & Caramazza 2009, Binder et al. 2009, Ralph et al. 2017, Wurm & Caramazza 2019), but less is known about the combinatorial processing of these representations. Here we review and synthesize an emerging body of work on the brain’s high-level combinatorial processes. By “combinatorial” we mean processes that can take as inputs a vast range of preexisting independent representations and produce more complex representations. For example, one might combine ruby and walls to imagine rubied walls, or combine doctor, accountant, and needs to encode either that the doctor needs an accountant or the accountant needs a doctor. Combinatorial processes, in addition to generating representations with phrase- and sentence-level meaning (e.g., describing events or states of affairs), can also generate concepts themselves, (e.g., an aunt is a sister of a parent), which may then serve as units within more complex compositions.

Here, we use the LoT as a guiding framework and consider how such a representational system may map onto the macro-level representational strategies in the human brain (Figure 1). We review recent neuroimaging work on conceptual combination (e.g., Hume’s combining gold and pavement to imagine gold pavement) and find that, across studies, combinatorial processes engage a common set of brain regions, typically housed throughout the brain’s default mode network (DMN). We relate this work on conceptual combination to more familiar processes attributed to the DMN, such as episodic memory, semantic memory, prospection, social cognition, and event comprehension. We then focus on particular encoding schemes for complex representations, including recent work on the grid-like encodings in the DMN, which may reflect an abstract relational structure that is shared across domains. We then consider how these grid-like representations differ from more arbitrary and explicit structured representations, such as encoding who...
did what to whom in an event and differentiating, for example, the meaning of *the gold pavement is brighter than the rubied walls* from that of *the rubied walls are brighter than the gold pavement*. Finally, we review recent advances in the computational modeling of high-level cognition that we believe will be important for a mechanistic understanding of how the brain builds complex, structured thoughts.

Drawing on these findings, we sketch a set of hypotheses concerning the brain’s high-level strategies for composing complex concepts and relate them to the LoT hypothesis. We suggest that the DMN retrieves and integrates stored structural knowledge to construct thoughts in a context-dependent reference frame. We suggest that the DMN’s operations are distinct from those devoted to particular perceptual modalities and shared across semantic domains and input modalities (perception, language comprehension, and internally driven memory retrieval). However, the representational format may be more like a map (Tolman 1948, Camp 2007, Behrens et al. 2018) than the sentence-like representations favored by the classic LoT hypothesis (Fodor 1975). (See also Anderson 1978, Pearson & Kosslyn 2015 for theoretical work on various
A language of thought (LoT) framework for the neural representation of complex ideas. (a) Following Fodor (1975), we propose that the brain composes complex ideas by employing reusable amodal representations, but we suggest that these come in complementary formats. As in the classic LoT hypothesis, we propose that some representations roughly follow the structure of external, natural language (first row), with symbol-like structures representing the values of abstract semantic variables (second row). Such representations can serve as instructions for generating richer conceptual representations using the knowledge implicitly encoded in cognitive maps (third row). (b) Recent empirical studies of conceptual combination (red) reveal effects throughout the default mode network (DMN) (Graves et al. 2010; Baron & Osherson 2011; Bemis & Pyllkänen 2011, 2013a; Pallier et al. 2011; Barron et al. 2013; Coutanche & Thompson-Schill 2014; Price et al. 2015) (coordinates from Bemis & Pyllkänen 2011, 2013a estimated from visualized MEG data). Doeller et al. (2010) and Constantinescu et al. (2016) provide evidence for the use of grid-like codes in the navigation of physical and conceptual spaces (respectively), with effects observed throughout the DMN (light blue). Results for conceptual combination and grid-like representation align roughly with the DMN regions implicated in episodic memory/simulation (Benoit & Schacter 2015) (dark blue). Frankland & Greene (2015, 2019) provide evidence for the use of reusable symbol-like representations in encoding the relational structure of events (i.e., Who did what to whom?) in the superior temporal gyrus and rostral prefrontal cortex (yellow). Solid lines reflect evidence for specific representational formats, while dotted lines reflect more speculative interpretations. Neural markers are 6-mm spheres centered on focal coordinates, warped to the cortical surface. Figure art credits: bull dog (http://clipart-library.com/bulldog-silhouette-cliparts.html), doberman (http://getdrawings.com/doberman-pinscher-silhouette#doberman-pinscher-silhouette-12.jpg), lapdog (https://www.kissclipart.com/chow-chow-silhouette-clipart-chow-chow-finnish-lap-3hhn44/), golden retriever (http://www.supercoloring.com/silhouettes/golden-retriever), dog-cat-pumpkins (http://dogcoloringpages.org/dog-chases-cat-coloring-page.html), cat-mouse (http://clipart-library.com/clipart/752221.htm), boy-dog (http://www.clipartguide.com/_pages/0511-1008-0522-4315.html).

representational formats in the context of mental imagery.) A map encodes structured, relational information between locations by assuming some isomorphism (paradigmatically spatial) between the representing and represented domain (Camp 2007; J.D. Cohen, unpublished manuscript). Intriguingly, grid-like representations in the DMN encode structural information present across semantic domains (Constantinescu et al. 2016; Aronov et al. 2017; Garvert et al. 2017; J.D. Cohen, unpublished manuscript). This abstract map-like representation in the DMN likely differs, however, from the representations in the fronto-parietal control network, which define operations over abstract variables corresponding to explicit semantic relations. The prefrontal cortex (PFC) has long been known to flexibly represent task-relevant content and to coordinate the execution of sequential programs based on current goals (Fuster 1997, Miller & Cohen 2001, Rougier et al. 2005, Sigala et al. 2008, Kriete et al. 2013). Here, we highlight two particular regions of the frontal and temporal lobes that may serve as representational way stations between highly flexible PFC regions and context-dependent coordinate spaces (map-like representations) in the DMN. These intermediate stops may be more akin to the sentence-like representations envisaged in the original LoT hypothesis, encoding explicit categorical relations at different levels of abstraction (Frankland & Greene 2015, 2019). We take the former system, grounded in the dorsolateral prefrontal cortex (DLPFC), to furnish the instructions for possible thoughts, and the latter, grounded in the DMN, to serve as the canvas on which those thoughts are drawn.

CONCEPTUAL COMBINATION

Although conceptual combination has been a topic of long-standing interest in cognitive psychology (Smith & Osherson 1984, Medin & Shoben 1988, Murphy 1988, Smith et al. 1988, Gagné & Shoben 1997, Winsniewski 1997, Estes & Glucksberg 2000, Winsniewski & Middleton 2002), it has only recently received attention in cognitive neuroscience. We first review recent neuroimaging work that has identified regions supporting conceptual combination (e.g., Hume’s combination of *rubied* and *wall* to imagine *rubied wall*, and *gold* and *pavement* to imagine *golden pavement*). In the sections that follow, we consider how such regions might encode the relevant information.
The brain regions most reliably implicated in conceptual combination appear to lie within
the DMN\(^1\) (Baron et al. 2010; Graves et al. 2010; Baron & Osherson 2011; Bemis & Pylkkänen
2015, 2016; Westerlund et al. 2015). Specifically, regions of the medial prefrontal cortex (mPFC)
(Graves et al. 2010, Bemis & Pylkkänen 2011, Forgács et al. 2012, Bemis & Pylkkänen 2013b,
Pylkkänen et al. 2014), posterior cingulate cortex (PCC) (Graves et al. 2010, Baron & Osherson
2011), angular gyrus (Graves et al. 2010; Bemis & Pylkkänen 2013b; Boylan et al. 2015; Price et al.
2015, 2016), and, prominently, the lateral mid-anterior temporal cortex (Baron et al. 2010, Baron &
2015) have been implicated in conceptual combination across measurement techniques, semantic
domains, and input modalities. There appears to be no single brain region responsible for con-
ceptual combination, but the brain regions that constitute the DMN appear to have a distinctive
role (Figure 1b, orange).

In an early functional magnetic resonance imaging (fMRI) study of conceptual combination
(Graves et al. 2010), participants read pairs of nouns (noun-noun combinations) that formed
semantically plausible combinations when presented in one order (e.g., lake house) but less plau-
sible combinations when reversed (e.g., house lake). Graves and colleagues contrasted the mean
BOLD signal evoked by these two conditions (plausible versus implausible) and found that plau-
sible noun-noun orderings (lake house) produce greater activation than implausible combinations
(lake house) in three DMN regions: the PCC, the dorsomedial prefrontal cortex (dmPFC), and a
right-lateralized part of the angular gyrus. Forgács et al. (2012) find the same broad set of DMN
regions (PCC, mPFC, and bilateral angular gyrus) in a study of German noun-noun combinations.

Noun-noun combinations are distinctive in that their representation is not determined by syn-
tax alone, and therefore they require inferences about how the words’ referents are most likely
related (e.g., Is a lake house more likely to be a typical house located by a lake or a highly atypical
house made out of a lake?) (Murphy 1988, Gagné & Shoben 1997, Wisniewski 1997). However,
cases of conceptual combination that are more closely guided by syntax have also been found to
elicit effects in the same DMN regions: mPFC (Bemis & Pylkkänen 2011, 2013b; Pylkkänen et al.
2014), angular gyrus (Bemis & Pylkkänen 2013a; Price et al. 2015, 2016), and PCC (Baron &
Osherson 2011). For example, Price et al. (2015, 2016) provide converging evidence for bilateral
angular gyrus involvement in adjective-noun conceptual combination, whereby meaningful pairs
(e.g., plaid jacket) induced greater BOLD signal in the left angular gyrus than the presentation
of less meaningful pairs (moss pony). Consistent with this, in patients with degenerative disease,
gray matter density in both right and left angular gyri predicts behavioral impairment on concep-
tual combination but not single-word conceptual tasks (Price et al. 2015). Moreover, transcranial
direct current stimulation (tDCS) of the left (but not right) angular gyrus facilitates faster mean-
ingful/nonmeaningful judgments in the same task (Price et al. 2016). Pallier et al. (2011) and
Boylan et al. (2015) also identify combinatorial effects in regions near the angular gyrus and the
temporoparietal junction (TPJ) more broadly.

---

\(^1\)The cortical regions that have to date been implicated in conceptual combination may ultimately be dis-
covered to be anatomically and functionally distinct from those that exhibit higher levels of activity during
rest, the feature that initially defined the DMN (Shulman et al. 1997, Raichle et al. 2001) (see, for example,
Humphreys & Ralph 2014, Humphreys et al. 2015). Nonetheless, here we find it useful to refer to this set
of regions throughout as DMN or DMN-like regions, given their broad anatomical correspondence to this
well-studied network. Moreover, for present purposes, we will tend to treat the DMN as a single network, but
recent work has characterized different subnetworks of the DMN (Andrews-Hanna et al. 2010, Christoff et al.
Studies using magnetoencephalography (MEG) provide convergent evidence that both the mPFC (Bemis & Pylkkänen 2011, 2013b; Pylkkänen et al. 2014) and the angular gyrus (Bemis & Pylkkänen 2013a) contribute to adjective-noun combination. For example, Bemis & Pylkkänen (2011) examined responses to adjective-noun combinations (red boat), comparing responses to noun-noun lists (cup, boat) and non-pronounceable string-noun lists (xqz boat). Of these, only the former (red boat) involves constructing a representation in which one word-meaning modifies the representation of the other. Thus, brain regions supporting composition should exhibit greater activity to red boat than to cup, boat, and xqz boat. Across studies, the authors have reported this signature in the mPFC (Bemis & Pylkkänen 2011, 2013b; Pylkkänen et al. 2014), angular gyrus (Bemis & Pylkkänen 2013a), and, most reliably, in the left mid-anterior temporal lobe (Bemis & Pylkkänen 2011, Westerlund & Pylkkänen 2014, Ziegler & Pylkkänen 2016). This set of temporal regions may correspond to the DMN-sub3 described by Christoff et al. (2016).

MEG studies examining the fine-grained time course of adjective-noun composition indicate that the left temporal region and the DMN regions (angular gyrus and mPFC) play complementary roles in adjective-noun composition. During reading comprehension tasks, Bemis & Pylkkänen (2011, 2013a) have found that the temporal lobe exhibits combinatorial effects early in the comprehension process (<250 ms following stimulus presentation). By contrast, the combinatorial effects in both mPFC (Bemis & Pylkkänen 2011) and angular gyrus (Bemis & Pylkkänen 2013a) are more delayed (~400 ms and ~350 ms, respectively, for reading, and 100–150 ms slower for auditory comprehension). The order of effects depends on whether the task is language production or comprehension. Roughly speaking, production begins with an understanding of what is to be communicated and ends with (the motor production of) a specific natural language expression. By contrast, comprehension begins with (the sensory encoding of) a specific natural language expression and ends with an understanding of what was communicated. For production, Pylkkänen et al. (2014) report that combinatorial effects in mPFC either precede (experiment 1) or co-occur with (experiment 2) combinatorial effects in the anterior temporal lobe.

What, then, are these different regions contributing to conceptual combination? Pylkkänen and colleagues have found that the left mid-anterior temporal lobe supports a restricted set of compositional operations. We highlight two key aspects. First, lateral anterior activity is driven by the magnitude of the content update (Westerlund & Pylkkänen 2014, Zhang & Pylkkänen 2015, Ziegler & Pylkkänen 2016). For example, although canoe (a subordinate category) elicits a stronger response in the left anterior temporal lobe (lATL) than boat (a basic-level category), the combination blue boat elicits a stronger response in the lATL (and TPJ) regions than blue canoe (Westerlund & Pylkkänen 2014). This effect is broadly consistent with Smith et al.’s (1988) classic model of conceptual combination. Their model starts with an abstract prototype representation of a concept (e.g., boat), modifies a particular dimension of that concept (e.g., the color), and raises the diagnosticity (importance) of the relevant dimension (e.g., the importance of color in differentiating a blue boat from a red boat). Imagining a blue canoe requires only modifying the color of a particular, pre-specified type of boat (a canoe), while imagining a blue boat requires first selecting a particular type of boat from the vast space of possibilities (e.g., canoe, yacht, pirate ship), and then modifying the color, thus requiring a greater traversal of conceptual space.

Second, the lATL effect depends on binding the properties to a particular individual, rather than describing an ensemble of objects (Del Prato & Pylkkänen 2014, Poortman & Pylkkänen 2016). For example, compare the trees were green and big to the trees were small and big (Poortman & Pylkkänen 2016). In the former case, one might imagine that each tree shares both features, requiring feature binding within an individual object representation. In the latter, one likely imagines an ensemble of trees, some of which are small and some of which are large. Poortman and Pylkkänen found that lATL responds more to within-object feature binding (intersective conjunctions, e.g.,
the trees were green and big) than to across-object conjunction (collective conjunctions, e.g., the trees were small and big). Unlike the lATL, the right anterior temporal lobe (rATL) selectively responded to collective but not intersective conjunctions.

This anatomical division of labor is consistent with the within-object combinatorial feature effects reported by Coutanche & Thompson-Schill (2014). Here, participants were instructed to look for objects drawn from four food categories (lime, orange, celery, and carrot), crossing shape and color features. As expected, the authors found that posterior temporal regions coded for the independent dimensions of shape (thin versus round) and color (orange versus green). However, critically, they identified a medial region of the mid-anterior superior temporal sulcus (STS) as representing the conjunction of these features (e.g., a pattern unique to green and round). This conjunctive representation is consistent with the binding of separate object features within a token object representation. Taken together with the results from Pylkkänen and colleagues (Bemis & Pylkkänen 2011, 2013a; Pylkkänen et al. 2014; Westerlund et al. 2015; see also Baron & Osherson 2011), these findings suggest a broader role for the mid-anterior temporal cortex in integrating and modifying representations in the LoT, used both to construct word-level representations and to reuse word-level representations to construct compound- and phrase-level meaning.

Pallier et al. (2011) provide further evidence for the accumulation of information within a token representation in the lATL as well as in the mid-STS and TPJ. Here, participants read 12-word sequences. Critically, the syntactic units within these sequences varied in size from 1 to 12 words. For example, the sequence looking ahead important task who dies his dog few boles they write contained only two-word syntactic units (looking ahead, important task, etc.). At the other extreme, participants read, I believe that you should accept the proposal of your new associate. In this case, each of the 12 words contributed to the same semantic representation. The authors searched for brain regions in which activity monotonically tracked constituent size, and they identified the left temporal pole, mid-STS, and the left TPJ. However, unlike classic language areas in the lateral inferior frontal cortex and posterior superior temporal gyrus (STG), this effect was only observed when the constituents had conceptual content. No such monotonic effect was observed in the temporal pole, anterior STS, and TPJ for jabberwocky-infused word sequences such as I tosieve that you should begept the tropufal of your tewviroate (see also Hagoort & Indefrey 2014).

The representations described above are complex because, despite their differences, all result from the integration of multiple conceptual pieces. Compositionality, however, requires something more: The same representations must be reused across different instances within an architecture that supports their flexible recombination. Do these reported signatures reflect such reuse? It is possible that these examples (e.g., lake house) are encoded without any internal semantic structure, as in a one-word name or a random bar code, and are simply retrieved from memory, phrasebook-wise, as a single unit. Compositionality, however, requires that the same component representations in lake house should be used for different, but related, combinations as in lake station and mountain house.

Barron et al. (2013) use fMRI adaptation to address this issue. They ask whether the representation of a novel, complex food is built using the simpler representations of the component foods (e.g., using tea and jelly to construct tea jelly, i.e., tea-flavored jelly). fMRI adaptation exploits the tendency for neural populations to diminish in firing rate when reactivated in response to a second stimulus, thus providing an index of reuse. The authors found that mPFC showed an attenuated BOLD response to combinations such as tea jelly if participants had just imagined either of the components independently (i.e., tea or jelly alone), consistent with a representational reuse of components in the composition.

Multi-voxel pattern analysis has revealed related evidence of conceptual reuse in the mid-anterior STS and PCC (Baron & Osherson 2011). Baron and colleagues (Baron et al. 2010,
Baron & Osherson (2011) report that the pattern of BOLD signals in the mid-anterior STS and PCC evoked by complex concepts (e.g., *old woman*) can be modeled as a multiplication of the representation of the constituent concepts, consistent with Smolensky’s (1990) tensor product model of binding. For example, to predict the pattern of activity for *old woman*, the authors separately estimated the independent contributions of *old* and *woman* across uses and then multiplied those patterns to generate the predicted activity to the conjunct *old woman*. Baron & Osherson (2011) find a region of the mid-anterior STS and a region of the PCC that are predicted by multiplicative combination. They find that mPFC patterns evoked by conceptual combinations can also be modeled as a systematic function of the patterns evoked by the components, but using an additive (*old + woman*) rather than a multiplicative (*old × woman*) model. Such an additive signal in the mPFC could reflect the retrieval of multiple memories, which are maintained in an independent form (e.g., by separate neural populations situated within the same voxel range, or by two successive retrieval steps, one for *old* and one for *woman*), with the interactions between these co-activated concepts computed elsewhere in the brain.

In theoretical work, Hummel and colleagues have emphasized the importance of maintaining orthogonal components to preserve the independence of roles (in this context, adjective and noun) and fillers (*old* and *woman*), and they have pursued computational models that might predict such an additive signal (Hummel & Holyoak 1997, Hummel et al. 2004, Doumas & Hummel 2012). In these particular models, the dynamic binding of roles and fillers is thought to be implemented by temporal synchrony (or asynchrony) between the component representations: A role and a filler are encoded separately but bound (or unbound) through the modulation of dynamically varying temporal phase relations (Shastri & Ajjanagadde 1993, Hummel & Holyoak 1997, Doumas et al. 2008, Doumas & Hummel 2012). (See Rabagliati et al. 2017 for the discovery of behavioral signatures in a conceptual combination task that were predicted by binding-by-asynchrony models; but see Shadlen & Movshon 1999 and O’Reilly & Busby 2002 for skepticism regarding the biological plausibility of binding through synchrony.) Moreover, synchrony is not the only mechanism for binding variables and values in a way that enables independence. The independent components of a tensor product (multiplications) can be recovered as long as the two vectors are orthogonal (Smolensky 1990, Plate 1995), and pointer-based architectures achieve role-filler independence as well (Eliasmith 2013, Kriete et al. 2013). We revisit recent computational work on variable binding in the final section on computational modeling.

Regardless of the physical mechanism of binding, we note that independent (i.e., role-filler independence) (Hummel et al. 2004) and integrated representations are both necessary for human-level understanding and generalization. The principle of compositionality assumes that there is some invariance in the contribution of *doctor* across the sentences (a) *the doctor needed an accountant* and (b) *the accountant needed a doctor*. However, a full understanding of a particular combination must flexibly estimate the interactions between the component parts: *Gray hair* is more like *white hair* than *black hair*, while *gray clouds* are more like *black clouds* than *white clouds* (Medin & Shoben 1988; see also Musslick et al. 2017 for computational work on the trade-offs between separate and shared representation in other domains). We revisit below the issue of context sensitivity (see the section titled Amodal Content) as well as the issue of representational reuse (see the section titled Who Did What to Whom).

In sum, these findings provide evidence that parts of the mPFC, angular gyrus, left mid-anterior superior temporal cortex, and PCC contribute to the construction of complex conceptual representations out of simpler parts. Further, some of these regions (mid-STS, PCC, and mPFC) show signs of reusing representations across conceptual combinations in a way that is prima facie consistent with compositionality. This adds conceptual combination to a list of cognitive processes attributed to the DMN (Raichle et al. 2001, Buckner & Carroll 2007, Hassabis & Maguire 2007, Xu et al. 2016).
Hassabis et al. 2007, Buckner et al. 2008, Schacter et al. 2008, Christoff et al. 2016). How, then, do the above findings fit in with our emerging understanding of the DMN and its representational capacities? And in what sense might the DMN implement a language of thought?

REPRESENTATION IN THE DEFAULT MODE NETWORK

The DMN was originally defined as a set of regions preferentially engaged during rest (Shulman et al. 1997, Mazoyer et al. 2001, Raichle et al. 2001). Later work implicated the DMN in introspective processes, such as self-referential thought (Johnson et al. 2002, D’Argembeau et al. 2005) and mind wandering (Christoff et al. 2009, 2016). A series of influential reviews—Buckner & Carroll (2007), Buckner et al. (2008), Schacter et al. (2008)—broadened the conception of the DMN by implicating it in functions such as episodic memory (Buckner et al. 2005, Vincent et al. 2006), prospection (Addis et al. 2007, Schacter et al. 2007, Andrews-Hanna et al. 2010, Spreng et al. 2010, Schacter et al. 2012), navigation (Maguire et al. 1998, Spreng et al. 2010), and theory of mind (Saxe et al. 2004, Amosio & Frith 2006). Integrating these findings, Buckner et al. (2008, p. 2) argue that the DMN’s core function is the flexible construction of “self-relevant mental explorations—simulations” of possible events (see also Hassabis & Maguire (2007) on the idea of scene construction in the DMN) (Figure 1b, dark blue). Simulating an event, the authors observe, requires disengaging attention from the current environment and retrieving information from long-term memory. Consistent with this profile, the DMN exhibits preferential anatomical and functional connectivity with the brain’s declarative memory systems (paradigmatically, the hippocampus and medial temporal lobe) rather than with sensory/motor cortices (Buckner et al. 2008).

Conceptually, we assume that such simulations require the retrieval and use of structured conceptual knowledge: One must incorporate probabilistic knowledge about what is likely to happen, given the features of the simulated content, and embed those in a particular spatiotemporal context (see also Irish et al. 2012, Irish & Piguet 2013 for empirical work supporting the relationship between semantic memory and episodic simulation, and Binder et al. 2009 on shared underlying brain regions). Although the LoT hypothesis comes in stronger and weaker forms, the central idea is that computations supporting high-level cognition operate over tokens expressed in an amodal internal language. These tokens are constructed by applying combinatorial procedures to reusable representations drawn from memory such that the syntax (structure) of the representation is distinct from its semantics (content). For example, the thoughts the accountant needs a doctor and the doctor needs an accountant both involve the abstract structure [needs (x, y)] that can be accessed separately of any particular instance of the needs relation, such as the dog needs a bath. Although conceptual knowledge about the relationships between entities and events (i.e., semantic memory) is likely stored in the synaptic connections throughout the cerebral cortex, we assume that the tokens in a LoT over which computations operate are time-varying neural activation states. Thus, within a LoT framework, the episodic simulations in the DMN would involve the construction and updating of token representations (activation states) over which further computations may occur.

2 In the strongest construal of the LoT hypothesis (Fodor 1975, Fodor & Pylyshyn 1988), the higher-order computations that operate on these representations are only sensitive to the structure (syntax) of the representations and not to their content (semantics). Though this syntax sensitivity is a central part of the classical, symbolic view of the mind, it can limit the types of cognitive operations that the mind can execute (logical inferences like P & Q → P being paradigmatic cases). We discuss the ways in which current approaches avoid this syntactic constraint to model many aspects of cognition (Eliasmith 2013; Kriete et al. 2013; Graves et al. 2014, 2016; Lake et al. 2015).
Our suggested mapping of aspects of the LoT onto the DMN thus raises a number of important questions. In the next two sections, first, we consider evidence for an amodal representational format in the DMN not specific to a particular input modality or content domain, and, second, we consider representational formats that may separate structure and content.

**Amodal Content**

In an influential meta-analysis of fMRI and positron emission topography (PET) data, Binder et al. (2009) found that DMN regions track semantic processing in language across a host of tasks. Here, we highlight recent work that has added to our understanding of the representational function of the DMN. Specifically, we highlight work that has found (a) that patterns of activity in DMN regions carry information about current, behaviorally relevant conceptual content (Fairhall & Caramazza 2013, Baldassano et al. 2017, Chen et al. 2017, Zadbood et al. 2017), and (b) that DMN involvement in conceptual processing is likely not restricted to language, as it also supports representations drawn from other input modalities, such as naturalistic videos (Baldassano et al. 2017, Chen et al. 2017, Zadbood et al. 2017) and images (Fairhall & Caramazza 2013), consistent with the existence of amodal representations.

Consider, first, the naturalistic movie-viewing paradigm of Hasson and colleagues (Baldassano et al. 2017, Chen et al. 2017, Zadbood et al. 2017), whereby participants watch continuous videos of an unfamiliar TV show while undergoing fMRI. Chen et al. (2017) found that particular scenes in the show evoked reliable, discriminable patterns of activity in the DMN and that these patterns were shared across participants. Moreover, the same scene-specific patterns observed during event encoding were later re-instantiated during the unconstrained free recall of the events in the video. Zadbood et al. (2017) replicated Chen et al.’s (2017) encoding/recall finding, but additionally, they scanned a separate group of participants while listening to verbal descriptions of the events, which were generated by the observers of the original video. They found that hearing verbal descriptions of these events evoked similar patterns of neural activity in the PCC, mPFC, and angular gyrus compared to observing these events (see also Baldassano et al. 2017). These studies thus provide evidence that the DMN may not be restricted to the consideration of nonpresent events (Buckner & Carroll 2007, Schacter et al. 2008) or fictions (Hassabis & Maguire 2007), but that it may also support the encoding of current events (given that the events shown on video may be fictional, but their display is a real event). Moreover, these cross-modal results are consistent with an important aspect of the LoT: Conceptual content is shared across modalities (watching movies versus listening to descriptions of those movies).

It remains unclear, however, what aspects of the observed events are enabling this classification. The movie is comprised of complex events that vary in the particular individuals, objects, scene statistics, and emotional content that are present. Any of these might promote successful scene identification. However, data provided by Fairhall & Caramazza (2013) suggest that the representational capacity of the DMN extends beyond scenes to particular object categories (e.g., mammals, birds, tools, fruits, or clothes) (see also Devereux et al. 2013, Crittenden et al. 2015, Smith et al. 2018). They found that patterns in DMN regions (PCC, angular gyrus, and dMPFC) as well as non-DMN regions [DLPFC, posterior middle temporal gyrus (MTG), and inferior temporal cortex] support classification of the categories of visually presented words and images, as well as cross-modal generalization of category information across words and images. That is, classifiers trained to identify which word is present (e.g., apple) can also classify pictures (e.g., a picture of an apple), suggesting a shared underlying conceptual representation across modalities.

Thus, it appears that DMN regions contribute to the representation of conceptual content and do so across different input modalities, such as words (Binder et al. 2009, Fairhall & Caramazza...

Thus, the DMN appears to support the utilization of rich, structured knowledge across modalities. However, the DMN likely does not store conceptual knowledge about particular domains. Instead, knowledge of specific semantic content appears to be represented in domain-specific (or, at least, highly specialized) cortical areas. There are, for example, anatomical dissociations based on sensory-motor features (Thompson-Schill 2003, Patterson et al. 2007), more abstract features such as object size (Konkle & Caramazza 2013), and even more abstract conceptual domains, such as animate versus inanimate entities (Mahon et al. 2009, Connolly et al. 2012). (See also Mitchell et al. 2008, Huth et al. 2016 on distributed semantic representations, and Leshinskaya & Caramazza 2015 for the representation of abstract function knowledge in the anterior parietal cortex). The overall organization of these semantic domains remains a topic of debate (Martin 2007, Mahon & Caramazza 2009). These domain-specific representations are then believed to depend on amodal conceptual hubs in the anterior temporal lobe for their integration (Patterson et al. 2007, Ralph et al. 2017). Notably, recent evidence has also implicated the posterior MTG in the amodal representation of conceptual information across objects (Devereux et al. 2013, Fairhall & Caramazza 2013) and actions (Wurm & Caramazza 2019). The particular representational content of these amodal conceptual representations appears to differ from the apparently amodal representations in the DMN, however.

Margulies et al. (2016) suggest that the DMN sits atop a representational hierarchy, representing the current landscape at the greatest level of abstraction. Consistent with this, Hasson and colleagues (Hasson et al. 2008, Lerner et al. 2011, Honey et al. 2012, Regev et al. 2013) found that DMN regions accumulated information more slowly over time than sensory regions and could thus integrate information about the recent temporal context. Moreover, Crittenden et al. (2015) and Smith et al. (2018) provided evidence that DMN response magnitude is modulated by task switches, suggesting that the DMN supports context representations (Smith et al. 2018): When the representational context changes, DMN neurons must update the dimensions of variation they are currently encoding, causing an observable increase in BOLD signal. The regions of the DMN, unlike those specialized for particular semantic domains, are thus perhaps best understood as a kind of amodal conceptual canvas dependent on the recent context rather than as a repository of semantic knowledge.

But what could context-dependent representations in the DMN have to do with conceptual combination? To a first approximation, one might think that combining concepts (e.g., Hume’s *rubied walls*) is just computing the intersection of two or more sets (e.g., the set of things made of *rubies* and the set of things that are *walls*). However, it has long been known that a word’s semantic contribution is not rigidly fixed across different uses, but instead it interacts with those of the other words in the combination. Combinatorial processes are therefore also inferences, requiring estimates of which possible states would best explain the use of an expression (see, for example, Medin & Shoben 1988, Murphy 1988, Hampton 1997, Wisniowski 1997, Estes & Glucksberg 2000, Wisniowski & Middleton 2002). This, of course, requires careful attention to context—both background context and the context that the focal semantic items create for each other. A *small car* is bigger than a *big grapefruit*, and, as noted earlier, *gray hair* is more like *white hair* than *black hair*, while *gray clouds* are more like *black clouds* than *white clouds* (Medin & Shoben 1988). As these examples suggest, understanding even simple sentences requires rich knowledge about the interaction between types of objects and events, and such understanding would be difficult to
implement in a serial symbolic processor such as a classical Turing machine (Fodor 2001, Pinker 2005), which relies on syntactic form for inference. Such understanding seems to require rapid “all things considered” probabilistic inference rather than the application of simple syntactic rules. It is therefore interesting to consider whether a shared set of global processes for inference to the best explanation may account for the common engagement of DMN regions in social cognitive tasks, such as theory of mind (Saxe et al. 2004, Amodio & Frith 2006, Tamir et al. 2015), as these require highly abstract prior knowledge to rapidly infer which mental states are most likely to have caused an observed action. The relationship between the DMN’s representational contributions to theory of mind, episodic simulation, and conceptual combination is thus an important topic for future empirical work. This task is all the more pressing given the recent finding that the DMN may in fact be composed of distinct, spatially interdigitated networks that are typically blurred in group analyses (Braga & Buckner 2017).

**Grid Cells and Conceptual Maps**

How, then, might abstract, structured knowledge about the current context be represented? Recent research has highlighted grid cells as a kind of neural encoding mechanism that appears to exist throughout DMN regions and to support an amodal representation of the current context. Specifically, grid cells are believed to provide a low-dimensional, abstract representation of the metric structure shared across spatial environments (Hafting et al. 2005, Dordek et al. 2016, Stachenfeld et al. 2017), enabling spatial navigation. They have been most extensively studied in the rodent medial entorhinal cortex (MEC) but appear to be common across mammals, including humans (Jacobs et al. 2013, Doeller et al. 2010, Bellmund et al. 2016, Constantinescu et al. 2016, Horner et al. 2016). In humans, their functional signatures have been observed in a broader set of DMN regions, such as mPFC (Doeller et al. 2010, Constantinescu et al. 2016), PCC (Doeller et al. 2010, Constantinescu et al. 2016), and TPJ (Doeller et al. 2010, Constantinescu et al. 2016).

Rather than coding for a particular location, a grid cell fires at periodically spaced locations throughout an environment (Hafting et al. 2005), with responses arranged in equilateral triangular lattices, forming hexagonal structures. This periodic response differs from other neural coding schemes, such as classical population codes in which neurons are selectively tuned to particular values of a variable, as in orientation detectors in V1, and place cells in the hippocampus. Within the rodent MEC, grid cells are organized in discrete modules devoted to particular spatial frequencies (and aligned dorsal to ventral in the MEC), with different cells within a module representing different phases for each frequency. While place cells remap across environments, grid cells are relatively consistent, with their primary distortion being a reorientation in novel settings (Barry et al. 2007, Carpenter et al. 2015). Moreover, they are relatively insensitive to perceptual input (Hafting et al. 2005) and thus provide an abstract representation of the structure of environments that may differ in surface perceptual features.

A number of recent computational studies have found that grid-like representations can be derived by simply observing the similarity structure of one’s experience in a spatial environment.

---

3These findings are not incompatible with the existence of a central representational medium (a language) over which mental computations are performed, but they cast doubt on the most rigid versions of the LoT hypothesis, according to which high-level computations are solely restricted to rule-like operations over syntactic structure, as in classic Turing machines. Generative probabilistic models (see below) have proven to be useful high-level descriptors of how a particular representation is constructed, and they provide a valuable model of concepts more generally (though this is separate from the question of encoding that we discuss throughout). Readers are referred to Piantadosi (2011) and Goodman et al. (2014) for related ideas regarding a probabilistic LoT.
over time (given that nearby points are likely to be visited in close temporal succession), and by either factoring that stream of experience into a lower-dimensional representation (Dordek et al. 2016, Stachenfeld et al. 2017) or predicting which location one is likely to visit in the near future given one’s current state (Cueva & Wei 2018, Whittington et al. 2018). Thus, they provide support for abstract map-like representations of a particular context or domain. Maps, unlike sentences, exhibit a spatial isomorphism between the content represented and the representation itself: Objects (and the locations they occupy) that are nearby in space are nearby on a 2D map, subject to some scale of variation (Camp 2007). However, map-like representations in the brain need not themselves be spatially laid out across the cortical sheet as in a topographic map of the domain, such as orientation detectors in V1. Instead, we consider these representations map-like if there exists an isomorphism between the similarity relations in the representational space (e.g., the hippocampal place cells and the factorization of their similarity relationships into grid codes) and the similarity relations of the represented content. Grid cells appear to exploit the similarity relations in hippocampal place cells to extract the underlying dimensions of variation in the space (e.g., the x and y axes of a 2D environment).

We highlight grid cells here because of recent work showing that grid-like representations are not limited to spatial navigation (Doeller et al. 2010), or even imagined navigation (Horner et al. 2016), but appear to be employed across representational domains, such as sound frequency (Aronov et al. 2017) and, more importantly for present purposes, abstract conceptual dimensions (Constantinescu et al. 2016). Although there has been direct evidence of grid cells in the human entorhinal cortex using intracranial recording (Jacobs et al. 2013), some of the most relevant work here comes from indirect evidence that is derived from an ingenious fMRI method developed by Doeller et al. (2010) and later adopted by Constantinescu et al. (2016) to study traversals through abstract conceptual space (Gärdenfors 2004). In this paradigm, Doeller et al. (2010) exploited the fact that grid cells consistently aligned to the external environment at a particular angle within individuals. Because of the hexagonal response structure of the grid cells, traversing the space in multiples of 60° from the grid angle produces greater grid-cell activity than moving at off-60° multiples. Remarkably, because this particular alignment is shared by all grid cells, these trajectories produce macro-level differences in aggregate BOLD signal that are detectable in humans. Doeller et al. (2010) observed this difference in the entorhinal cortex, mPFC, and PCC (DMN regions) during spatial navigation.

Constantinescu et al. (2016) adopted Doeller and colleagues’ fMRI paradigm, but rather than navigating a 2D box, the subjects performed tasks that required navigating a 2D conceptual space. One axis of the space was the length of a bird’s neck, and the other axis was the length of the bird’s legs. Though images of the birds were not visually presented, the authors nonetheless observed the hexadirectional grid signature in the mPFC, PCC, and angular gyrus when participants were mentally transforming one neck-leg length combination into another. Thus, continuous traversal of abstract conceptual space appears to exploit grid-like representations, as in spatial navigation (see Figure 1b, light blue).

This suggests an intriguing explanation for the involvement of DMN regions in tasks requiring conceptual combination. Forming a complex concept such as red boat requires modifying a preexisting representation: in this case, modifying a representation of a particular category of object (boat) along a particular dimension (color). The grid-like representations in the DMN suggest that these complex concepts may be encoded through the application of vector displacement procedures. In spatial navigation, these representations sum displacement signals over time to update the current state (position in space). However, rather than continuous summing of incremental movement in navigation, conceptual combination requires larger, immediate displacements in position. It is therefore unlikely that combining gray, brown, and dog to think of a gray and brown dog
would produce a hexadirectional signal detectable with fMRI. Nevertheless, the DMN's involvement in conceptual combination may reflect the activation of representations in abstract conceptual spaces, defined with grid-like structure. When there is common structure across experiences (as in space), these representations may be reused to facilitate rapid computation and inference, and they may be updated based on the current context. More generally, the reuse of grid-like representations may enable computational operations originally evolved for spatial navigation to be applied to more abstract things (Gärdenfors 2004). Notably, spatial notions such as distance and betweenness apply naturally to concepts of all kinds (Bellmund et al. 2018), as when we say that a fax machine is in between a photocopier and a phone or that a chair is closer to a loveseat than a lamp.

These observations suggest a role for grid-like representations—and abstract conceptual maps more generally—within a system capable of compositional thought. As noted above, representing concepts within a spatial framework may support useful computations, such as computations of distance. In classic work, Shepard (1987) characterized the relationship between psychological distance and generalization across a number of representational dimensions (size, lightness, spectral hue, Morse code signals, etc.) and species (e.g., humans and pigeons). Shepard noted that in all domains, generalization decays as an exponential function of psychological distance to a familiar stimulus, suggesting the utility and ubiquity of the metric representation across domains. Perhaps map-like representations of space may support the development of new conceptual combinations through forms of interpolation and limited extrapolation. Representing photocopiers and telephones within a common conceptual space practically invites the invention of the fax machine, and it makes one wonder what forms of transportation might lie beyond airplanes and rockets.

In relevant computational modeling work, Webb and colleagues (T. Webb, S.M. Frankland, A.A. Petrov, R.C. O’Reilly & J.D. Cohen, unpublished manuscript) recently studied the interpolation and extrapolation capacity of neural networks on a relational reasoning task that required the determination of the direction and distance between two points (i.e., How far is x from y?). The authors showed that first transforming input representations into a canonical representational space preserves the relational structure in the input. Critically, this transformation enables not only successful interpolation to novel points within a familiar range but also extrapolation to novel regions of the space, held out of the network’s training. This exceeds the generalization capacities of neural networks trained on other familiar types of input representation (e.g., place codes, rate codes), and it much more closely approximates the extrapolation ability of humans that is often lacking in artificial neural networks. Webb and colleagues define this procedure, which normalizes received inputs based on the structure of recently experienced stimuli, as “context normalization.” This raises the possibility that the DMN may perform such context normalization and that context normalization may enable extrapolation from past experiences to structurally similar, but novel, cases.

What, then, are grid representations capable of encoding? In relevant theoretical work, Fiete et al. (2008) showed that grid cells exhibit a surprisingly large combinatorial capacity. Their encoding capacity grows exponentially with the number of cells, scaled by the number of distinct periods. They argued that grid-cell encodings are examples of “modulo” codes, like those used in residue number systems (RNSs) applied in cryptography. In an RNS, each integer is expressed as the remainder of a division by a finite set of integers (called moduli). In the grid-cell case, this value is the remainder of phase divided by period for that module (i.e., distance between locations of maximum response). The computation of this remainder is the modulo operation. A given position may be represented by a population of cells that compute such remainders across phases and periods, providing a dense code of current position. RNS-based grid-like codes support simple algorithms for arithmetic (a + b, a − b, a × b), which enables continuous position updating during movement.

However, despite its advantages, an RNS (and hence a grid code) has revealing limitations. Critically, an RNS representation discourages the use of simple algorithms for computing directional
relations \((a > b)\) (Garner 1959, Fiete et al. 2008). In order to compute these categorical relations in an RNS, it is conventional to translate from an RNS to a different representational system, such as a fixed-base system (Garner 1959) in which relative magnitude can be read off using a combination of positional information (syntax) and base value (content), as in decimal notation. For example, the statements that \(5 > 2\), \(25 < 52\), and \(222 > 52\) are easily computable by general algorithms that integrate information about numeric position and content. Such explicit directional relations are difficult to compute in an RNS (here, a grid code) without simply memorizing a full table of inequalities. However, humans can generalize directional relations well beyond the scope of their experience. Explicit categorical relations may thus be difficult to compute in a system that consists only of grid cells.

Moreover, limits of spatial models appear in related domains of human behavior. For example, in classic work, Tversky (1977) notes that human similarity judgments fail to follow a number of properties that are axiomatic of metric spaces (and hence spatial representations, such as those implemented in grid cells). One such axiom is the symmetry of distances \([d(A, B) = d(B, A)]\). To the extent that human similarity judgments depend on a spatial representation, these judgments should be symmetric as well, that is, \(A\) is as similar to \((\text{far from})\) \(B\) as \(B\) is to \(A\). However, they often are not. Consider Tversky’s classic example: Humans tend to judge North Korea to be more similar to China than they judge China to be to North Korea. Thus, although the computation of distance in a metric space is order invariant, human similarity judgments are often order dependent. Tversky (1977) notes that linguistic statements of similarity are themselves directional: \(A\) is like \(B\) does not equal \(B\) is like \(A\). The syntactic object (or referent) tends to be a salient, static point, whereas the subject \((A)\) is defined with respect to that point. Compare, for example, \(\text{the president is like a child to a child is like the president}\). Thus, human similarity judgments do not appear to be simple, context-independent distance computations but depend on the relative position of the objects to compare.

These explorations suggest a role for grid-like representations and cognitive maps within a LoT, but they also suggest that more is needed, both on empirical grounds (Tversky 1977) and theoretical grounds (Garner 1959, Fiete et al. 2008). Between the concept of a photocopier and the concept of a phone, there was a new concept, a new idea, just waiting to be born. But was there a location in one of our cognitive maps just waiting for the idea of \(\text{Abraham Lincoln being serenaded by nineteen purple penguins on the deck of an aircraft carrier while sailing down the Nile}\)? Perhaps. Alternatively, it may be that cognitive maps of the kind supported by the DMN and grid-like networks can only get someone—to put it in spatial terms—so far. Consistent with this, Gu et al. (2015) argue that the DMN facilitates the instantiation of neural patterns that are relatively easy to reach, while other networks, such as the frontoparietal network, push the brain into difficult-to-reach states. Some conceptual combinations, it seems, are more difficult to reach than others. It is unlikely, for example, that you would have wandered into our Abraham Lincoln example on your own. The DMN may be essential for retrieving and utilizing prior knowledge about structural dependencies between states to form a context, but it may need help reaching far-flung points in conceptual space. What gives us the ability to comprehend and generate arbitrary conceptual combinations involving explicit relations? To paint an unexpectedly new composition, the DMN may need special instructions.

**WHO DID WHAT TO WHOM: A CASE STUDY OF EXPLICIT STRUCTURED RELATIONS**

While map-like representations implicitly encode certain kinds of conceptual relations, such as context-specific similarity, they may be less useful for encoding explicit structure, especially involving asymmetric relations. Here, we address this question as we review recent empirical work
on the representation of who did what to whom in response to descriptions of events. How, for example, does the brain construct distinct meanings involving the same elements, such as the dog bit the man and the man bit the dog (Pinker 1997)? In one sentence, the dog is the doer (the agent) and the man is the thing that has something done to it (the patient). In the other, the mapping of concepts to roles is reversed. Simply activating representations of the relevant concepts (man, dog, bite) is not enough to capture the meaning, nor is inferring what is most likely to be true in general (e.g., Do dogs bite men more often or the other way around?). Instead, these concepts must be bound to different roles, representing a particular relational position (e.g., Who did the biting in this case?).

Above we highlighted the systematic nature of human thought (Evans 1982, Fodor & Pylyshyn 1988): Anyone who can understand the dog bit the man can also understand the man bit the dog. Once again, the LoT explanation for this pattern is that these meanings are not encoded holistically in phrasebook fashion but instead use the same representations and combinatorial procedures. Fodor & Pylyshyn (1988, p. 13) take the mapping between an abstract LoT and the brain literally, writing that “the symbol structures...are assumed to correspond to real physical structures in the brain and the combinatorial structure of a representation is supposed to have a counterpart in the structural relations among physical properties of the brain.” This is not the only possibility (e.g., Smolensky 1990, Doumas et al. 2008), but in our own research, we have taken seriously the idea that the LoT, if real, could have an observable structural basis in the brain.

In a series of studies (Frankland & Greene 2015, 2019), we targeted the neural representation of events in which an agent does something to a patient (Figure 1b, yellow). Participants read simple transitive sentences such as the dog chased the cat and the cat chased the dog, presented in either the active or passive voice, while undergoing fMRI. We identified a region of the left-mid superior temporal cortex (lmSTC) whose patterns of activity differentiate between reversed sentence pairs that contain the same components (Frankland & Greene 2015, experiment 1). Moreover, when sentences employing the same semantic components differ in their emotional salience (e.g., the baby kicked the grandfather versus the grandfather kicked the baby), the trial-by-trial strength of the response in the amygdala is mediated by variation in patterns of lmSTC activity, consistent with a role for lmSTC in sentence comprehension.

These findings dovetail with those of Wu et al. (2007), who showed that damage to mid-left STS/STG causes deficits in understanding who did what to whom in response to both pictures and sentences (e.g., the circle kissed the square) (see also Dronkers et al. 2004 for relevant patient work). Moreover, Wang et al. (2016) found a region of the mid-STS in which patterns of activity enable classification of who did what to whom in a video. Although nearby regions of the left mid-anterior STG/STS have been implicated in linguistic functions pertaining to local aspects of sentence syntax (Friederici et al. 2003, Allen et al. 2012, Thothathiri & Rottinger 2015), the fact that such effects are observed using nonlinguistic stimuli (Wu et al. 2007, Wang et al. 2016) suggests that these representations may not be restricted to language. However, it is possible that people automatically convert to a linguistic representation to perform these tasks. Regardless of whether the representation is ultimately linguistic or nonlinguistic, critically, these studies do not provide evidence that the representation is compositional. The lmSTC might, for example, exhibit one random pattern for the dog chased the cat and another for the cat chased the dog, with no meaningful internal structure to either pattern.

In light of this, our second study (Frankland & Greene 2015, experiment 2) asked whether the lmSTC reuses representations in a manner consistent with compositional structure. Here, we used a pattern classifier to search within lmSTC for subregions encoding information about the identity of the agent (i.e., Who did it?). We performed a separate search for subregions encoding information about the patient (i.e., To whom was it done?). These analyses revealed two adjacent
subregions: a medial subregion encoding information about the agent and a lateral subregion encoding information about the patient. Critically, the classifier was always tested on sentences with new verbs, implying that the representations for various agents and patients were reused across contexts. For example, in the patient region, the same pattern was observed for different meanings such as the cat chased the dog and the dog was bumped by the boy, where dog is the patient despite differences in both the linear order of the words and the other semantic elements involved. In subsequent work, we found that this distinction likely represents the underlying causal-temporal structure of the event rather than the syntactic structure of the sentence (subject/object) (Frankland & Greene 2019). This suggests the intriguing possibility that macroscopic topographic structure in the brain (from medial to lateral within this part of the temporal lobe) could reflect the “structural relations” of one aspect of the combinatorial structure envisaged by Fodor & Pylyshyn (1988). The idea of distinct neural populations representing agents and patients (or other semantic variables) fits well with a long research tradition in linguistics (e.g., Fillmore 1968, Jackendoff 1992; see Levin & Hovav 2005 for review) and with Marcus’s (2001) argument that high-level cognition is algebraic, representing abstract variables that can be updated with new values to rapidly form new ideas.

We take the reuse of structured representations (noun-role bindings) in lmSTC across sentences to be a critical component of the composition of sentence meaning, as it both reflects structure (i.e., Who did it? To whom was it done?) and supports generalization to novel sentences. However, compositionality also requires such representational reuse one level down: It requires not only that the same concept-role bindings be reused, but, of course, that the same concepts occupy different roles, such that dog as agent bears some relation to dog as patient. We expect that these role-invariant representations are encoded elsewhere in the brain, perhaps in the posterior MTG or broadly distributed, and that the lmSTC represents compressed versions of these richer representations (see discussion of pointers in the section titled Separating Memory from Computation). However, how exactly the codes in the agent and patient regions relate to one another remains unclear (see also Frankland & Greene 2019) and is thus an important topic of future work.

The results described above involve bindings between concepts (e.g., dog or cat) and broad semantic roles (agent and patient). However, to fully comprehend an event, binding concepts to broad semantic roles is probably not enough. For example, in the more medial agent region, we saw no evidence that the encoding of dog in the dog chased differs from that of dog in the dog scratched. This is consistent with what the strictest version of the LoT hypothesis would predict, with neural patterns functioning like symbols that can be flexibly recombinated. However, a dog that is chasing is different from dog that is scratching—for example, in its posture. If one is to imagine a dog chasing a cat, and answer certain questions about this event (e.g., Are the dog and the cat facing the same direction?), one must integrate the dogness and the chasingness in a plausible way. This suggests that elsewhere in the brain there should be representations that integrate representations of agents and actions, as well as actions and patients. This implies that categorical relations may be represented at different levels of abstraction.

In a more recent study (Frankland & Greene 2019), we tested this hypothesis by training separate voxel-wise encoding models to predict neural activity based on (a) broad semantic roles shared across verbs, as above (e.g., dog-as-agent) and (b) narrow semantic roles specific to a particular verb (e.g., dog-as-chaser). Here, we found a region of the rostral/frontal polar PFC (rPFC/BA10) that carries information about narrow noun-verb combinations, such as dog-as-chaser and cat-as-chasee. This is in contrast to the broad roles that structure lmSTC activity. This success of different encoding models in the lmSTC and rPFC may reflect a trade-off between abstraction (lmSTC) and specificity (rPFC) in event representation. Broad roles (represented in the lmSTC) support generalization to novel verbs and the mapping of event structure to sentence syntax (i.e., Who did
it? To whom was it done?). Narrow roles (represented in the rPFC), by contrast, may provide
the structured representations necessary to imagine and reason about specific events in a particu-
lar context. One might think of such representations as being like clip art (Frankland & Greene
2019): integrated semantic units that can be mixed and matched like symbols, but that also carry
some information about how relationships are instantiated in the world. Critically, both lmSTC
and rPFC reuse these entity-role bindings across sentences, supporting generalization to novel
sentences.

The particular portion of rPFC that we identify is largely left lateralized and lies along the
medial frontal gyrus (BA10). As with the lmSTC, this region is adjacent, but distinct, from the
mPFC regions we discussed above in the DMN. Gilbert et al. (2010) note distinct contributions
and functional connectivity for the lateral and medial portions of the rPFC. Lateral rPFC coac-
tivates with the fronto-parietal control network, while medial rPFC coactivates with the DMN.
The fronto-parietal control network is known to support cognitive and behavioral flexibility and
fluid intelligence (Fuster 1997, Miller & Cohen 2001, Sigala et al. 2008, Duncan et al. 2017); by
contrast, the DMN, as reviewed above, supports simulation sensitive to context (Schacter et al.
2008). Notably, the rPFC/BA10 region we identified as encoding narrow noun-verb combina-
tions encompasses regions strongly connected to the DMN as well as regions strongly connected
to fronto-parietal control regions, lying intermediate to the two. What is more, we see a similar
connectivity pattern in the lmSTC, the region implicated in broad semantic role binding (e.g.,
dog-as-agent), which spans STG, STS, and MTG. Here, too, this patch of cortex spans regions
that are more strongly tied to fronto-parietal control operations (STG) as well as regions tied
to default mode function (MTG) (Pascual et al. 2013). Of course, anatomical positioning does
not guarantee any functional relationship, or even the synaptic connections necessary to support
it. Nevertheless, these observations suggest the intriguing possibility that the rPFC and lmSTC
serve as representational waypoints between the highly flexible representational capacity of the
lateral PFC (Kriete et al. 2013, Rigotti et al. 2013) and the map-like representations in the DMN
(Doeller et al. 2010, Constantinescu et al. 2016).

Taken together, the results described in this section suggest that an important class of combi-
natorial conceptual processes recruits cortical regions beyond the conventional DMN. However,
here, we make the stronger suggestion that the representations in these regions can fruitfully be
considered sentence-like rather than map-like. Critically, sentence-like representations are built
through the assignment of values to discrete, non-continuous variables, such as agent and patient,
and therefore have an “algebraic” structure (Marcus 2001). Such representations allow for flexible
recombination, the encoding of categorical directional relationships (e.g., a > b), and inferences
based on form (syntax), independent of meaning (semantics): If the glorp was bipped by the glax,
then the glax bipped the glorp (Fodor 1975, Fodor & Pylyshyn 1988, Pinker 1997). Map-like representa-
tions, by contrast, represent semantic content using location within a space defined by continuous
variables. Because proximity in the representational space (e.g., adjacency on a map) corresponds
to proximity in the represented domain, graded relational information is implicitly encoded, en-
abling inferences that are not well supported by coarser sentence-like representations, which may
abstract away from this subtle semantic information. Such global, map-like representations may
be critical for certain forms of planning (Behrens et al. 2018, Bellmund et al. 2018) as well as inter-
polation, extrapolation, and analogical reasoning (Frankland et al. 2019; J.D. Cohen, unpublished
manuscript). This sentence/map distinction may be thought of as closely related to the distinction
between digital and analog representations. Broadly, one might think of the lmSTC and rPFC
as encoding compact, “digital” compositions of object/events in particular relations, which can
both generate and be generated by the richer, “analog” conceptual compositions on the canvas of
the DMN. This canvas may rely on a grid-like code for the global representations of currently
relevant conceptual spaces. Understanding how these two classes of representation cooperate in the human brain is, we think, a central challenge for cognitive and computational neuroscience.

**TOWARD COMPOSITIONALITY IN COMPUTATIONAL MODELS**

We have described recent work on compositional processes in cognitive neuroscience, highlighting broad connections between these emerging literatures and classic theory positing a language of thought. Though we believe this integration offers valuable new perspectives and avenues for future work, a proper understanding of how the human brain combines concepts to construct complex, structured thoughts will require richer and more detailed computational models, in addition to broad theoretical frameworks. Recently, computational neuroscientists and artificial intelligence researchers have made progress toward developing systems that capture key features of compositional cognition. Here, we highlight progress on three fronts that are especially promising in our search for the algorithms that enable the highest forms of human thought: (a) generative models, (b) neural network architectures that separate memory from dynamic computation, and (c) systems that translate between representational formats, such as between visual and verbal representations.

**Generative Models**

Lake et al.’s (2015) Bayesian program learning (BPL) model of one-shot concept learning, though not a neural model, is important for present purposes because of its representational strategy. The BPL algorithm yields a hierarchical generative model of handwritten characters, drawn from unfamiliar alphabets. In contrast to a view of concepts as simple feature detectors in recognition systems, generative models both identify and construct (i.e., generate) samples. These models have been familiar in vision research, sometimes known as analysis-by-synthesis models (Yuille & Kersten 2006). Notably, Lake et al.’s (2015) model can categorize and construct members of a novel category after observing only one instance of the category—one-shot learning. In BPL, the character types are represented as a structured composition of a primitive set of reusable elements. This enables the representation of a novel concept (or conceptual combination) as a structured assembly of familiar subparts. To assemble these combinations, the model encodes the conditional probabilities of relations between subpart sequences—that is, it exploits structured knowledge about which subparts are likely to co-occur and follow other subparts in a particular configuration. Finally, it separates type-level representations of characters (abstract knowledge about the categories, which we expect to be represented throughout cortex) from token representations that are embedded in a particular image frame. This confluence between conceptual input and background knowledge concerning interactions between concepts in context is analogous to our suggested role for the DMN (see also Marcus 2001 on the centrality of the type/token distinction in compositional representation.)

Generative models are not restricted to a Bayesian framework, however. Neural networks, such as auto-encoders and Boltzmann machines, learn to encode, compress, and regenerate input data. Variational auto-encoders (VAE) (Kingma & Welling 2013) are a notable hybrid probabilistic/neural network model that uses flexible encoder/decoder neural networks to learn to generate samples from a low-dimensional latent space. Recent modifications of the VAE, such as the B-VAE (Higgins et al. 2017a), have been able to extract factorized representations of the input, with each node in the network’s latent space representing a particular factor (or concept) orthogonal to the other nodes. If the appropriate architecture were employed to utilize these factors as input, these may be useful representations for conceptual combination (see also Higgins et al. 2017b).
Whittington et al. (2018) recently found that a recurrent VAE, tasked with predicting the next location of an entity navigating a graph, naturally learned periodic grid-like representations in the latent space of the network. Cueva & Wei (2018) had previously reported similar effects for a recurrent network tasked with predicting \((x, y)\) location during navigation of a 2D space (see also Banino et al. 2018). Thus, neural networks with simple predictive objectives naturally develop grid-like representations, similar to the representations observed in the human DMN (Doeller et al. 2010, Constantinescu et al. 2016). That this particular representation emerges from recurrent generative networks is consistent with the slow temporal integration of information in the DMN (Hasson et al. 2008, Honey et al. 2012), as well as with the updates to the context representation proposed by Smith et al. (2018).

Separating Memory and Computation

The aforementioned generative models provide a useful framework for learning conceptual representations, both in Bayesian models (Lake et al. 2015) and, potentially, in neural networks (Higgins et al. 2017a,b; Whittington et al. 2018). Moreover, when tasked with prediction over time, they extract low-dimensional metric representations of the space, like grid cells (Banino et al. 2018, Cueva & Wei 2018, Whittington et al. 2018). We have suggested, however, that these grid-like representations may not be sufficient for representing explicit relations involving variable binding. How might the brain flexibly bind different pieces of information to abstract variables?

Some recent neural network models approximate the low-level operations of a silicon computer (Eliasmith 2013; Kriete et al. 2013; Graves et al. 2014, 2016, Hudson & Manning 2018), in some cases using biologically plausible models (Eliasmith 2013, Kriete et al. 2013, Crawford et al. 2016). A critical innovation of these models is to separate the dynamic aspects of control from stable memory representations, as in a classic Turing machine (Gallistel & King 2011). Mimicking symbolic architectures in this way has the potential to approximate variable binding in neural networks (Kriete et al. 2013, Graves et al. 2016).

One such approach is to employ pointers. Rather than operating on the entirety of a conceptual representation, in a pointer-based model, high-level cognitive processes operate over an address-like representation, which points to the location of that content in memory. The strategy of employing such pointers is known as “indirection” in computer science. In some models, this pointer is the location of the full representation (Kriete et al. 2013, Graves et al. 2014), but in others, the pointer representation carries compressed semantic content of what it points to (Eliasmith 2013, Graves et al. 2016). This distinction roughly corresponds to the distinction between location-based and content-based addressing in computers.

Kriete et al. (2013) developed a pointer-based model of variable binding based on the connectivity between anatomically separate stripes (which can be used for separate roles) in the DLPFC and the basal ganglia. Notably, using only a combination of reinforcement learning and error-driven learning, the network acquired the ability to construct novel role-filler combinations (e.g., encoding \(John\) as agent having only experienced \(John\) as patient). The same concept can thus be employed in different roles, with a pointer to the content housed in role-specific slots in the PFC. While this is a model of PFC function, it is possible that a similar architecture could support role-filler combinations in the agent/patient separation observed in the superior temporal cortex (Frankland & Greene 2015).

Similar abstract computational principles are at work in the recently developed differentiable neural computer (DNC) (Graves et al. 2016), the successor to the Neural Turing Machine (Graves et al. 2014). Unlike feed-forward neural networks, or even recurrent neural networks, DNCs reintroduce the Turing machine’s separation between memory and computation in a trainable neural
Moreover, unlike Turing machines (both classic and neural), the memory in a DNC is content addressable (Graves et al. 2016), and the weights are fully trainable using backpropagation. The network uses a separate neural network called a controller that receives and emits vectors over time, allowing it to interact with the memory matrix through read-and-write operations. Broadly, one can think of the vectors emitted by the controller as functioning like pointers, and portions of the memory representation as content. Or, put another way, one can think of the DNC’s architecture as imposing a separation between operations (the actions of the controller) and operands (the content being processed). In this way, the DNC is able to accomplish a number of difficult structured tasks, such as copying novel sequences of unfamiliar length (Graves et al. 2014) and traversing a graph of the London Underground (Graves et al. 2016). Similar architectures can be used to separate operations from suboperations, dynamically routing information through distinct subnetworks to flexibly meet task demands (Rosenbaum et al. 2017, Cases et al. 2019).

Cross-Modal Translation of Compositional Representations

We have noted that the LoT hypothesis posits an amodal representational language, accessible to, but distinct from, both linguistic and perceptual input modalities. Here, we highlight two strands of recent neural network research that bear on the acquisition of such abstract, amodal representations: (a) attempts to perform visual question answering using the CLEVR dataset (Johnson et al. 2017) and (b) bidirectional generative models for producing linguistic descriptions from images, and vice versa.

CLEVR is a programmatically generated set of images displaying objects in complex spatial relations, along with sets of corresponding linguistic queries and answers. An example CLEVR question might be, “What size is the square that is left of the green metal thing that is right of the cylinder”? The questions require encoding multiple relations and are thus meant to capture complex visual reasoning. Remarkably, several neural network architectures have succeeded at this task, answering 97–99.5% of the questions correctly (Santoro et al. 2017, Hudson & Manning 2018, Yi et al. 2018). Santoro et al.’s (2017) model integrates the outputs of convolutional neural networks (specialized for object recognition) and a recurrent neural network [long short-term memory (LSTM)] devoted to processing the linguistic input using a relational decoder (see also Perez et al. 2018, Yi et al. 2018). The model thus comes equipped with architectural biases for processing linguistic and visual inputs, but the representations in all parts of the network are learned so as to minimize error on the relational reasoning task. To train the network end-to-end, the models may be provided the program that generated the image as a supervisory signal (Yi et al. 2018) or explicit category labels regarding the correct answer (e.g., large) (Santoro et al. 2017, Hudson & Manning 2018). Given that it is unlikely that humans have access to this type of information (and certainly not in this volume), it is worth considering neural network architectures that link language and perception without explicit supervision.

Bidirectional generative networks attempt to generate fragments of language from images (as in image captioning) and images from fragments of language (as in mental imagery). Many of these models minimize translation between perceptual input and linguistic output (and vice versa) by mapping in and out of a shared representational space, analogous to an amodal LoT (Srivastava & Salakhutdinov 2012, Kiros et al. 2014, Fang et al. 2015, Karpathy & Fei-Fei 2015, Mansimov et al. 2015). One notable case of image generation is provided by Mansimov et al. (2015). Here, the authors developed a bidirectional generative network that was capable of producing fairly plausible images corresponding to novel scene descriptions. For example, when asked to generate a herd of elephants flying in blue skies, the network generated samples of large gray objects over a blue background, despite having never encountered that particular composition. The strategy of
mapping into a shared representational space is also used by translation models, such as English to French (Sutskever et al. 2014). However, unlike in a Fodorian LoT, the representational space is unconstrained, allowing backpropagation to freely acquire whatever representational states minimize reconstruction error. For engineering purposes, this is a virtue. However, proponents of the LoT hypothesis suspect that human comprehension depends on complex semantic representations with internal representations that are far more structurally constrained. LeCun et al. (2015, p. 441), however, disagree, writing that the success of deep learning on translation tasks “raises serious doubts about whether understanding a sentence requires anything like the internal symbolic expressions that are manipulated by using inference rules.” Though we share their general excitement and optimism, we suggest that biological approximations of variable-binding and routing operations are better suited to model aspects of high-level human cognition (Eliasmith 2013, Kríete et al. 2013, Rosenbaum et al. 2017, Cases et al. 2019). For example, in recent modeling work, both Whittington et al. (2018) and Russin et al. (2019) have discovered direct benefits for compositional generalization by explicitly separating syntactic and semantic representations in recurrent networks, consistent with the LoT hypothesis. An important direction for future research is to systematically compare the representations acquired by neural networks in compositional domains to those employed by the human brain (see also Lake et al. 2017 for a thorough discussion of the limits of recent deep learning algorithms and proposals for moving forward).

SUMMARY AND CONCLUSION

The human brain exhibits a remarkable capacity to generate and comprehend complex ideas, including ideas that are new to us as individuals and new to the world entirely. This ability to make “infinite use of finite means” (Von Humboldt, cited in Chomsky 2006, p. 15) arises from the compositional nature of thought, whereby complex meanings are built out of simpler ones. In our attempt to understand how the brain builds complex meaning, we have revisited Fodor’s (1975) LoT hypothesis, focusing on two of its key tenets. The first is the idea of a central, abstract representational system, separable from natural language and perception, that is shared across these different input modalities. The second is the stronger claim that this system is, in certain critical respects, structured like a language, employing combinatorial procedures that are distinct from the contents over which they operate, mirroring the distinction within natural language between syntax and semantics.

A broad range of evidence indicates that DMN-like regions play a critical role in conceptual combination at multiple levels, from representing the meanings of simple word pairs (Baron et al. 2010; Graves et al. 2010; Baron & Osherson 2011; Bemis & Pykkänen 2011, 2013a; Pykkänen et al. 2014; Price et al. 2015, 2016) to interpreting complex narratives (Honey et al. 2012, Regev et al. 2013, Tamir et al. 2015). The DMN enables the simulation of nonpresent episodes—past, future, or hypothetical (Buckner & Carroll 2007, Buckner et al. 2008, Schacter et al. 2008, De Brigard et al. 2013)—but its role in meaning making appears to be broader (Binder et al. 2009). Research on the timing of semantic processing indicates that the DMN is where semantic production begins and semantic comprehension ends (Bemis & Pykkänen 2011, 2013a; Pykkänen et al. 2014). Critically, for the LoT hypothesis, the DMN’s representational format seems to be amodal, or multimodal, and to cut across conceptual domains (Fairhall & Caramazza 2013, Crittenden et al. 2015, Smith et al. 2018). Recent work suggests it represents implicit relational knowledge using cognitive maps (Behrens et al. 2018, Bellmund et al. 2018) that may depend on grid-like encodings for context-dependent updating of conceptual states. Such mechanisms, when applied to conceptual spaces, seem naturally suited to the representation of conceptual combinations and to the kinds of inferences—interpolations and extrapolations—that make mental simulations possible.
While the DMN comports well with the LoT’s first tenet, it shows little sign of having a language-like representational structure. However, structures within the temporal lobe and prefrontal cortex show greater promise in realizing the LoT’s second tenet: a system for flexibly representing explicitly structured conceptual combinations. Here, representations of who did what to whom follow the logic of language, binding representations of nouns to broad semantic roles (Wu et al. 2007; Frankland & Greene 2015, 2019; Wang et al. 2016). The building of such representations may be supported by the fronto-parietal control network, which approximates the sequential functionality of classical computer programs (Eliasmith 2013, Kriete et al. 2013, Graves et al. 2014). Thus, language-like representations in the temporal and frontal cortex may provide compact, abstract instructions for painting richer, more concrete compositions on the canvas of the DMN.

Across the topics surveyed here, theoretical inferences from human neuroscientific data remain largely speculative. However, the rapid advance of computational models of high-level, multimodal cognition promises to bring more stringent tests and new ideas to this emerging field. Generative models for concept learning (Lake et al. 2015), neural network models that separate computation from memory (Kriete et al. 2013, Graves et al. 2014, Hudson & Manning 2018), and hybrid neural networks for visual question answering and cross-modal translation (Srivastava & Salakhutdinov 2012, Kiros et al. 2014, Mansimov et al. 2015, Santoro et al. 2017) are providing clues as to how the neurons in our own heads might implement a language of thought.
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