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Science is hard. Yes, it leads us to truth, but it doesn't lead us

there in a straight line; instead it meanders slowly and

circuitously, sometimes taking us down wrong paths alto-

gether. But, science eventually gets it right, it eventually cor-

rects course, finding its slow way to truth. My home discipline

of psychology is now going through just such a course

correction, with allied fields such as neuroscience following

suit. But why is such a correction needed in neuroscience?

Certainly the now widely known errors committed by social

scientists (and their attendant journals and scientific soci-

eties) are not being committed by neuroscientists. Right?

Huber, Potter, and Huszar (2019) recount a story that

should cause us to doubt this convenient fiction. In brief,

Huber et al. (2019) tried in earnest to build upon a finding they

found noteworthy (Wimber, Alink, Charest, Kriegeskorte, &

Anderson, 2015). However, after three replication attempts,

years in the making, they concluded that they could not

(Potter, Huszar,&Huber, 2018). When they tried to publish the

results of their labour, they found that the journal that pub-

lished the original paperdthe venerable Nature Neuro-

sciencedwas not interested in publishing their replication

attempt; this prestigious journal was unconcerned with cor-

recting the record.

Huber and colleagues’ story is a familiar one. Those who

have been paying attention to the methodological reform

movement in psychology are depressingly familiar with this

sort of story (Lilienfeld & Waldman, 2017; Open Science

Collaboration, 2015; Spellman, 2015). The only notable

feature here is that this story is being told by hard neurosci-

entists and not us soft social scientists. This story reveals that

neuroscience is committing some of the same errors as psy-

chology. It reveals that important neuroscience journals
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appear uninterested in publishing replications. It reveals that

essential neuroscience journals seem uninterested in pub-

lishing null results. It also reveals that some neuroscience

papers might have been produced by what we now call

questionable research practices, in this case running studies

with low statistical power and making strong claims from

rather modest evidence.

I won't bore you with long details about why being un-

concerned with direct replications, null results, and statistical

impotence is problematic for neuroscience. Other neurosci-

entists, far smarter than I, have already covered this terrain

(Cremers,Wager,&Yarkoni, 2017; Geuter, Qi,Welsh,Wager,&

Lindquist, 2018; Poldrack et al., 2017; see, also; Szucs &

Ioannidis, 2017). But, please allow me to add to their refrain,

just a little.

Direct replications, especially as conducted by independent

labs, demonstrate repeatability of a finding or phenomenon. It

is the lifeblood of science. It is how we determine if something

is genuine, and without it, science loses its epistemological

edge. This is science 101. And one of the lessons of the so-called

replication crisis is that we psychologists have learned just

how rarely direct replicationswere routinely conducted (notice

my use of the past tense). Huber and colleagues’ (2019) analysis

suggest direct replications are even rarer in neuroscience.

While null results are sometimes hard to interpret and

deserve scrutiny, it is essential that we enumerate them so

that we can calibrate the strength of our accumulated evi-

dence. When we choose not to publish null results we rob

ourselves of the denominator telling us just how impressed

we should be with our ostensible successes. After all, our

estimation of the robustness of an effect that has hundreds of

studies appearing to support it (Cunningham & Baumeister,
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2016) hinges radically on whether a total of hundreds versus

thousands of studies were run (Friese, Loschelder, Gieseler,

Frankenbach, & Inzlicht, 2018). The lack of a denominator is

why meta-analyses have been rendered practically useless

(Ioannidis, 2016); if a meta-analysis does not include all the

studies that didn't work, all the nulls, its results are uninter-

pretable at best, misleading at worst (Carter & McCullough,

2014; Hagger, Wood, Stiff, & Chatzisarantis, 2010).

Then there is the controversial issue of questionable

research practices, more poetically known as p-hacking

(Simmons, Nelson, & Simonsohn, 2011). In brief, these are

practices thatmesswith our ability tomake correct inferences

because they not only inflate the rate of false positives they

inflate the size of positive effects, sometimes dramatically

(Button et al., 2013). Neuroscientists can commit any number

of inferential sins, but among the more problematic are

running statistically underpowered studies and overfitting

data by chasing significance (Gelman & Loken, 2014). Even

though sample sizes in neuroimaging have increased over

time, they are still far below what is required to attain even

minimally acceptable statistical power (Poldrack et al., 2017).

What this means is that the typical neuroimaging study is

sufficiently powered to reliably capture only the very large (yet

very rare) effect (Geuter et al., 2018). Exacerbating this power

failure, neuroimaging researchers appear to routinely hy-

pothesize after the results are known or, worse, specify their

hypothesized regions of interest after results are known

(Poldrack et al., 2017). Analysis of neuroimaging data typically

involve hundreds of small decisions, with tens of thousands of

possible workflows (Carp, 2012a). What this means is that

there is practically limitless flexibility in data analysis, which

can markedly increase the rate of false discoveries. Explora-

tion of data is good, it is even required; but, such explorations

will only produce reliable patterns if they are coupled with

confirmatory replications.

So, just like us soft psychologists, hard neuroscientists

appears to be making mistakes that can affect replicability. A

number of neuroscientists have sounded the alarm in relation

to this issue (Barch & Yarkoni, 2013; Carp, 2012b; Cremers

et al., 2017; Geuter et al., 2018; Poldrack et al., 2017; Vul &

Pashler, 2012), and have taken steps to remedy it (e.g.,

Botvinick-Nezer et al., 2018). What the neuroscience estab-

lishment does next, however, is critical. If we learn any les-

sons frompsychology's replicationwoes, it is that admitting to

our past errors is hard, really hard. It is human to want to

defend one's record. It is human to want to deflect blame onto

others, to look for reasons that one's initial findings were fine

and good and robustdmaybe the replication team was

incompetent, maybe they didn't conduct a close-enough

replication, maybe participants in Amherst are truly

different than participants in Cambridge, etc. My point here is

that it is natural to want to protect oneself, one's reputation,

one's record. However, just because it is natural, human even,

it doesn't mean that we should do it.

Admitting one's errors is painful to fathom, scarier to do. It

is especially painful when the errors look so systematic and

widespread. Science, however, demands no less. It is only

after we see our errors thatwe can correct them.And themore

of us admit that we have strayed from our scientific ideal-

sdand by “we” I am not only referring to individual scientists,
but also to journals, editors, reviewers, scientific societies, and

granting agenciesdthe sooner we can find our way again.

Science is self-correcting, we are told. But, it can only be

self-correcting if we transcend our human need to defend and

instead acknowledge there is something to correct.
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