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Privacy matters ... or does It? Algorithms, rationalization, and
the erosion of concern for privacy

Nathanael J Fast and Arthur S Jago

Products and services built around artificially intelligent
algorithms offer a host of benefits to users but they require vast
amounts of personal datainreturn. As aresult, privacy is perhaps
more vulnerable today than ever before. We posit that this
vulnerability is not only technical, but psychological. Whereas
people have historically cared about and fought for the right to
privacy, the diffusion and conveniences of algorithms could be
systematically eroding people’s capacity and psychological
motivation to take meaningful action. Specifically, we examine
four factors that increase the tendency to rationalize privacy-
reducing algorithms: 1) awareness of the benefits and
conveniences of algorithms, 2) a low perceived probability of
experiencing harm, 3) exposure to negative consequences only
after usage has already begun, and 4) certainty that losing privacy
is inevitable. We suggest that future research should consider
these and related factors in order to better understand the
changing psychology of privacy.
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“Instantaneous photographs and newspaper enter-
prise have invaded the sacred precincts of private
and domestic life . .. and numerous mechanical
devices threaten to make good the prediction that
what is ‘whispered in the closet shall be proclaimed
from the house-tops.’
—Samuel Warren and Louis Brandeis, Harvard Law
Review (1890)

“A couple of generations hence, will some auto-
mated society look upon privacy with the same air of
amused nostalgia we now reserve for, say eigh-
teenth-century drawing room manners?”

—Myron Brenton, private detective (1964)

Introduction

Understanding and predicting people’s attitudes about
privacy, both in the present and the future, are important
not only to psychologists, but also to businesses, the legal
community, and policy makers [1]. Throughout most of
modern history, people have fought to protect the right
for privacy. For example, Warren and Brandeis’s (1890)
powerful argument for the ‘right to be let alone’ has been
hailed as one of the most influential law pieces ever
written. Half a century later, advocates built upon this
foundation, voicing growing concerns about threats to
privacy. Their objections were based on the belief that
freedom from surveillance is a necessary condition for
health and well-being (e.g. [2]), and that a lack of ability to
withdraw into privacy might even lead to open hostility
[37]. In the present article, we posit that the diffusion and
conveniences of automated algorithms are systematically
undermining not only people’s abilities but also their
motivation to protect privacy. We explore the psychology
surrounding this phenomenon and call for research aimed
at better understanding the relationship between the use
of algorithms and concern for privacy.

Algorithms and threats to privacy

In the age of expanding artificial intelligence and
machine learning, personal data have become a highly
valued commodity. Indeed, in recent years, business
leaders and entrepreneurs have repeatedly proclaimed
that ‘data is the new oil’ [3], suggesting that business
organizations can become wealthy by creating and main-
taining pipelines of personal data that they can then
process and sell to advertisers or other interested stake-
holders [4,5]. Algorithms, or computerized processes
designed to accomplish goals or maximize predictive
outcomes [6,7°,8,9°], have become especially useful to
companies because they allow organizations to more
efficiently collect and process personal information
[10,11]. These data are valuable because they can be
used to create targeted predictive models about behavior
[12,13,14°°]. Importantly, algorithms are also useful to
companies because they can be used to create benefits
that incentivize consumers to willingly share their per-
sonal data.

Along with benefits, however, come potential costs. Data,
for example, might be used to influence people’s atti-
tudes and actions in ways that contradict their values or
preferences, and improper data storage and/or sharing can
lead to leaks where people’s information becomes public
and is subsequently stolen, obviously without their
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consent. Given the benefits and costs associated with
algorithms, people can either choose to accept or fight
against their increasing use in both business and society.
Here, we propose that the psychological process of ratio-
nalization will be a key factor that affects people’s will-
ingness to resist such technologies and the privacy viola-
tions that accompany them.

Rationalization as a barrier to the motivation
to protect privacy

A number of social and psychological forces could lead
people to rationalize lower levels of privacy as algorithms
proliferate, thereby reducing their chances of engaging in
privacy-protecting behaviors. In particular, we posit four
likely factors: 1) awareness of the benefits and conve-
niences of algorithms, 2) low perceived probability of
experiencing harm, 3) exposure to negative outcomes
only after has usage begun, and 4) certainty that privacy
is a foregone conclusion. We posit that each of the
following areas represents fertile ground for future
research aimed at predicting and understanding people’s
privacy-related behaviors.

Awareness of the benefits and conveniences of
algorithms

Gathering personal data has always benefited organiza-
tions but it has not always been evident to people how
they, themselves, might benefit from such surveillance.
As a result, when people became aware of organizations
collecting their personal data, they fought against it (e.g.
[15]). With algorithm-based products, however, the ben-
efits and conveniences people earn for providing their
data are often both salient and desirable. Algorithms help
consumers save time (e.g. on demand transportation,
shopping), identify self-relevant content (e.g. music,
videos, movies), increase productivity (e.g. digital assis-
tants, behavior tracking), improve decision making (e.g.
advice-giving recommendation systems), and connect
with audiences (e.g. social media apps). These and other
benefits make many algorithm-based products extremely
attractive and convenient, creating fertile ground for
rationalization (for a review on consumers’ attitudes about
online privacy, see Ref. [16]), For example, having jus-
tifications for problematic behavior makes people more
likely to engage in it and minimize evidence regarding its
negativity [17-19]. Thus, the conveniences and services
algorithms provide might lead people to judge incurred
costs—including the potential for privacy violations—in a
less negative light, given the benefits bundled alongside
them.

One possible issue that could undermine the tendency to
rationalize algorithms is the lack (or loss) of awareness of
the benefits provided by algorithms. However, given that
companies have an incentive to create, maintain, and
market the benefits associated with their products, we
do not foresee this as a likely possibility.

Algorithms and concern for privacy Fast and Jago 45

Low perceived probability of experiencing harm
Further encouraging the rationalization of algorithm reli-
ance is the fact that it is easy to underestimate the
likelihood of harm. For example, people tend to see
the costs of sharing data as relatively intangible [16,20]
and, moreover, companies often intentionally withhold,
or make it difficult to obtain, information about exactly
how they collect and use data [21]. This lack of concrete
understanding of how organizations collect and use per-
sonal data may cause people to perceive that harm is
relatively unlikely to occur (e.g. Tversky and Kahneman
[38]). Consistent with this idea, people often feel freer to
share personal information with algorithms and machines
(versus with humans) in socially risky situations due to
reduced concerns about social evaluation [22-24]. More-
over, when companies anthropomorphize algorithms and
machines, this further reduces perceptions of harm by
increasing a sense of trust that their interests will be
protected [25,26]. As such, people’s relatively abstract
knowledge of what personal data organizations might
have concerning them, how they are using it, and general
attitudes towards machine agents all coalesce in ways that
might lead people to assume the costs of giving up privacy
are both small and relatively unlikely to manifest.

This raises the question of what will happen when harms
do, in fact manifest, leading to negative consequences for
oneself or others [20]. For example, large data breaches—
such as the Equifax breach—could make privacy harms
seem more likely or egregious. Another factor that might
arrest people’s tendency to rationalize costs of privacy
reduction is the exposure to wnexpected risks. Although
people might be relatively comfortable sharing their
location or search data, they might be less comfortable
with algorithms collecting and using data that feels more
sensitive, for example, sexual orientation [14°°]. How-
ever, we suggest that manifestations of harms may not be
strong enough to overcome the tendency to rationalize
the use of algorithms. This is partly due to a focus on the
benefits mentioned earlier and partly due to the fact that
realized privacy harms, such as data breaches or leaks,
might not always produce explicitly identifiable victims:
for example, having only your personal information
uploaded to the internet likely produces a different
psychological experience than your information being
uploaded alongside thousands of other data points [20].
Finally, experiencing harm may not be enough to change
behavior, in part, because people have already adopted
the algorithms, making it more difficult to give them up.
It is to this idea that we turn next.

Exposure to negative outcomes only after usage has
begun

While people might underestimate the probability of
experiencing harm when using algorithms, it is reasonable
to assume that actual realized harms—for example, per-
sonal information being uploaded to the internet for
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anyone to see following a leak—could produce resistance
and catalyze concerns. However, a third factor promoting
the rationalization of privacy-reduction is the fact that
people’s exposure to the negative outcomes associated
with sharing their data with algorithms occurs well affer
such a usage has been initiated. People often opt-in to
algorithmic systems that collect and use personal data
(with some notable exceptions, including the Equifax
breach), possibly leading to feelings of commitment to a
product or service that persists even when privacy is
threatened directly (e.g. [27]).

Recent events offer an imperfect but intriguing test of
this idea. In particular, a number of well-publicized
events have raised societal awareness of potential and
realized dangers of algorithmic privacy violations (e.g.
Facebook and the Cambridge Analytica scandal, numer-
ous data breaches, email updates informing users of
privacy policy updates after the new GDPR privacy
law went into effect in May 2018). By highlighting the
potential costs associated with data sharing, such events
had the potential to cause backlash and/or reduced will-
ingness to use algorithmic services that involve sharing
personal data. However, such backlashes have not been
particularly dramatic: Facebook usage purportedly
increased following the Cambridge Analytica scandal,
and its stock price bounced back relatively quickly fol-
lowing an initial decline [28,29]. These initial responses
suggest that consumers might not be prepared to take
drastic action to protect their privacy, even when costs
become salient (see Ref. [1]). As such, the notion that
people are already relying on algorithms might increase
psychological pressures to rationalize their continued use,
even in the face of realized harm [30].

Certainty that privacy is a forgone conclusion

A fourth factor promoting the rationalization of the use of
privacy-reducing algorithms is the perception that such
technologies are already a forgone conclusion: a necessity
in today’s world. Research on rationalization indicates that
when a negative outcome has occurred, or is certain to occur,
people are more likely to engage in rationalization
[31%,32,33]. The rapid proliferation of algorithms in both
business and society [34] has not only threatened people’s
privacy but, somewhat ironically, it may also soon create—
or have already possibly created—a situation where people
do not believe it is realistically possible to stop data collec-
tion efforts and/or usage. Beliefs about the absoluteness of
forsaking privacy might only become stronger as new gen-
erations grow up in environments increasingly populated by
algorithms, leading to even stronger certainty beliefs and
possibly subsequent feelings of helplessness [35].

Given research on certainty and rationalization, one pos-
sible way to nudge people to protect their privacy is to
offer options that allow them to choose higher-privacy
algorithmic services instead of lower-privacy ones. In

these cases, the perceived certainty of giving up one’s
privacy might vanish, given that the higher-privacy
options ostensibly offer similar services [32,33]. As an
example, people prefer gift cards that do not track their
purchases over ones that do, even when the more private
gift cards are worth less [1]. However, while there are
some examples of high-privacy algorithmic options today
(e.g. web browsing), organizations are typically not incen-
tivized to offer such options given how useful and profit-
able collecting and using personal data can. Furthermore,
before people act on these choices, they must: 1) be aware
of them, 2) experience them as easy and convenient to
use, and 3) believe that they provide roughly the same
level of benefits as their alternatives (which is often a
difficult achievement; how, for example, might a high-
privacy social media app compete with Facebook?).
Finally, to be meaningful, the privacy protections must
be tangible and verifiable as opposed to merely a market-
ing ploy. For example, any real movement toward higher-
privacy options would create incentive for companies to
frame their products as high in privacy (or one category of
privacy) when in reality (or with regard to other categories
of privacy), they are not, leading to illusory perceptions of
privacy (see Ref. [36]). Considering these necessary con-
ditions, we are not optimistic that meaningful high-pri-
vacy options will emerge for many of the algorithm-based
services that people currently use and enjoy.

Conclusion

In this article, we have outlined four factors that might
lead to the rationalization of the widespread use and
proliferation of algorithms that violate privacy. Although
we have proposed that rationalization—and an increased
willingness to accept a world without privacy—is likely, it
remains an empirical question and it is our hope that the
ideas put forth in this article will generate new research in
this important area.

As noted, given the strength of the psychological pressures
outlined above, we are not optimistic that people will
continue to hold privacy as a strong priority. If true, this
would point to governmental action as a primary mecha-
nism, by which privacy may be protected. For example,
government regulation such as the new GDPR data pro-
tection initiatives in the European Union may help protect
consumer privacy. However, as mentioned, the endless
stream of (primarily unread) emails about updated privacy
policies may have only served to increase the rationalization
tendencies outlined in our paper, by increasing perceived
certainty about the loss of privacy or creating the perception
that harms were being eliminated. Thus, it is possible that
governmental action must proceed without strong and
sustained prodding by the public.

Given the ideas outlined above, people may increasingly
rationalize conditions that hinder privacy. Thus, in addi-
tion to the above research questions, we would posit that,
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to better understand and predict the future of humanity,
psychologists may also wish to invest effort into develop-
ing and testing theories of human behavior under condi-
tions of little or no privacy.
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