What Can Density Functional Theory Tell Us about Artificial Catalytic Water Splitting?
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ABSTRACT: Water splitting by artificial catalysts is a critical process in the production of hydrogen gas as an alternative fuel. In this paper, we examine the essential role of theoretical calculations, with particular focus on density functional theory (DFT), in understanding the water-splitting reaction on these catalysts. First, we present an overview of DFT thermochemical calculations on water-splitting catalysts, addressing how these calculations are adapted to condensed phases and room temperature. We show how DFT-derived chemical descriptors of reactivity can be surprisingly good estimators for reactive trends in water-splitting catalysts. Using this concept, we recover trends for bulk catalysts using simple model complexes for at least the first-row transition-metal oxides. Then, using the CoPi cobalt oxide catalyst as a case study, we examine the usefulness of simulation for predicting the kinetics of water splitting. We demonstrate that the appropriate treatment of solvent effects is critical for computing accurate redox potentials with DFT, which, in turn, determine the rate-limiting steps and electrochemical overpotentials. Finally, we examine the ability of DFT to predict mechanism, using ruthenium complexes as a focal point for discussion. Our discussion is intended to provide an overview of the current strengths and weaknesses of the state-of-the-art DFT methodologies for condensed-phase molecular simulation involving transition metals and also to guide future experiments and computations toward the understanding and development of novel water-splitting catalysts.

INTRODUCTION

An efficient and sustainable technology for the production of useful fuel from sustainable energy sources like the sun is the object of much contemporary scientific research across many disciplines. The first step in most solar energy conversion technologies is the absorption of sunlight by a chromophore,1−3 however, electronic excitations are very short-lived, necessitating a mechanism for longer-term energy storage. One quite popular proposal is to store the solar energy in chemical bonds, using sunlight to split water and produce hydrogen gas as a fuel,

\[ \text{H}_2\text{O}(l) \rightarrow \text{H}_2(g) + \frac{1}{2}\text{O}_2(g) \quad E^\circ = 1.23 \text{ V} \]

where \( E^\circ \) is reported with respect to the standard hydrogen electrode (SHE). This reaction can then be reversed, oxidizing hydrogen gas in a fuel cell to produce water. Artificial water splitting has received considerable attention recently, and several reviews discuss its significance and summarize challenges.5,5 Effective catalyst designs range from small-molecule transition-metal complexes6,7 to amorphous cobalt oxides8 and perovskite materials,9−11 operating under several different mechanisms. Progress toward higher efficiency hinges on a systematic understanding of the various water-splitting pathways, including the thermodynamic stability of various intermediates in the catalytic cycle and the kinetics of their interconversion.

At first glance, the thermodynamics of the water-splitting reaction seem quite simple. In one half-reaction, two molecules of water are split into four protons and a molecule of \( \text{O}_2 \), releasing four electrons at a potential of 1.23 V per electron with reference to the SHE. In the other half-reaction, which occurs at the SHE, two protons and two electrons combine to
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intermediates whose thermodynamic stabilities and interconversion kinetics dictate the overall catalytic activity. Furthermore, the stability of certain intermediates necessitates voltages larger than 1.23 V (overpotential) when the water-splitting reaction is run on a catalytic surface. Ultimately, the catalyst’s molecular structure and experimental conditions determine the observed efficiency through four interrelated factors: (i) thermodynamics of stable intermediates; (ii) solvent effects; (iii) kinetics of chemical and electrochemical steps; and (iv) mechanisms of O–O bond formation and O\textsubscript{2} release.

The catalytic cycle proceeds through a series of stable intermediates, leading up to the central event of water splitting: formation of the O–O bond in the oxygen evolution reaction (OER). Two qualitatively different mechanisms, dubbed the “acid-base mechanism” and “direct-coupling mechanism” (or “radical-coupling mechanism”), are shown schematically in Figure 1a and in more detail in Figure 1b. The acid-base mechanism proposes that the O–O bond is formed via a nucleophilic attack on an electrophilic metal oxo species; it is suspected to be the mechanism at play for oxygen evolution in a wealth of synthetic systems.\textsuperscript{7,14,15} By contrast, the direct-coupling mechanism proposes that two high-valent metal oxo species on the catalytic surface come together to form O\textsubscript{2}; recent computational\textsuperscript{16} and experimental\textsuperscript{17,18} evidence suggests that this mechanism may be at play for certain metal oxide catalysts.

The acting mechanism for O–O bond formation depends on the participating transition-metal center(s)\textsuperscript{19} and pH,\textsuperscript{20} among other factors. Further complicating matters, the relationship between OER thermodynamics and kinetics is not always clear. Many of the reactive steps shown in Figure 1b are proton-coupled electron-transfer (PCET) events whose nature (concerted vs sequential) depends on the transition-metal system.\textsuperscript{6,14,16–18,21,22} Additionally, the critical O–O bond formation step is, invariably, a chemical step—one that depends little on the governing electrical potential and highly on small fluctuations of the local environment. The aqueous environment plays a critical role here, both in providing the proper electrostatic environment around the metal oxo species to facilitate the reaction, and also as a reactant itself: water ultimately is responsible for the displacement of O\textsubscript{2} from the catalyst.

The role of computation in understanding heterogeneous catalysis cannot be overstated. With appropriate care and for systems of moderate size (up to hundreds of atoms), density functional theory (DFT) calculations in particular can be used to make useful predictions about the thermodynamics, kinetics, and mechanism of the water-splitting reaction on a wide variety of materials, saving time and money in the laboratory by suggesting experiments that should be performed. In particular, DFT can, in principle, be used both to screen large numbers of catalytic materials\textsuperscript{23} and to provide a detailed understanding of the catalytic process on a particular material,\textsuperscript{16} both of which can be utilized to guide experimentation. While computation is poised to provide important insight, black-box application of DFT to the problem could easily lead to false conclusions. Proper care must be taken in order to extract accurate thermodynamic data and meaningful trends from electronic structure calculations.

In this Forum Article, we review the role of computation in understanding water splitting by artificial transition-metal catalysts. We first review what DFT is particularly good at: thermochemistry. We focus particularly on approaches utilizing so-called chemical descriptors of catalytic activity to form volcano plots, an extension of the established technique of Sabatier analysis\textsuperscript{24} to the age of supercomputers.\textsuperscript{25} We then examine high-fidelity simulations of catalytic water splitting, in which the treatment of solvation and the selection of model catalysts are key factors. We pay particularly close attention to the kinetics of PCET events so ubiquitous in this reaction. Finally, we examine in detail factors relating to the determination of mechanism from simulation, focusing on ruthenium catalysts as a case study. Our hope is that we may provide a concise summary of the state-of-the-art methods and best practices for applying DFT to study catalysis in order to guide future work.
COMPUTATIONAL THERMODYNAMICS OF WATER SPLITTING

Water-splitting catalysis is not a concerted process but proceeds through stable intermediates. To know the intermediates in the water-splitting cycle, we must first propose a mechanism. Once we propose a mechanism and enumerate the intermediates, we can calculate the thermodynamic stability of the different intermediates and determine how stable they are in relation to one another. The thermodynamic stability of different intermediates in the catalytic cycle depends heavily on both the nature of the catalytic surface (both the type of transition metal and uniformity) and the catalytic mechanism. This concept is shown graphically in Figure 2: although the overall reaction may have a potential of 1.23 V per electron transferred, individual reaction steps may have potentials thermodynamically uphill by a value much greater than 1.23 V (or even downhill!).

There are also reaction barriers between these steps, which determine the kinetics of electron transfer. The overpotential of the overall reaction depends on the magnitude of the largest barrier in the entire cycle. If we ignore the activation energy (and thus reaction kinetics) by assuming that it is small, then the overpotential of a given mechanism is determined entirely by thermodynamics. This overpotential will be an underestimate of the true overpotential but can be quite a useful estimate and is attainable without studying the reaction kinetics in detail. In certain cases, ignoring barrier heights is justifiable: for example, PCET events, ubiquitous in water splitting, usually have small barriers, and PCET rate constants often contain large quantum-mechanical tunneling prefactors. In other cases—cases that we will examine in detail later—it is not as justifiable, and a careful treatment of the reaction barriers is necessary.

Thermodynamics Overview. DFT is quite well-suited for computing the relative thermodynamic stabilities among a series of compounds. Using reasonably sized basis sets and hybrid functionals, one can get very close to “chemically accurate” heats of atomization (and, with suitable use of experimental tables, heats of formation) for compounds in the gas phase at 0 K. The challenges of DFT thermochemistry come with the prediction of free energies of formation in solution at finite temperature. For ease of notation, we shall illustrate how to compute free energies of formation at 298 K, but in practice this protocol can be applied for any temperature. Fortunately, there has been much development on this topic in recent years; we shall summarize some of the main findings here.

Many authors have made use of thermodynamic cycles in order to study the thermodynamics of water splitting. Yang and Baik have developed computational methods for studying the thermodynamics of water splitting from a molecular perspective; likewise, Nørskov et al. pioneered similar methods for plane-wave computations on simulated surfaces. In this paper, we shall focus in particular on one example of a protocol, shown in Figure 3. This particular protocol is not original or unique but is chosen in order to clearly illustrate themes in water-splitting thermodynamics, which are detailed below.

The cycle in Figure 3 can be used to calculate ΔG\text{298}^0, from which reaction free energies—and thus redox potentials—can be computed. Many ideas in this cycle are well-established for wave-function-based methods and have more recently been extended to DFT methods. The main idea can be summarized as follows:

1. Computation of the atomization energies from DFT is straightforward, but computation of the formation energies is not. We must thus first adjust the “reference” from elements in their

Figure 2. Thermodynamic stability of intermediates in the water-splitting reaction, assuming an acid-base mechanism and fast PCET events. The thermodynamic stability of the intermediates changes as one applies an electrochemical bias voltage. An asterisk (*) denotes a species bound to a transition-metal surface. The specific system under study in this investigation is OER on a Pt(111) surface, but the underlying analysis applies universally to other bulk and molecular water-splitting catalysts. Reprinted with permission from ref 38. Copyright 2005 Elsevier.

Figure 3. Thermodynamic cycle that can be used for the computation of ΔG\text{298}^0, the aqueous free energy of formation of a molecule. The numbered steps correspond to the numbered steps in the main text. Once one references the absolute energy of a molecule to a suitable standard state (steps 1 and 2 in the cycle), one can then apply a series of corrections to the DFT-calculated internal energy to adjust the temperature from 0 K to an arbitrary temperature (step 3; here, room temperature, or 298 K), include entropic effects due to molecular vibrations (step 4), and include the effects of solvent electrostatics (including those on entropy) through a continuum dielectric model (step 5).
standard state at 298 K to atoms at 0 K using empirical data from standard thermodynamic tables by applying an adjustment ΔG298°. This will eventually allow for the calculation of the free energies of formation.

2. Compute ΔHfi298°, the gas-phase atomization energy at 0 K, from the DFT energies of the compound of interest and its constituent atoms.

3. Compute the vibrational frequencies of the molecule using a harmonic frequency analysis; from this, extract (a) [ΔHfi298° = ΔHfi298° + ΔΔHvib + ΔΔHrot = 1/2 \sum_i [\hbar \omega_i \text{coth}(\hbar \omega_i/2RT) + \hbar \omega_i/2RT] + \hbar \omega_i/2RT + RT] (note that this includes the zero-point vibrational energy, as well as thermal contributions from higher vibrational states within the harmonic approximation; the translational and rotational contributions to the enthalpy are treated classically) and (b) [ΔS298° = \sum_i [\hbar \omega_i \text{coth}(\hbar \omega_i/2RT)]/2 + RT \ln \left[\text{coth}(\hbar \omega_i/2RT)\right]]. This comes from the standard statistical mechanical relationship for vibrational enthalpy.

4. Compute ΔG298°, the gas-phase free-energy of formation of the molecule at 298 K.

5. Compute ΔG0°, the energy required to atomize in the standard state at 0 K, from

\[
\Delta G_{0}^{\text{gas}} = \Delta G_{0}^{\text{atom}} + \Delta G_{f,aq}^{\text{298}} = T \Delta S_{298}^{\text{gas}}
\]

In passing, we will note that the computation of ΔHfi298° can be nontrivial for transition metals, as the ground-state spin multiplicity is often incorrectly predicted by DFT. Procedures have been tested to get the ordering of the spin states correct and minimize the errors in ΔG0°. The octahedral crystal-field-energy spin splitting is in the literature: the SHE. In principle, this referencing technique can be applied to any redox couple; besides referencing to the SHE, referencing to the ferrocene couple has been quite popular in recent years. In practice, it is most convenient to compute the redox potential of a reaction with respect to a reference that is easily experimentally accessible.

**Application to the First-Row Transition-Metal Series.** In order to illustrate the utility of the procedure described in the previous section, we applied the thermodynamic protocol outlined above to compute the overpotential for water splitting on a family of model molecular catalysts, shown in Figure 4a, spanning the first row of the transition-metal series. The selection and design of the model catalysts are discussed in the Supporting Information. Figure 4b shows our results, where we plot the activity versus our descriptor, the atomic number of the transition-metal center. Both the acid-base mechanism

\[
E = -\frac{\Delta G_{298}^{\text{gas}}}{nF}
\]

where \( n \) is the number of electrons transferred and \( F \) is the Faraday constant. One final step must be completed before a comparison to experiment is possible: adjusting the absolute potential with respect to a reference electrode. Experimentally, redox potentials are measured with respect to a reference electrode or an internal standard reference redox couple whose absolute potential is known. Computationally, redox potentials are often calculated as the difference in (free) energy between a species with an excess electron and that same species without its excess electron. In order to compare theory to experiment, these two methods must be reconciled.

One complication that arises in these calculations is how to treat the solvation of a proton and an electron in order to get accurate free energies. The solvation free energy of both of these particles is beyond the reach of the state-of-the-art methods in computational chemistry; as such, alternatives must be used. One common approach is to compute an absolute free energy of solvation for each by using an experimental reference value.

Another common approach that we use in our calculations is a computational internal standard (see, e.g., refs 38 and S2). As an example, consider the PCET reaction

\[
\text{MH}_{2}^{2+} \rightarrow \text{M}^{3+} + \text{H}^{+} + \text{e}^{-}
\]

If we assume that the reaction

\[
\text{H}^{+} + \text{e}^{-} \rightleftharpoons \frac{1}{2} \text{H}_{2}
\]

is in equilibrium (\( E^{0} = 0.00 \text{ V} \)), then we can add the two reactions of interest without changing the redox potential of the reaction of interest and compute the absolute redox potential of

\[
\text{MH}_{2}^{2+} \rightarrow \text{M}^{3+} + \frac{1}{2} \text{H}_{2}
\]

In doing so, we have used a computational internal standard; namely, we have referenced all of our redox potentials to the redox potential of the atomization of molecular hydrogen. This specific choice of a reference redox couple is given a special name in the experimental literature: the SHE. In principle, this referencing technique can be applied to any redox couple; besides referencing to the SHE, referencing to the ferrocene couple has been quite popular in recent years. In practice, it is most convenient to compute the redox potential of a reaction with respect to a reference that is easily experimentally accessible.

**Figure 4.** (a) Model transition-metal oxide "surface". Transition-metal atoms are displayed as cyan, and the redox-active sites are connected axially to the transition-metal centers. Transition-metal oxidation states are permuted by changing the protonation state of the redox-active site. (b) Lower bound on the negative overpotential (\( \eta \)) as a function of the transition-metal identity. Error bars represent the intrinsic error of DFT calculations on these sorts of systems, estimated generously as ±0.3 V. Note the change in the RLS, regardless of the mechanism, as one transitions from the left half of the periodic table to the right half.
and direct-coupling mechanism are considered. In order to calculate an overpotential for the direct-coupling mechanism, the two chemical steps must be grouped with an electrochemical step. We performed the grouping as follows: (i) if a chemical step is downhill, assume that the previous step is pre-equilibrium; group the chemical step with the previous step; (ii) if a chemical step is uphill, it is rate-determining for the chemical transformation; group it and all other following chemical steps with the next electrochemical step.

As Figure 4 shows, the lower bound on the overpotentials that we calculate using our model system has two linear regions, which intersect at a peak of activity. This trend has been observed generally for many molecular scaffolds, as explained in more detail below. Our data also serve as a scan across the first period of the periodic table for catalytic activity and its relationship to mechanism. There are two interesting points to note: (i) the observed activity does not depend on the mechanism to within the error of our calculations; (ii) the rate-limiting step (RLS) of the OER shifts from O on the mechanism to within the error of our calculations.

The first point raises a bit of a conundrum because the rate of oxygen evolution should depend on the mechanism provided the RLS is O–O bond formation. This dependence is not observed. Regardless, the fact that the overpotentials do not vary with the mechanism can be classified as a strength of this type of thermodynamic analysis because one can predict overpotentials without worrying about getting precisely the correct mechanism. As a caveat, the converse is not true: just because the overpotential agrees with an experimentally observed value does not mean that the mechanism that is used to predict the overpotential is correct. Thermodynamic analysis is incredibly useful as a fast, computationally cheap screen of a large number of potential catalysts, but conclusions about the mechanism or the chemical nature of oxygen evolution cannot and should not be drawn from such an analysis.

Chemical Descriptors of Reactivity. In the previous two sections, we described computation of the thermodynamics of the water-splitting reaction on a heterogeneous catalyst and demonstrated how thermodynamics can be used as a predictor of the catalytic activity; we will now review the theoretical work that went into pioneering this approach and the experimental work that has grown from it. Much of the initial work in this area came out of the group of Nørskov,25,38,39,53,54 but other theoretical groups55,56 and some experimental groups57,58 have extended the principles and used them to explain experimental observations. We do not plan on engaging in a comprehensive review of transition-metal water oxidation catalysis here; for such a review, the interested reader is directed to ref 58.

The use of thermodynamics to describe catalysis is not a new concept: Sabatier introduced his eponymous principle in 1911.24 The Sabatier Principle states that the optimal catalyst for a particular substrate will not bind the substrate too weakly (because if it did, the substrate would not bind to the catalyst) or the product too strongly (because if it did, the product would never be released from the catalytic surface, and the catalyst would be “poisoned”). As a special case of the discussion in the previous section, Sabatier analysis suggests that it should be possible to use thermodynamics alone to predict the catalytic activity.

Nørskov extended this analysis to the 21st century by proposing that one could computationally screen a large number of catalysts using DFT by focusing on the metal–oxygen bond strength. By the Sabatier Principle, the perfect catalyst for water splitting should bind water “strongly” and oxygen “not too strongly”; because both bind through a metal–oxygen bond, a plot of the catalytic activity as a function of the metal–oxygen bond strength should have a maximum at the “optimal” metal–oxygen bond strength. In practice, one forms two calibration curves (one with a positive slope and one with a negative slope) by calculating the metal–oxygen bond strength of a large number of species and correlating these with experimentally measured activities; these two calibration curves form a “volcano” of activity, with their intersection lying at the peak of the volcano. Then, one can screen large numbers of compounds computationally, and those compounds with metal–oxygen bond strengths near the peak of the volcano are predicted to have high catalytic activity.

The metal–oxygen bond strength is not the only useful chemical descriptor for Sabatier analysis. Other descriptors exist as well, including the filling of transition-metal eg orbitals—the orbitals most implicated in surface metal–oxygen bonds. Ultimately, these all boil down to the same sort of Sabatier Principle: if it is easy for the substrate to form a chemical bond to the catalyst and easy for the product to break a chemical bond with the catalyst, the catalyst will work well. Remarkably, these volcanoes work extremely well at predicting the activity as a function of a simple chemical descriptor. Figure 5 displays volcano plots for several different chemical descriptors, showing that this correlation is not fictitious.

Figure 5. Sample volcano plots using (a) eg orbital occupation (Reprinted with permission from ref 9. Copyright 2011 AAAS) and (b) cross-correlation of the metal OH/metal O binding energy as a chemical descriptor (Reprinted with permission from ref 39. Copyright 2004 American Chemical Society).

One major criticism of this Sabatier-type analysis is that it assumes that the RLS of catalytic water splitting is either the association of the substrate with the catalyst or the dissociation of the product from the catalyst. In many cases, this is simply not true: redox steps and O–O bond formation have been found to be rate-limiting in certain systems.10,11,16,59–62 Sabatier analysis is thus successful when the RLS of the catalytic cycle is a redox step, but its scope is limited to...
such systems; as such, the use of Sabatier analysis is often precluded when the RLS of a catalytic cycle is not known ahead of time. Nevertheless, the technique is powerful, in that it uses thermodynamic information (along with an assumption about the RLS of the cycle) in order to predict kinetics.

**MODELING WATER-SPLITTING KINETICS**

DFT thermochemistry can often reproduce trends in the catalytic activity, as illustrated by the volcano plot analysis in the previous section. This level of modeling can provide actionable insight without a detailed understanding of the mechanism of catalytic activity. However, to determine plausible reaction pathways or to predict the activity of novel catalyst designs, a mechanistic understanding of the catalytic cycle is indispensable. Strictly thermochemical approaches neglect the role of kinetics, which must be incorporated into the simulation strategy for mechanistic studies. In this section, using recent computational studies of Nocera’s CoPi cobalt oxide catalyst\(^8,17,63,64\) as a basis for discussion, we discuss computation of redox potentials in solution and the insight it can provide into the kinetics of catalytic water splitting.

**Catalyst Model Selection.** The active form of the aqueous CoPi catalyst is a cobalt oxide cluster possessing pendant water and hydroxo ligands. The catalytic cycle of CoPi is comprised of a series of four oxidations of the CoPi–water complex coupled to formation of an O–O bond, release of O\(_2\) from the catalytic surface, and regeneration of the catalyst resting state by water addition.\(^16\) Identification of the rate-determining step (RDS) of the CoPi catalytic cycle is a central goal of computational studies. The RDS controls the turnover rate, and its identification helps to narrow the range of plausible mechanisms. For chemical (bond-breaking and forming) steps in the cycle, the activation free energy \(\Delta G^\ddagger\) is the key quantity to be determined, while for redox events, the electron-transfer kinetics are governed predominantly by the redox potentials of the catalyst.

Given the extensive network of single-step chemical reactions that can take place in, on, and around the CoPi catalyst, an exhaustive exploration of all possible water oxidation pathways is possible only for model systems of modest size. EXAFS studies support structures as small as the seven-center cobaltate model\(^65\) shown in Figure 6a, but initial mechanistic studies of the CoPi catalyst focused on a minimal four-center cubane model (Figure 6c). This model permits quantification of both acid-base and direct-coupling mechanisms while satisfying Occam’s razor by limiting the investigation to the simplest mechanism capable of explaining experimentally observed features.

To consider additional PCET pathways not testable with the cubane model, we introduced a five-center model (Figure 6b), shown here in the state immediately following two PCET events and O–O bond formation. Here, terminal oxo (labels a and e) and μ-oxo (labels b–d) protons are both available for abstraction by PCET. The five-center model is thus capable of distinguishing among a larger variety of PCET pathways.

A related study of water splitting on CoPi\(^66\) raised the important issue of identifying the lowest-energy protonation state of the model complex. Using a computational model different from the one used in ref 16, Li et al. found a lower-energy protonation state for the four-center catalyst, containing protonated μ-oxo bridges. DFT molecular dynamics (MD) simulations of representative Co\(_4\)O\(_3\)\(_2\), Co\(_6\)O\(_24\), and Co\(_8\)O\(_26\) clusters by Mattioli et al. also suggested a role for protonated μ-oxo atoms in the resting state.\(^6\) Their model structures were derived from the known crystal structure of LiCoO\(_2\) and included a linked pair of perfect Co\(_4\)O\(_4\) cubanes, a pair of defective cubanes (identical to the seven-center model discussed above), and a mixed case. The structural differences in these studies lead to differing conclusions about the O–O bonding mechanism in CoPi, as discussed below.

**Solvent Effects.** In practice, DFT-derived reduction potentials can depend strongly on the level of theory at which the solvent is treated, especially for protic solvents like water. This dependence has been investigated by us\(^64\) and others\(^33,68,69\) supporting an informed decision about how to model the aqueous environment of the CoPi catalyst. The two fundamentally different approaches to modeling this environment are implicit (or continuum) and explicit (or atomistic) solvation models. In the former, the solute density responds self-consistently to a surrounding dielectric continuum parameterized according to the identity of the solvent. This is a mean-field treatment of solvation in which solute flexibility can be described, in principle, through conformational sampling but is often only accounted for within the harmonic approximation. Atomistic treatment of the solvent removes most of these approximations but also requires extensive configurational sampling to incorporate all solute and solvent degrees of freedom. As a consequence, modeling with an explicit solvent is much more computationally demanding, and one must often tolerate a limited sampling of solvent configurations or a more approximate description of the solvent electronic structure. It is possible to combine the strengths of both methods through
three-layer models such as a quantum mechanics/molecular mechanics/polarizable continuum model (QM/MM/PCM) strategy. \cite{70} Semiempirical and polarizable molecular mechanics (MMpol) models, which lie between the quantum and classical approaches in complexity, offer additional flexibility in constructing multilevel strategies. \cite{71,72} There are also approaches that do not easily fit into the implicit versus explicit solvation paradigm, such as the reference interaction site model (RISM) approach. \cite{73,74}

The CoPi water oxidation studies of Li et al. \cite{66} employed a Poisson–Boltzmann implicit solvent model, \cite{75} based on the success of this approach for modeling biological water oxidation. \cite{12} However, in the case of water oxidation by the CoPi catalyst, the potentially important role of hydrogen bonding at the surface of the catalyst is a strong argument against the use of implicit solvation models, which do not account for hydrogen bonding across the artificial solute—solvent interface.

In a benchmark study of reduction potentials of aqueous transition-metal clusters, we showed that DFT (using the B3LYP functional) \cite{76} with the conductor-like screening model (COSMO) \cite{77} successfully predicts the experimental reduction potentials for organic molecules, metallocene complexes, and transition-metal complexes in various solvents, with the key exception of octahedrally coordinated aqueous transition-metal complexes. \cite{34} Figure 7 illustrates this trend: the calculated reduction potentials of aqueous transition-metal complexes, shown in blue, are nearly all overestimated by more than 1 V, in contrast to root-mean-square deviations (RMSDs) of 0.2–0.4 V between the calculated and experimental reduction potentials for all other classes of complexes. A polarizable QM/MM (QM/MMpol) treatment showed significant improvement, achieving an RMSD similar to those of the other systems in an implicit solvent. In the QM/MMpol model, electronic polarization of the solvent due to redox events was accounted for explicitly; \cite{72} its inclusion proved to be essential for reproducing the experimental reduction potentials. The QM/MMpol approach overcomes the failures of implicit solvation for aqueous transition-metal complexes but at significant computational cost. By isolating the effects of solute flexibility and of temporal solute—solvent correlation on the solvation energy, we showed that hydrogen-bonding effects are the primary feature absent from the implicit solvation models, which account for most of the error in the calculated reduction potentials.

The CoPi studies of Mattioli et al. also rely on an explicit representation of the solvent, treating the surrounding water at the same DFT level of theory as the catalyst itself. \cite{73,74} This even-handed approach accounts for hydrogen-bonding effects— to the extent that the underlying functional successfully describes noncovalent interactions—while naturally including both electronic and orientational polarization of the solvent after a redox event. The only clear disadvantage of such an approach is computational cost. In the next section, we will explore how the model selection and solvent considerations above influence the calculation of redox potentials and reaction profiles for water oxidation in CoPi.

**Redox Potentials for the CoPi Catalyst.** In previous work, we showed a direct-coupling pathway for O–O bond formation on the four-center CoPi model of Figure 6b, where an O–O bond formed spontaneously between a pair of terminal oxo ligands after two PCET events. \cite{16} The redox potentials for these two PCETs, computed using the QM/MMpol approach described in the previous section, are 0.8 and 1.4 V, respectively. Here we report redox potentials for the third and fourth PCET events, assuming that both take place before water addition and O2 displacement. The same QM/MMpol strategy as that used for the first two PCET events is employed here: the QM region consists of the CoPi model complex including all hydroxyl and water ligands, surrounded by water treated through the MMpol model. Redox potentials were obtained through conformational sampling of the ionization potential and electron affinity of the catalyst in different oxidation states, as described in the Supporting Information. All possible pairs of deprotonation sites, indicated in Figure 6c, were considered.

The pathway with the lowest determined overpotential consisted of deprotonation of a water ligand (a) at 0.2 V, followed by deprotonation at a μ-oxo site (b) at 1.2 V; the complete series of redox events is summarized in Figure 8. For the fourth PCET, deprotonation of a second water (c) was calculated to require an additional potential of 0.4 V above the (a and b) pathway. Interligand proton transfer on CoPi is also relatively facile in the simulations, evidenced, for example, by proton transfer from water to a hydroxyl ligand preceding the fourth PCET in Figure 8. The simulations show a lower redox potential for the fourth PCET than for the second PCET preceding O–O bond formation. Therefore, it is feasible for all four PCET steps to precede water addition, making O2 release a plausible RLS. This finding helps to rationalize the Sabatier-type analysis discussed previously by supporting its underlying assumption that the RLS is a catalyst–reactant association or dissociation process.

The prediction of water-splitting kinetics in catalysts like CoPi ultimately hinges on three capabilities: simulating solvent dynamics, accurately computing redox potentials, and estimating reaction free-energy barriers. The computational investigations presented here each addressed these requirements in slightly different ways, but they collectively point to several
points of consensus about CoPi. Mattioli et al. carried out direct Car–Parrinello MD (CPMD) simulations of a solvated CoPi complex including full DFT treatment of water. Redox processes were simulated by removing electrons at fixed time intervals of 1 ps. The time scale is incompatible with the relaxation time of water but allowed for real-time simulation of the full sequence of redox events within DFT. The simulations did not show spontaneous formation of terminal Co(O) groups until all four electrons were removed, requiring an overpotential of 1.87 V for a Co$_6$O$_{23}$ model catalyst. Li et al. considered redox events on the cubane Co$_4$O$_4$ model cluster using an implicit solvent and found a slightly lower barrier for water attack than for direct coupling after the first two oxidations. All of the studies agree that the four-center model for CoPi cannot fully account for all experimental observations, especially the distribution of bond lengths determined by X-ray absorption spectroscopy. Regarding the sequence of redox processes, the QM/MM and CPMD studies agree on several points: (1) O–O bonding can proceed after the loss of as few as two electrons, although losing additional electrons helps; (2) preequilibrium steps involving proton transfer are likely because intramolecular proton transfer is facile on the surface of CoPi; (3) direct coupling, not an acid-base mechanism, is responsible for O–O bonding in the Co$_4$O$_4$ model cluster. It is, of course, possible that multiple mechanisms contribute to the overall performance of a heterogeneous, self-assembled catalyst such as CoPi.

The direct-coupling mechanism supported by the QM/MM and CPMD studies is at odds with the implicit solvation study of Li et al., where O–O bonding occurred between an oxo group and an attacking water molecule. This difference underscores the importance of treating catalyst–solvent interactions explicitly in order to accurately model catalytic water oxidation. For this reason, progress in the theoretical modeling of water oxidation is closely linked to the broader challenge of developing high-quality theoretical models for water and its interactions with solutes.

### PREDICTING THE MECHANISM OF WATER SPLITTING

We now direct our attention to how one predicts the mechanism of water splitting on catalytic surfaces. In water oxidation catalysts, PCET is key because it significantly compensates for the high redox potential of electron transfer. However, not all of the catalytic reaction steps go through PCET, and identifying the correct reaction pathway remains an open question in many cases: is the mechanism based on acid-base or direct coupling? What is the key step for O–O bond formation? Knowing the detailed mechanism of water oxidation is crucial to understanding and systematically improving catalysts. Computationally, it is essential to obtain accurate redox potentials to evaluate a proposed mechanism. Here we take a series of ruthenium complexes as an example to showcase recent research aiming to propose catalytic mechanisms using DFT.

**Acid-Base Mechanism.** In contrast to CoPi, where direct coupling is currently the favored reaction mechanism, the acid-base mechanism is thought to dominate in most ruthenium-based catalysts. The blue dimer, cis,cis-[((bpy)$_2$(H$_2$O)$_2$Ru$^{III}$ORu$^{III}$)(H$_2$O)(bpy)$_2$]$^{4+}$ (bpy = 2,2'-bipyridine), shown in Figure 9, is perhaps the most widely known complex because it is the first molecular catalyst synthesized for water oxidation. It

---

**Figure 8.** Oxidations and bond rearrangements on CoPi leading up to water addition and O$_2$ release, assuming a direct-coupling mechanism across neighboring terminal oxos. The lowest redox potential identified for each step is shown with the corresponding deprotonation site.

**Figure 9.** Blue dimer.
was suggested theoretically\textsuperscript{36} and experimentally\textsuperscript{82} that stepwise PCET oxidation of the blue dimer leads to [(O)-Ru\textsuperscript{V}ORu\textsuperscript{V}(O)]\textsuperscript{4+} as the catalytically active form, which then rapidly rearranges to a peroxide intermediate, [(OOH)-Ru\textsuperscript{IV}ORu\textsuperscript{IV}(O)]\textsuperscript{4+}, upon O–O bond formation. Although it is a bimetal complex, the proposed mechanism is of the acid-base type instead of the direct-coupling type: one metal center plays an essential role, while the function of the other metal center is only assistive. Although there have been many two-center ruthenium complexes synthesized as water oxidation catalysts with the blue dimer in mind, the prevalence of one center throughout the catalytic cycle of the blue dimer led Concepcion et al. to propose novel ruthenium monomers [Ru(tpy)(bpm)-(OH\textsubscript{2})]\textsuperscript{2+} and [Ru(tpy)(bpz)(OH\textsubscript{2})]\textsuperscript{2+} (tpy = 2,2′:6,2″-terpyridine; bpm = 2,2′-bipyrimidine; bpz = 2,2′-bipyrazine), both of which involve an important intermediate, [Ru\textsuperscript{V}(O)]\textsuperscript{3+}.\textsuperscript{6} The proposed acid-base mechanism for these monomers is shown in Figure 10 with some minor modifications.

In a previous study,\textsuperscript{7} we have assessed this mechanism using DFT with QM/MM for explicit solvent sampling in order to achieve high accuracy in computing the redox potentials. Thermodynamic information is especially important to identify a plausible reaction path as well as the RLS. The computed redox potentials are listed in Figure 10.

In this mechanism, oxidation of [Ru\textsuperscript{II}(OH\textsubscript{2})]\textsuperscript{2+} (0 in Figure 10) proceeds to [Ru\textsuperscript{IV}(O)]\textsuperscript{2+} (2) directly through two PCET reactions, i.e., loss of both protons and electrons. There is a kinetic intermediate of ruthenium(III) (1), which is experimentally unstable and not observable. The DFT results unfortunately gave the incorrect ordering of the potential (\(E^0 = 1.14\) V for the first PCET and \(E^0 = 1.31\) V for the second), although the agreement with the experimental value of 1.20 V is noteworthy.

Oxidation of 2 to [Ru\textsuperscript{V}(O)]\textsuperscript{3+} (2T) takes place without proton transfer at \(E^0 = 1.65\) V and pH 1 experimentally. DFT with QM/MM predicted a redox potential of 1.98 V, which disagrees with the experiment by more than 0.3 V. This key intermediate, like in the blue dimer, is then nucleophilically attacked by water to become a peroxide, [Ru\textsuperscript{IV}OOH]\textsuperscript{2+} (3), which is similar to the proposed step for O–O bond formation in photosystem II.\textsuperscript{21} While the experiments by Polyansky et al. suggested the same pathway involving Ru\textsuperscript{V}(O) for a similar but different monomer at standard conditions, it was also proposed that at high alkalinity an alternative concerted PCET governs the step 2 \(\rightarrow\) 3 instead, although its exact mechanism is not yet known.\textsuperscript{83} The theoretical finding in ref 7 was that any Ru\textsuperscript{IV}(O) complex with an O–O bond was structurally unstable, indicating that higher oxidation states, i.e., Ru\textsuperscript{V}(O), are needed. It is also worth mentioning that any bimolecular O–O-bonded cluster [Ru\textsuperscript{IV}/V(O)\textsubscript{–}(O)Ru\textsuperscript{IV}/V] theoretically lies at a much higher energy state than the corresponding pair of monomers, thoroughly eliminating the possibility of a direct-coupling mechanism for this system. Concepcion et al. reported that this O–O bond formation step by the nucleophilic attack of water
is much more rapid in the blue dimer than in the monomers. It was suggested that the reason for this is that, in the blue dimer, one Ru’ (O) forms a bond with OH, while the other RuV(O) piece holds residual hydrogen\(^{66,61}\) in a concerted electron–proton transfer (Figure 11), avoiding formation of a high energy state of Ru–O–OH\(_2\). On the other hand, for one-center complexes, Mulliken population analysis indicated that only a proton is transferred to the solvent during this step (2T → 3 in Figure 10), albeit with low activation energy (1.7 kcal/mol at the transition state).

Intermediate 3 is further oxidized to [Ru\(^{IV}\)OO]\(^{2+}\) (4) through spontaneous PCET. While 3 is not observed in the experiment, evidence for the existence of 3 is provided both by cyclic voltammetry experiments and by the absorption spectrum calculated by time-dependent DFT, which agrees well with the experimental absorption spectrum of its analogue.\(^{61}\) Computationally, we also found no barrier between 3 and 4: all 40 sampled configurations of 3 with the explicit solvent effect immediately deprotonated to give 4, in agreement with experiments.

The catalytic cycle is completed by the step 4 → 0, where O\(_2\) is replaced by water. We found a small barrier of 4.4 kcal/mol but with a large downhills driving force of \(-15.0\) kcal/mol toward 0.

In ref 7, we also investigated the reaction mechanism of two-center catalyst [(bpy)\((\text{H}_2\text{O})\)Ru\(^{III}\)(tpy-DBF-tpy)Ru\(^{III}\)-(bpy)]\(^{4+}\) (DBF = dibenzofuran). Although explicit solvent effects had to be omitted because of the prohibitively large system size, the calculations showed that an acid-base mechanism is still preferable compared to a direct-coupling mechanism because the latter has a large steric and electrostatic barrier, which rules it out as mentioned above. Interestingly, the O–O bond formation step in the two-center case consistently resembles that in the one-center case: one of the metal centers is oxidized to Ru\(^{IV}\), i.e., \([(O)\text{Ru}^{IV}\text{Ru}^{V}(O)]^{3+}\), followed by nucleophilic attack of a water molecule to form, again, a peroxide, \([(O)\text{Ru}^{IV}\text{Ru}^{III}(\text{OOH})]^{4+}\). That the mechanism is of the acid-base type means that the main role of the other ruthenium center is to assist the oxidation steps at the active center, similarly to the blue dimer. This result is also consistent with other DFT studies on ruthenium complexes.\(^{36,37}\)

It should also be pointed out that, when computing these bimetal systems, one has to be careful about self interaction error in DFT.\(^{34,85}\) Conventional DFT functionals delocalize the electron distribution as \([(O)\text{Ru}^{IV}\text{Ru}^{V}(O)]^{3+}\) for this complex instead of \([(O)\text{Ru}^{IV}\text{Ru}^{V}(O)]^{3+}\). This result is unphysical given that two metal centers are weakly interacting. Therefore, in order to obtain the highly oxidized ruthenium(V) center, we have utilized constrained DFT,\(^{86}\) allowing us to remove this artificial effect.

**Direct-Coupling Mechanism.** Few studies have conclusively pointed to a direct-coupling mechanism that can energetically compete. Nevertheless, several studies suggest that a direct-coupling mechanism may be at play for these catalysts. Using DFT as well as wavefunction theory, Muckerman et al.\(^{87}\) proposed a direct-coupling mechanism of a novel binuclear ruthenium complex, \([\text{Ru}_2(\text{OH})_2(3,6-\text{Bu}_2\text{Q})(\text{btpyan})(\text{SbF}_6)_2] [3,6-\text{Bu}_2\text{Q} = 3,6-\text{di tert-butyl}-1,2-benz quinone; \ btpyan = 1,8-bis(2,2',6',2''-terpyrid-4'-yl)-anthracene] prepared by Tanaka and co-workers.\(^{88}\) As shown in Figure 12, the so-called “Tanaka catalyst” has an interesting structure, which has an OH group on each ruthenium center in close enough proximity to make an O–O bond. Theoretical calculations revealed that the initial spin state of the species is a singlet, which are consistent with experiment. The catalyst becomes a triplet by an appropriate intersystem crossing and remains a triplet for the rest of the catalytic cycle. It is interesting that, contrary to many other organometallic catalysts, DFT spin-density analysis showed that the Tanaka catalyst involves oxidation of quinone (to semiquinone and catecholate) exclusively but not of the metal centers, which remain ruthenium(II) throughout the entire catalytic cycle. Hence, the ruthenium centers play the role of mediating the intramolecular electron transfer from a water molecule and the quinone ligands.

Because the purpose of that study was to clarify the electronic properties of a large number of possible intermediate species, these calculations were done in the gas phase, treating neither implicit nor explicit solvent effects. The study showed that, even without appropriate solvent effects, the geometrical mechanics of the catalyst is consistent with experimental observations. However, the detailed energetics and kinetics remain unclear from the computational side, and as discussed above, this information is necessary in order to gain deeper insight into the catalytic mechanisms.

As we have seen, redox energetics are highly important for quantitative analysis of reaction mechanisms, and this is by no means limited to ruthenium catalysts. State-of-the-art DFT methodologies have proven beneficial in predicting the thermodynamics, kinetics, and electronic structures of water-splitting catalysts, which has, in turn, allowed us to identify reaction pathways and predict mechanisms. We have also seen the need for the further development of computational methods that are both accurate and cost-effective, given that the experimental and computational results can contradict occasionally. We note that all of the water-splitting catalysts should be categorized into either the acid-base or direct-coupling type. As we showed above, with the help of both experimental and computational studies, one can learn which type is more dominant by investigating each reaction path, the
associated intermediates, and sometimes the transition states. Especially important is how \( \text{O}_2 \) is formed and released because in many cases it is the key step in water-splitting catalysts. Although many catalysts are nonstoichiometric bulk solid-state materials (e.g., perovskites) rather than molecules and are thus computationally very demanding, mechanistic studies on model molecular catalysts can be very valuable for understanding similar mechanisms in bulk catalysts to answer these questions. Detailed thermodynamics that DFT with QM/MM has to offer can provide fruitful information not only to support experimental results but also to propose mechanisms, and it allows us to further investigate more appropriate ligands for catalytic optimization.

**CONCLUSIONS**

Artificial water oxidation catalysis is poised to become a commercially significant technology in the near future. A detailed understanding of the structure and reactivity of candidate catalysts will play an essential role in further catalyst design and optimization. In this Forum Article, we have discussed the current state-of-the-art methods in electronic structure calculations of artificial water oxidation catalysts, with an emphasis on how DFT is used to explore reactivity trends and underlying mechanisms. DFT thermochemistry can be employed to quantify chemical descriptors of reactivity, and these descriptors reproduce experimentally observed "volcano plots" describing the dependence of the catalytic activity on the constituent transition metal. The proper incorporation of solvent effects remains a challenge, but polarizable QM/MM and full DFT models of the surrounding water provided insight into the sequence of PCET events in the catalytic cycle of the CoPi water oxidation catalyst. Detailed QM/MM studies of one- and two-center ruthenium catalysts allowed us to determine the relative plausibility of acid-base and direct-coupling mechanisms in these systems.

The ability of theory and computation to address the mechanism of water oxidation catalysis is largely tied to developments in DFT and other electronic structure theories. Current shortcomings relevant to the artificial water oxidation problem include the treatment of dispersion effects, reaction barrier heights, and the underlying issue of self-interaction error. All of these areas are very active topics of research, and there is good reason to expect steady improvement in the accuracy of DFT models for water oxidation catalysts in the coming years.

Efforts to harness DFT models of structure and reactivity for computational screening of materials are already underway, and water oxidation catalysis is a natural target to include in such studies. Through the combination of electronic structure calculations with chemininformatic approaches, the necessary machinery for high-throughput screening of candidate materials is within reach and will likely produce useful leads in the near future. However, neither chemininformatic approaches nor mechanistic studies will attain their full potential without vigorous experimental collaboration. Input from experiments will help refine informative approaches and will continue to push the limits of our mechanistic models. Together, theoretical and experimental mechanistic studies will continue to drive advances in artificial water oxidation catalysis.
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