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There is increasing interest in finding usability testing methods that are easier and cheaper to implement than traditional laboratory usability testing. Recent research has looked at a few of these methods. The current study uses three groups of evaluators with different types of expertise, to evaluate a telephone-based interface using two different evaluation methods, the Cognitive Walkthrough and Heuristic Evaluation. This data is compared to laboratory results. Specific problems named in the laboratory and by the evaluator groups are analyzed for what contributions are made by each evaluator group under each method, and what is lost when traditional usability testing cannot be implemented. Future research directions are also discussed.
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1. Introduction

There is increasing interest in finding usability testing methods that are easier and cheaper to implement than traditional laboratory usability testing, which is frequently not performed due to the lack of funds, planning, or human factors expertise. Recent studies are beginning to study and compare such techniques in the hopes that they can be utilized when empirical usability testing cannot be implemented. It is the hope of researchers in this area to learn
enough about these 'alternative' techniques' strengths and weaknesses to develop a toolkit that can be offered and utilized by industry. These methods include Heuristic Evaluation (Nielsen & Molich, 1990), the Cognitive Walkthrough (Lewis et al., 1990; Poisson et al., 1992), Think Aloud methods such as Cooperative Evaluation (Wright & Monk, 1991a), and evaluation that utilizes Ergonomic Criteria (Bastien & Scapin, 1991; Scapin, 1990). For Heuristic Evaluation, Nielsen (1992) found that human-factors Experts were the best at finding an interface's usability problems, especially Experts who were also expert in the interface domain. Desurvire, Lawrence & Atwood (1991) found Experts' evaluations were the most reliable, and their best guesses predictions were predictive of laboratory performance. Karat, Campbell & Fiegel (1992) similarly found that heuristic results were reliable and significantly predictive of laboratory data, yet empirical laboratory testing identified four and five times as many problems. Jeffries et al. (1991) found that via Heuristic Evaluation, more severe problems were found than with laboratory testing or via the Cognitive Walkthrough. This comparison study did, however, only utilized Experts in the heuristic condition, and Software Engineers in the Cognitive Walkthrough. We, thus, were interested in learning how predictive the methods were to laboratory results, but by using the same evaluator group types in both the heuristic and cognitive method conditions.

Jeffries et al. (1991) argue that even though their study found Heuristic Evaluation facilitated finding the more serious problems, it required the use of too many experts which is unarguably a rare commodity in most industrial settings. Wright & Monk (1991b) found that utilizing software engineers as evaluators was effective when utilizing the Cooperative Think Aloud method, due to their being able to directly observe the user's interface interactions. Software engineers as evaluators working on their own designs were more effective than those evaluating different designs, but were less effective at predicting user performance. Nielsen & Molich (1989) originally intended Heuristic Evaluation to be utilized by software engineers, as a cost savings measure. Jeffries et al. (1991) claimed that the Cognitive Walkthrough is a viable method for software engineers, because it leads them to the knowledge that users are assumed to have and the actual internal states of the system that are relevant to the user's interaction with it. Yet, in their study they were not, unfortunately, able to gain access to the original software engineers, and were also not able to run the software engineer group through the heuristic method condition. Thus, we were interested in utilizing as our evaluators of both methods, software engineers, human-factors experts, and non-experts.

In addition, we wanted to further investigate the difference between group and individual evaluations. Karat, Campbell & Fiegel (1992) state that "...interaction-enhancing procedures may heighten group productivity" and "...groups do offer the possibility of more accurate judgments than individuals, especially when working on complex tasks". We were interested in looking at differences between individual and group evaluations for the heuristic method, to see if the group interaction process increased the number of predicted problems, and if any inaccurate predictions of problems would be deleted.

In summary, we wanted to set up a study where the methods and type of evaluator expertise would be compared to each other, and compare to empirical laboratory testing data. We were interested in learning not only how predictive each method by group was of laboratory performance, but also what each different category of information each type of evaluator, and each method brought to the evaluation both in terms of what we lost if we did not perform the laboratory tests, and also what we might gain.
2. Method

2.1. Design

The study compares Heuristic Evaluation and the Cognitive Walkthrough evaluation methods to laboratory testing results on a new telephone-based interface. Three evaluator groups were utilized in each method:

- Human-Factors Experts.
- Non-Experts.
- The original system's Software Engineers.

Each evaluator group had three members.

2.2. Laboratory

The study involved a traditional usability test of a telephone-based interface, utilizing a representative sample of 18 users, performing 6 tasks. The users ranged in age from 18 to 25, and approximately equally split by gender. All participants were employed in small businesses, and had experience with one to five telephone accessories such as speed dialing, and call waiting. The experimenter observing the trial noted problems and the corresponding problem severity coded by the Problem Severity Code and the perceived attitude of the user, coded by the Problem Attitude Scale. The experimenter also collected task completion data, error data, time to complete task, and the number of tries to complete the task.

2.2.1. Problem Severity Code (PSC)

This code is a 3-point scale. When a user encountered a problem, the experimenter coded it as follows:

1 = minor annoyance or confusion.
2 = problem caused error.
3 = caused task failure.

2.2.2. Problem Attitude Scale (PAS)

This scale is coded by the experimenter when a user encountered a problem. This scale is meant to reflect the user’s attitude about a problem, as observed by the experimenter. This data is rarely collected, and is often only captured after the experiment in a self-report format. By that time, however, the user has often forgotten some of their frustration with the system. The scale is as follows:

1 = content with the system.
2 = frustrated with the system.
3 = wants to throw the system out the window.

2.3. Evaluators

Three different groups of evaluators were utilized in the Cognitive Walkthrough and the Heuristic Evaluation conditions. We utilized three individuals for every group, based on Nielsen & Molich (1990) and Nielsen’s (1992) recommendations on the best group size. These groups were:

1. Human Factors Experts, who were identified as having advanced educational degrees, and more than 3 years experience in human–computer interaction.
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2. Non-Experts, who had some experience using computer and telephone systems, such as voice mail and word processors, and were similar to those used as participants in the laboratory studies.

3. Software Engineers, who were the original designers of the system under evaluation.

Note that the same Software Engineers were utilized for both the heuristic and cognitive conditions, due to our only having three software engineers on the project. Each evaluator group in both methods was given approximately 3 hours to perform a complete evaluation.

2.4. Materials

The telephone-based interface being evaluated was conveyed to the evaluator groups by paper flow-charts and organized by task. Since in industry, Software Engineers often use flow-charts to design and communicate the system, we decided to utilize this format. Thus, we were avoiding the cost of developing a prototype, early on in the design cycle.

2.5. Alternative Usability Methods

The evaluators studied and learned the system via paper specifications. These specifications were flow charts that were modified to show each task flow separately. The evaluators were allowed to ask questions to clarify any questions they might have.

2.5.1. Cognitive Walkthrough

The Cognitive Walkthrough is an evaluation method that attempts to simulate the human-computer interaction, that is, the interaction between the user and an interface while the user is in the process of performing a task (Lewis et al., 1990; Polson et al., 1992). A series of questions are asked which attempt to facilitate the evaluator to see if the user's goals match the actions which are a result of the interface design. With this, potential problems are named, and predictions of the percentages of users who will have this problem are also generated.

For our evaluation of the Cognitive Walkthrough method, we utilized an automated version of this method developed on the HyperCard software, called the Automated Cognitive Walkthrough (ACW), developed by Rieman et al. (1991). The software was modified to address the specific interface we were studying. The ACW facilitated the organization of the cognitive walkthrough by generating all the appropriate questions and tasks, actions, and goals in the correct order, as well as generating a report of the results at the end.

The ACW facilitated our usage of this method, addressing a common barrier to utilizing the Cognitive Walkthrough which is that it is laborious to complete. Still, since we were only able to get a commitment for half a day from each of our evaluators, and it took approximately that to complete the ACW as we learned from piloting we were only able to collect data on three tasks, as opposed to six we collected in the heuristic method. Therefore, all comparative analysis between methods utilized these three tasks. The results of the additional three set of tasks from the heuristic evaluation not included in the analysis, were not significantly different from those included.

As recommended by the authors of the Cognitive Walkthrough, we utilized groups of evaluators, where three individuals made up one group. Each session was structured by an experimenter, but that was the extent of the experimenters involvement. Each member of the group were first asked the group proceeded through the set of heuristics by individual part, the heuristics they were to be used in our first set of heuristics by:
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The heuristics were used in conjunction with the experts to critically study the interface problems they predicted using the PAS scales (see Sec 2.5.2). The results were taken in the last session and error rates, time, severity, and the use of error rate predictions in the consensus.

What is Gained

The second part of the experiment was to learn if group decision is preferred over individual decision.
the group were first given the paper flow-charts of each of the tasks to study. Then the group proceeded through the ACW. The group named a problem as such if it was agreed upon by 2 out of 3 of the members of the team, and error rates were predicted. From this, we will be able to compare the named problems, and error rates with the Heuristic Evaluation and the laboratory results.

2.5.2. Heuristic Evaluation

Heuristic Evaluation is a method developed by Nielsen & Molich (1989) which utilizes a set of heuristics by which the evaluators must evaluate the interface.

The heuristic condition was set up into two parts, the individual, the group part. In the individual part, the members of the group were given a short lecture on the usability heuristics they were to use for evaluating the interface. The heuristics were the same as those used in our first study, see (Desurvire, Lawrence & Atwood, 1991), and are based on the usability principles from Smith & Mosier's (1986) work:

- Simple and Natural Language.
- Speak User's Language.
- Minimize Memory Load.
- Be Consistent.
- Provide Feedback.
- Provide Clearly Marked Exits.
- Good Error Messages.
- Prevent Errors.
- Provide Shortcuts.
- User Does Not Need Documentation.

The heuristics were clearly and boldly posted in the room where the evaluators took place. The evaluators were then given the set of 6 tasks via the flow charts, and asked to critically study the flow charts utilizing the heuristics. Using the same form as was used by the experimenter in usability tests (see next section), the evaluators named all problems they predicted users might make, then to rate each problem using the PSC and PAS scales (see Section 2.2 for a description). Later on, an experimenter rated each problem as violating a particular heuristic. These were later checked for inter-rater reliability by another experimenter.

'Best Guess' predictions, similar to those made in an earlier study (Desurvire, Lawrence & Atwood, 1991) were made; that is, evaluators were asked to predict the same data as was taken in the laboratory experiments. These included predictions of: task completion and error rates, time to complete the task, the number of tries to complete the task, error severity, and the user's perceived attitude due to a problem. For the Cognitive Walkthrough, error rate predictions were taken, where evaluators had to agree with a two out of three consensus.

The second part of the heuristic experiment allowed the group members to interact in order to learn if group discussion had any effect on the evaluators' answers. Evaluators took turns presenting their named problems, and other group members were encouraged to refute or
agree with the claims. The evaluators then recorded whether they would either delete or add a problem to their list, or change any of their predictions as a result of the interaction.

3. Results

3.1. Evaluation Methods vs. Laboratory

The following tables represent the percentage that each evaluator, by evaluator group, predicted the total number of problems that were found in the laboratory-based usability study. Also shown are those problems that were named by evaluators as potential problems in the laboratory, and suggested improvements to the interface. Those issues named as potential problems that were not possible to occur, and improvements that were not feasible were thrown out of the totals. For this reason and due to overlap, the totals will not add-up to 100 percent.

3.1.1. Named Problems

The Experts heuristically evaluating the interface’s tasks found the highest percentage of problems that actually occurred in the laboratory (44%), followed by the Experts using the Cognitive Walkthrough (28%). The next best at predicting the laboratory problems were the Software Engineers in both methods. The performance of Software Engineers and Non-Experts did not interact with evaluation methods, see Table 1 for details.

The evaluators also listed problems that were categorized as improvements to the interface. Improvement are based on an evaluators’ assumption that it may avoid a user’s potential problem or annoyance. For example, “prompt <x> is too condescending to the user”. Of all the improvements named by all the groups, the Experts using Heuristic Evaluation named the highest percentage at 77%. The other groups named even less (3% to 16%), (see Table 1 for details).

Named problems could also be categorized as those that were not possible in the interface. The Non-Experts in the Heuristic Evaluation condition were the only group to erroneously name these types of problems. A majority, 55%, of the total number of problems they named in the heuristic condition were those that could not occur in the system. When analyzing these named problems, it seems that there was a misinterpretation of the system.

<table>
<thead>
<tr>
<th>Lab Total Number</th>
<th>Did Occur</th>
<th>Potential</th>
<th>Improvements</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>25</td>
<td>29</td>
<td>31</td>
</tr>
<tr>
<td><strong>Heuristic Evaluation</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Experts</td>
<td>44% (11)</td>
<td>31% (9)</td>
<td>77% (24)</td>
</tr>
<tr>
<td>Software Engineers</td>
<td>16% (4)</td>
<td>24% (7)</td>
<td>3% (1)</td>
</tr>
<tr>
<td>Non-Experts</td>
<td>8% (2)</td>
<td>3% (1)</td>
<td>6% (2)</td>
</tr>
<tr>
<td><strong>Cognitive Walkthrough</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Experts</td>
<td>28% (7)</td>
<td>31% (9)</td>
<td>16% (5)</td>
</tr>
<tr>
<td>Software Engineers</td>
<td>16% (4)</td>
<td>21% (6)</td>
<td>3% (1)</td>
</tr>
<tr>
<td>Non-Experts</td>
<td>8% (2)</td>
<td>7% (2)</td>
<td>6% (2)</td>
</tr>
</tbody>
</table>

Table 1: Percentage of Problems Evaluators Found that Did Occur in the Lab, Could Potentially Occur, and Suggested Improvements to the Interface.
Finally, the evaluators also named problems that were determined to be potential problems, but that did not actually occur in the laboratory. For example, these were problems that may have arisen in tasks that were not tested in the laboratory. The Experts in the Heuristic Evaluation condition contributed the most to the total number of problems named by all the groups (31%), similar to the Experts in the Cognitive Walkthrough condition (31%). The Software Engineers had the next highest amount from the Heuristic Evaluation condition, at 25% and found 21% via the cognitive condition.

### 3.1.2. Severity Predictions

Experts were best at predicting problems that caused task failure, especially in the Heuristic Evaluation method, where they named 29%. Experts using the Cognitive Walkthrough found 18%. Software Engineers were next best, with a 12% prediction rate. The Experts were better than the other evaluator groups, at predicting problems of all severity types (see Table 2).
Experts were also better at predicting subjects' attitudes about problems (see Table 3). That is, they were able to predict the most problems where the users had the worst attitude and "wants to throw system out of the window". Software Engineers were somewhat better than Non-Experts in predicting attitude.

### 3.2. 'Best Guess' Predictions

For the Heuristic Evaluation condition, 'best guess' predictions were made. Only some 'best guess' predictions were actually predictive. All groups significantly predicted task completion rates, where Experts underestimated, and Software Engineers and Non-Experts overestimated, slightly (see Table 4). The Software Engineers correctly predicted the average number of tries to complete the tasks, and the other groups overestimated by an average of 1 and 1.5, respectively. All groups were not predictive of the clocked times to complete the tasks.

For the Heuristic Evaluation method, 'best guess' error rates were collected. The Cognitive Walkthrough method collected a similar prediction, where error rate predictions were collected over several actions, that would make up one task. These error rates of actions were averaged to total one error rate per task. In the Heuristic Evaluation condition, all groups predictions were fairly predictive of error rates. For the Cognitive Walkthrough method, only Software Engineers were fairly predictive of error rates, see Table 5.

### 3.3. User-interface Related Categories

The problems named by the evaluators were again sorted, but this time by the aspect of the user-interface it represented. These categories for this telephone-based interface are problems that effect or are effected by the:

- **Keying**: For example "order of key presses was 3,1,2, should be 1,2,3".

![Table 4: Task Completion Rates and Predictions of them](image)

<table>
<thead>
<tr>
<th>Group</th>
<th>Task Completion Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lab</td>
<td>92%</td>
</tr>
<tr>
<td>Experts</td>
<td>83%</td>
</tr>
<tr>
<td>Software Engineers</td>
<td>100%</td>
</tr>
<tr>
<td>Non-Experts</td>
<td>100%</td>
</tr>
</tbody>
</table>

![Table 5: Error Rates and Predictions of them](image)

<table>
<thead>
<tr>
<th>Method</th>
<th>Group</th>
<th>Error Rates</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lab</td>
<td></td>
<td>36%</td>
</tr>
<tr>
<td>Heuristic Evaluation</td>
<td>Experts</td>
<td>42%</td>
</tr>
<tr>
<td></td>
<td>Software Engineers</td>
<td>31%</td>
</tr>
<tr>
<td></td>
<td>Non-Experts</td>
<td>26%</td>
</tr>
<tr>
<td>Cognitive Walkthrough</td>
<td>Experts</td>
<td>94%</td>
</tr>
<tr>
<td></td>
<td>Software Engineers</td>
<td>23%</td>
</tr>
<tr>
<td></td>
<td>Non-Experts</td>
<td>69%</td>
</tr>
</tbody>
</table>

### 3.4. Occurrence

The highest percent were, 'be consistent' and 'minimize memory', the proportion of...
What is Gained and Lost when using Evaluation Methods...

<table>
<thead>
<tr>
<th>Category of Problem</th>
<th>Key</th>
<th>Time</th>
<th>Task</th>
<th>System</th>
<th>Prompt</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lab (53)</td>
<td>5</td>
<td>4</td>
<td>35</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>Heuristic Evaluation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Experts</td>
<td>20%</td>
<td>75%</td>
<td>11%</td>
<td>33%</td>
<td>33%</td>
</tr>
<tr>
<td>Software Engineers</td>
<td>0%</td>
<td>25%</td>
<td>3%</td>
<td>33%</td>
<td>17%</td>
</tr>
<tr>
<td>Non-Experts</td>
<td>20%</td>
<td>0%</td>
<td>6%</td>
<td>33%</td>
<td>0%</td>
</tr>
<tr>
<td>Cognitive Walkthrough</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Experts</td>
<td>0%</td>
<td>50%</td>
<td>12%</td>
<td>0%</td>
<td>33%</td>
</tr>
<tr>
<td>Software Engineers</td>
<td>0%</td>
<td>25%</td>
<td>0%</td>
<td>33%</td>
<td>33%</td>
</tr>
<tr>
<td>Non-Experts</td>
<td>0%</td>
<td>25%</td>
<td>3%</td>
<td>0%</td>
<td>0%</td>
</tr>
</tbody>
</table>

Table 6: Percentage of Problems Predicted, by Category

- **Time**: For example “it took too long to hear the beep”.
- **Task**: For example “if the user dials 2, they’ll never hear the <x> option”.
- **System**: For example “the user should be allowed to also input <x.>, as they may be inclined to, but the system won’t allow it”.
- **Prompts**: For example “The prompt should say ‘thank you’”.

3.3.1. Predictions of Laboratory by Categories

Experts predicted 75% of the time related issues in the Heuristic Evaluation condition, and 50% of them in the Cognitive Walkthrough condition. All groups were able to predict 33% of the system related problems, except for the Cognitive Walkthrough Experts and Non-Experts. The Software Engineers were best at predicting time and system related issues, which is not surprising given their job emphasis. Experts were best at predicting time, system, prompt, and less so, task related issues. Non-Experts were poor at predicting all the categories, except for time issues in the Cognitive Walkthrough (25%), and System issues in the Heuristic Evaluation (33%). See Table 6.

3.3.2. Categories of Problems, by Evaluator Group

When looking at the total named problems of each group, regardless of their prediction of laboratory problems, there were some trends of focus each of the groups. Of note, in Heuristic Evaluation, Experts named the majority of their total problems in the prompt category, 68%. Software Engineers focused their problem set in the prompt and system related issues (58% and 25% respectively). Non-Experts named the majority of their problems in the task category. Of note in the Cognitive Walkthrough method, Experts named the majority of their problem sets in the prompt and keying categories (36% and 27% respectively). Software Engineers in the task and prompt categories (38% and 33%), and the Non-Experts again focused on task related issues (50%).

3.4. Occurrence of the Heuristics

The highest percentage of heuristics that were violated in the laboratory over all 6 tasks were, ‘be consistent’ (25%), and ‘provide feedback’ (27%), and to a lesser degree, ‘minimize memory load’ (17%) and ‘prevent errors’ (11%). For the heuristic condition, the proportion of each groups’ named problems on the same tasks was looked at in order
to study differences of focus between the groups. Experts named the highest percentage of their problems as violating ‘provide feedback’ (37%), while Software Engineers found mostly violations of ‘prevent errors’ (43%). The Non-Experts were found to focus on both heuristics focused on by the other two groups; the majority of the problems was split between violations of the heuristic ‘provide feedback’ (26%) and ‘prevent errors’ (26%).

We found the our lowest occurrence of heuristics by groups to be the same as Nielsen (1992) found, ‘good error messages’ and ‘clearly marked exits’, where rates were only 0% to 1%. We additionally had a low occurrence rate of naming the ‘be consistent’ heuristic (2%), while in the laboratory, 25% of the problems violated this heuristic. Contrary to Nielsen’s finding of a low occurrence rate of ‘prevent errors’, we found a high occurrence rate. These findings make it an important recommendation to those using this method to emphasize these heuristics to evaluators.

3.5. Effects of the Group Interaction on the Productivity and Accuracy of Problems Named by the Evaluators

The effect of group social interaction has been viewed by many as having an enhancing effect due to its influencing more accurate judgments and heightened productivity (Hackman & Morris, 1989; Karat, Campbell & Fiege, 1992). This was tested in the Heuristic Evaluation group, where all 6 tasks were analyzed. Members of the group were asked to list the problems they named to the other members, who were encouraged to refute or agree with them. For testing accuracy of judgments, only the Non-Experts and Software Engineers were used since these were the only groups who named erroneous problems. The Non-Experts reduced these erroneous problems by 2% via group discussion, and the Software Engineers did not reduce their list of erroneous problems as a result of the group discussion. On the other hand, there is some evidence that there was a facilitation of productivity, where Experts added 16% to their total number of problems, and Non-Experts added 15%. The Software Engineers did not delete or add any problems as a result of the group interaction.

4. Discussion

Since usability testing in industry cannot always be performed, due to limited resources, its use must be timed for the most beneficial and efficacious period in the design cycle of a product. Because of this, researchers have evolved ‘alternative’ methods for studying the usability of a product. It is generally agreed that usability testing in both field and laboratory, is far above the best method for acquiring data on usability; however, when resources are tight, quicker and ‘dirtier’ methods are helpful if they provide useful information. This study, and those like it, attempt to determine what information they provide is useful, in what context, what other types of information are we getting, and how much can we trust the information we are getting. With this in mind, we presented the comparison of two evaluation methods, using various evaluators as they compare to the benchmark of laboratory results.

This study indicates that Heuristic Evaluation is a better method than the Cognitive Walkthrough for predicting specific problems that actually occur in the laboratory, especially

---

1 We utilized the same heuristics as Nielsen (1992; Nielsen & Molich, 1989; Nielsen & Molich, 1990) utilized, except for the additional heuristic ‘user does not need documentation’.

What is Gain for Experts. Furthermore, problems observed almost twice as often in the laboratory, than in the heuristic walkthrough. This supports the idea of a more conservative and more liberal in their predictions.

Heuristic Evaluation improvements in the Cognitive Walkthrough. The addition of a more dimension.

When looking at the data, Experts are good at finding problems, but are good at finding prompt, task, and prompt problems. The Non-Experts are focused on the keying problems.

Experts focused on the keying problems, while the Non-Experts focused on the non-keying problems.

Experts focused on the non-keying problems, while the Non-Experts focused on the keying problems.

Experts were the ones who were more focused on the non-keying problems. Interestingly, Non-Experts were the ones focused on the keying problems.

The effect of factors on the results. After evaluating the data, we argue their producing more results that are more significant.
for Experts. However, Experts using Heuristic Evaluation identified only 44% of the problems observed in the laboratory. Experts in the Heuristic Evaluation condition named almost twice as many problems that caused task failure or were of minor annoyance in the laboratory, than Experts in the cognitive condition. The Cognitive Walkthrough, however, facilitated more predictive error rate predictions for Software Engineers, than for Experts and Non-Experts within that method. 'Best guess' predictions of task completion, made in Heuristic Evaluation were equally predictive across all evaluator types. This is contrary to Desurvire, Lawrence & Atwood's (1991) results where only Experts were reliable and significantly predictive of both error and task completion rates. Interestingly, Experts were more conservative than the other groups with these predictions in Heuristic Evaluation, and more liberal in the Cognitive Walkthrough. This may due to the difference in calculating these predictions under each method.

Heuristic Evaluation seems to facilitate the identification of potential problems and improvements that go beyond the scope of the tasks, more so than the Cognitive Walkthrough. This may be due to the heuristic method 'reminding' Experts to analyze more dimensions of the interface than does the Cognitive Walkthrough.

When looking at categories of the user-interface in the Cognitive Walkthrough evaluation, Experts are good at predicting time, task and prompt related problems. Software Engineers are good at naming system, time, and prompt related problems. Non-Experts are only good at finding time related problems. In Heuristic Evaluation, Experts are good at time, prompt, task, and system related problems. Software Engineers are good at system, time, and prompt problems, and Non-Experts are best at system and keying problems. In fact, the Non-Experts in the cognitive condition were the only group that was good at naming keying problems.

Experts focused on problems that violate the heuristic, 'provide feedback', where they are more focused on the user's interaction with the system than the Software Engineers who were more focused on violations of 'preventing errors' due to their system focus. Interestingly, Non-Experts equally named as many problems as 'providing feedback' and 'preventing errors'.

Experts were the best at predicting laboratory problems that caused task failure, errors, and caused confusion in the users. The Experts were better in the heuristic condition than in the Cognitive Walkthrough, and there were no differences between methods for the Software Engineers and the Non-Experts. Experts were also best at predicting the user's attitude as a result of a problem in the laboratory. In fact, they predicted all categories well, especially those problems that caused the user to want to 'throw the system out the window'. Again, Experts' predictions were better in the heuristic condition. Software Engineers and Non-Experts, on the contrary, were better predictors of problems that caused frustrations with the system in the cognitive condition.

The effect of facilitating group discussion in the heuristic condition showed some interesting results. After evaluators individually evaluated the system, they were encouraged to discuss and argue their findings with the other group members. There was some evidence of producing more problems via the group interaction process. Software Engineers were not affected by the group interactions.
We have learned that the Cognitive Walkthrough and Heuristic Evaluations produce differing results, which is sometimes dependent on the type of evaluator. It is evident that each method had its strengths and weaknesses. It would be interesting to also learn if the process of performing either method teaches evaluation skills that could be applied later. For example, if proceeding through the Cognitive Walkthrough gives an evaluator such as a Non-Expert some knowledge of the human-computer interaction conceptual model, it might facilitate the Heuristic Evaluation. Also, does Heuristic Evaluation teach an evaluator group usability knowledge that will boost evaluation results on the Cognitive Walkthrough?

Very little usability research includes field research comparisons to either laboratory data, or alternative evaluation method data. Just as alternative evaluation techniques fall short of laboratory studies, we might find that laboratory studies fall short of field results, where 'real' usability can be measured. We argue that although laboratory research is important for creating a controlled environment for clean results, field data is important in usability research, for gaining a realistic environment, which is not as possible in the laboratory. Our next phase of research will include field research. It will be interesting to compare our results to field data, for determining whether different types of expertise or method are more predictive of field data than laboratory data. It will also be valuable to perform a cost/benefit analysis (Karat, 1990), and to study other alternative usability methods such as Co-Operative Evaluation (Wright, Monk & Carey, 1991) and utilizing Bastien & Scapin's (1991; Scapin, 1990) Ergonomic Criteria for evaluations.

This study has shown that evaluation methods can identify a number of interface problems, and these methods are particularly useful by Experts. While they cannot replace expert knowledge nor eliminate actual laboratory testing, they have the potential to significantly reduce the time and cost for evaluation and the severity of problems that occur in the prototyping stage.

While this study provides information on the relative value of alternative evaluation techniques, it also provides important information on their absolute value. At best, these methods provide only 44% of the problems seen in a laboratory based usability study. We believe this to be the most valuable finding. Alternative evaluation techniques identify some problems, but they fall short of empirical usability studies.
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