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Abstract
We examine the possibility that self-interest, typically thought to undermine social welfare, might reduce in-group bias. We compared the dictator game (DG), where participants unilaterally divide money between themselves and a recipient, and the ultimatum game (UG), where the recipient can reject these offers. Unlike the DG, there is a self-interested motive for UG giving: If participants expect the rejection of unfair offers, they have a monetary incentive to be fair even to out-group members. Thus, we predicted substantial bias in the DG but little bias in the UG. We tested this hypothesis in two studies \( (N = 3,546) \) employing a \( 2 \text{(in-group/out-group, based on abortion position)} \times 2 \text{(DG/UG) design}. \) We observed the predicted significant group by game interaction, such that the substantial in-group favoritism observed in the DG was almost entirely eliminated in the UG: Giving the recipient bargaining power reduced the premium offered to in-group members by 77.5%.
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In-group bias is a central feature of human behavior with widespread negative consequences for both individuals and society (Fiske, 2002). These pressing social issues have generated a copious body of research on discrimination and bias reduction (Cikara & Van Bavel, 2014; Everett, Faber, & Crockett, 2015; Galinsky & Moskowitz, 2000; Milkman, Akinola, & Chugh, 2012; Pedersen, Walker, & Wise, 2005; Stephan, 1999; Wilder, 1986), most frequently via attempts to affect attitude change. However, these efforts have not been particularly successful (for review, see Paluck & Green, 2009). One reason could be because intergroup attitudes are only modest predictors of intergroup discrimination (Greenwald, Poehlman, Uhlmann, & Banaji, 2009; Oswald, Mitchell, Blanton, Jaccard, & Tetlock, 2013; Wicker, 1969). Here we suggest that sidestepping attitudes and examining the contexts within which actual acts of bias occur can be a fruitful strategy. Specifically, we focus on a special class of cases in which self-interest, a force typically thought to undermine social welfare, can actually reduce the behaviors associated with in-group bias.

In-Group Bias in Monetary Division Tasks
There is a long precedent in social psychology and related fields of focusing on behaviors that favor the in-group and discriminate against the out-group, ranging from complex sociological recreations (Sherif, 1961; Zimbardo, 1971) to field experiments (Bertrand & Mullainathan, 2004; Gaertner & Dovidio, 1986; Paluck, 2011) and controlled laboratory paradigms (Dunham & Emory, 2014; Locksley, Ortiz, & Hepburn, 1980; Tajfel, Billig, Bundy, & Flament, 1971). Here we focus on work utilizing the latter methodology, specifically experiments using monetary divisions. A number of such studies have shown clear evidence for in-group bias, whereby people tend to allocate more money to members of their own group (for recent meta-analyses, see Balliet, Wu, & De Dreu, 2014; Lane, 2016).

Seminal work from Tajfel, Billig, Bundy, and Flament (1971), for example, found that participants randomized into “minimal” groups based on supposed preference for different...
paintings consistently chose monetary divisions that either maximized the absolute earnings of the in-group or maximized the in-group’s earnings relative to the out-group (even though doing so reduced the in-group’s absolute earnings). To explain this bias, Tajfel et al. (1971) proposed social identity theory, whereby people elevate the status of their group in order to increase their own self-image. Another series of classic studies, summarized in Yamagishi, Jin, and Kiyonari (1999), showed boundary conditions of this minimal group effect whereby bias in allocations disappeared when the recipients did not know the allocator’s group identity. The authors argued that minimal group bias was driven by an exchange heuristic whereby participants expect to be favorably treated by other members of their own group, rather than by an actual preference for the in-group (in contrast to social identity theory).

More recent work has examined in-group bias in the context of allocating money between the participant themselves and a member of the in-group versus out-group (i.e., the “dictator game” [DG]; Forsythe, Horowitz, Savin, & Sefton, 1994). In the DG, participants decide how to split a sum of money between themselves and a recipient; once the decision has been made, the recipient has no choice but to accept this split. This design adds an element not present in more classic allocation tasks, as the desire to benefit a member of the in-group versus out-group is now pitted against the desire to benefit oneself.

Research using minimal group paradigms shows that people give away more money when the recipient is a randomly assigned in-group member compared to an out-group member (Liebe & Tutic, 2010; McAuliffe & Dunham, 2016; Yamagishi & Mifune, 2008). A recent study by Everett, Faber, and Crockett (2015) demonstrated the robustness of this effect, finding that participants made more prosocial choices for in-group members regardless of whether the decision was public or private and whether it was framed in terms of gains or losses.

Further evidence of in-group bias in the DG has been demonstrated with more salient groups engaged in real-world conflict. For example, Fershtman and Gneezy (2001) found bias between different Israeli ethnic groups, which they argued to be the result of (mistaken) out-group ethnic stereotypes. Similarly, Whitt and Wilson (2007) showed offers reflecting in-group bias between Muslims, Croats, and Serbs in postwar Bosnia-Herzegovina. And several studies have demonstrated bias in DG offers among Americans based on political affiliation (Ben-Ner, McCall, Stephane, & Wang, 2009; Dunham, Arechar, & Rand, 2016; Fowler & Kam, 2007; Rand et al., 2009).

**Self-Interested Motivations for Giving**

While prior work provides ample evidence of in-group bias in the context of monetary divisions—both third-party allocations and DG giving—these are unilateral divisions in which subjects are free to enact whatever preferences they might have. Subjects are not required to take into account the receiver’s preferences or actions, as the receiver must accept whatever offer is made. Thus, there is no self-interested motive to give, and the subject is free to act as they choose.

There are, however, other monetary division tasks in which the receiver is not just a passive recipient. The most widely used is the ultimatum game (UG; Güth, Schmittberger, & Schwarze, 1982). In the UG, as in the DG, an individual makes a decision of how to split a sum of money. However, here the recipient can accept the split (such that both individuals receive their respective amounts), or they can reject it (in which case neither player receives anything). Thus, unlike in the DG, the desire to avoid rejection creates a self-interested motivation for subjects to give money in the UG: If the receiver will reject unfair offers, it is payoff maximizing for subjects to be fair.

Supporting this logic, a large body of evidence suggests that fair offers in the UG are motivated largely by self-interest, with recipients often rejecting low offers and senders correctly predicting this fact (for reviews, see Camerer & Thaler, 1995; Thaler, 1988). For example, Suleiman (1996) and Handgraaf, Van Dijk, Vermunt, Wilke, and De Dreu (2008) considered a modified version of the UG where the receiver’s power was varied, such that rejection destroyed only a specified fraction of both player’s earnings. They found that as the fraction destroyed increased (i.e., as the recipient’s power grew), senders increasingly made fair offers—showing an attention to the recipient’s ability to reject and thus a strategic motive for behaving fairly.

In another study conducted over several countries (Israel, Japan, the United States, and Yugoslavia), researchers decreased the ability for recipients to reject offers by creating competition (Roth, Prasnikar, Okuno-Fujiwara, & Zamir, 1991). In this market-like game, nine recipients formed a market and bid on the lowest possible offer they would accept. A single sender then selected the best (lowest) demand from the group and sent them their proposed amount—resulting in offers much lower (10%) than those found in common UGs (~30%). Furthermore, the authors found that in all cases, the most common offer was the offer that was payoff maximizing given the behavior of the recipients—implicating strategic motives. Moreover, Abbink et al. (2000) had multiple senders compete for a single recipient and found the inverse effect such that senders offered over 60% on average, in the hopes of having their offer selected.

Finally, Wells and Rand (2013) designed a variant of the UG in which the receiver always received a constant sum (equal to the full endowment) irrespective of their choice, effectively removing any prosocial motive from the sender’s decision—the only reason to give a nonzero offer is to avoid rejection. Critically, only the sender was aware of this feature, and thus the recipient would assume that the division was still relevant to their earnings (and would behave in the same way as a receiver in the standard UG). Senders were just as likely to make fair offers in this modified version as in the standard UG, despite the lack of prosocial motivation—suggesting that in the standard UG, strategic motives play a central role in fair offers.

**The Present Work**

Here, we investigated the power of self-interest to mitigate in-group bias by comparing favoritism in offers made in the DG
versus the UG. Little attention has been paid to in-group bias in UG offers to date—prior work on the impact of group membership on the UG has focused on recipient behavior, rather than proposer offers. One such example comes from Kubota, Li, Bar-David, Banaji, and Phelps (2013), who showed that recipients perceived low out-group offers as more hostile, and therefore rejected such offers more frequently compared to low in-group offers. Valenzuela and Srivastava (2012) found that recipients were more likely to accept both fair and unfair in-group offers compared to out-group offers. Mendoza, Lane, and Amodio (2014), conversely, found no group differences in recipients’ acceptance of overtly fair or unfair offers but did find that recipients were more likely to reject marginally unfair offers from the in-group. Because these studies did not examine offers, it is unclear whether offers reflect tacit knowledge of these intergroup dynamics. One relevant study of proposers is Fershtman and Gneezy (2001), who found higher UG offers for members of groups that were seen as more insular and from “tough” honor-based societies, presumably because in such cases low offers could be perceived as an insult and spur rejection, but the link between these findings and intergroup bargaining remains unclear.

These findings motivate the following predictions: (1) in the DG, where recipients cannot penalize low offers, proposers matched with in-group recipients will give more than proposers matched with out-group members (i.e., in-group bias will be exhibited) and (2) proposers in the UG, tacitly understanding that low offers are at risk of rejection (regardless of the recipient’s group membership), will make similar offers whether matched with in-group or out-group recipients—thus overriding in-group bias in order to avoid rejection.

Study 1

Method

Participants

U.S. residents (N = 968, 38.0% female, mean age 29.7 years) were recruited through Amazon Mechanical Turk (Horton, Rand, & Zeckhauser, 2011). Following standard practice in our lab for online studies, we aimed to recruit 250 participants per cell, to achieve a minimum of 200 participants per cell after excluding noncomprehenders. Due to the ease of collecting on Amazon Mechanical Turk and ongoing concerns about the replicability of psychological results, we also tested the robustness of our results by doubling the sample after the completion of the first collection (second collection: N = 1,000, 41.4% female, mean age 30.4 years). We focus on results for the full (doubled) sample but also report results broken down by collection.

Design

We used a 2 (in-group vs. out-group) × 2 (DG vs. UG) between-participants design. Abortion position was used as our group manipulation. Past work has shown that such political/ideological divisions can be highly polarizing and elicit similar levels of bias for both liberal and conservative individuals (Brandt, Reyna, Chambers, Crawford, & Wetherell, 2014; Wetherell, Brandt, & Reyna, 2013). Participants first provided demographics (age, race, gender, political, and abortion position: “pro-choice” or “pro-life”). They were then randomly assigned to read instructions for the DG or UG, followed by comprehension questions. Only comprehending participants (66% in the UG and 89% in the DG) were included in our analysis (imbalance in comprehension rates is addressed in Study 2). Next, participants were shown their partner’s abortion position (randomized to be the same or opposite of the participant’s) and told that the recipient was informed of their own position. Participants then chose how to split 40 cents with the partner. On the next screen, UG participants were asked to predict the minimum offer their recipient would have accepted (“minimal acceptable offer” [MAO]).

Compensation in Study 1 was determined as follows. After making their Role A decision (and predicting their partner’s MAO in the UG condition), participants were taken to a new screen where they were told that they would play the same game again with a new partner, this time in Role B. Thus, each participant played the game twice (once in each role), and after all data had been collected, participants were matched based on abortion position and experimental condition and paid for both games they played. Because group condition was randomly assigned, half of people were told their partner was pro-choice and the other half pro-life; however, there were in fact more pro-choice participants (N = 1,516) than pro-life participants (N = 452). As a result, some subset of participants was not able to actually be matched with a partner who fit the description they were shown. In these cases, participants were sent a message stating that there had been an error in the matching algorithm and were paid the maximum bonus. Participants had no knowledge of the existence of the second decision while they were in Role A (the choices we actually analyzed), and thus there is no risk of this matching procedure affecting our results.

Results

As predicted, group bias was evident in the DG, but not in the UG. An analysis of variance (ANOVA) revealed significant main effects of game, F(1, 1522) = 62.48, p < .0001, with higher offers made in the UG (M = .445, standard deviation [SD] = .125) than the DG (M = .369, SD = .225), and group, F(1, 1522) = 10.51, p = .001, with higher offers made to in-group (M = .419, SD = .178) than out-group (M = .383, SD = .204) as well as the predicted Game × Group interaction, F(1, 1522) = 5.63, p = .018; effect size = 4.6 percentage points (Figure 1a).

Decomposing this interaction showed that while there was significant in-group favoritism in the DG, t(865) = −3.59, p = .0004 (in-group offers, M = .396, SD = .215; out-group offers, M = .341, SD = .232; effect size: 5.5 percentage points), this bias was almost entirely eliminated in the
UG, $t(654) = -0.86, p = .393$ (in-group offers, $M = .449, SD = .11$; out-group offers, $M = .440, SD = .14$; effect size = 0.8 percentage points).

Breaking this analysis down by collection (Figure 1b and c), we see a qualitatively similar pattern, with the difference between offers to in-group and out-group being bigger in the DG than the UG. However, the Game × Group interaction was only significant in Collection 1, $F(1, 750) = 6.88, p = .0089$, and not in Collection 2, $F(1, 771) = .52, p = .471$. At the same time, the three-way interaction between game, group, and collection was not significant, $F(1, 1522) = 2.11, p = .147$, indicating that the size of the Game × Group interaction did not differ significantly between collections (and that collapsing across collections was appropriate).

Evidence that this reduction in bias was driven by the desire to avoid rejection in the UG comes from two sources. First, we found a substantial positive correlation between participants’ offers and their expectations about the minimum offer their recipient would accept, $r(654) = .38, p < .001$, as one would expect based on strategic reasoning. Second, expectations about the recipient’s MAO did not significantly differ between in-group and out-group recipients, $t(652) = -0.967, p > .3$ (in-group, $M = .353, SD = .144$; out-group, $M = .342, SD = .151$; effect size = 1.1 percentage points; Figure 2). Thus, participants expected that they would need to make fair offers, regardless of the recipient’s group, and (as is rational on the basis of this expectation) then actually made equivalent offers to in-group and out-group recipients.

**Study 2**

Study 2 differed from Study 1 in two ways. First, in Study 2, the recipient was described in more detail (beyond just abortion position), providing a more subtle manipulation of group affiliation. Second, the unbalanced comprehension rates between games were addressed; this imbalance occurred because there was a higher rate of comprehension check failure in the more complicated UG. To address this, after completing the UG or DG (depending on condition), participants read the instructions for the other game and answered the associated
comprehension questions. Only participants answering both sets of questions correctly were included in our analyses, resulting in a better balance in comprehension between games (UG: 51%, DG: 59%; these rates of comprehension are in line with what is typically observed in economic games run through Amazon Mechanical Turk [e.g., Rand, Greene, and Nowak, 2012]). Expecting a higher rate of comprehension failure compared to Study 1, we aimed to recruit 400 participants per cell for Study 2.

Method

Participants

We recruited $N = 1,578$ U.S. residents (43.5% female, mean age = 31.5 years) through Amazon Mechanical Turk. As before we used a 2 (in-group vs. out-group) $\times$ 2 (DG vs. UG) design.

Design

Group assignment. The procedure was identical to Study 1 through the first set of comprehension questions, after which participants were told to confirm their own demographic information before it was shared. Next, participants were told that their partner was 21–30 years old, English-speaking, male, Caucasian, and had a bachelor’s degree; then, based on condition, was either (i) a Christian, pro-life, conservative or (ii) an atheist, pro-choice, liberal. As before, group affiliation was based on abortion position. Pro-life participants in the in-group condition and pro-choice participants in the out-group condition saw (i); pro-life participants in the out-group condition and pro-choice participants in the in-group condition saw (ii). These “richer” Player B descriptions were intended to minimize the threat of task demands by making it less obvious what group membership was being manipulated and to increase participants’ credulity about the existence of an actual partner.

Game. The instructions for both the UG and DG were identical to those used in Study 1, except that participants had 100 cents to divide rather than 40 cents. After completing either the DG or UG, participants completed the comprehension questions for the other game.

For compensation in Study 2, we again had participants make Role B decisions after completing Role A. We avoided the matching issue experienced in Study 1 by modifying the procedure in two ways: When making their Role B decision (again, after making the key Role A decision), participants were (i) told that they might play the second game multiple times with different partners or might not actually play the second game at all and (ii) for this decision, they were only informed that their partner was “a worker on MTurk” (rather than giving specific information about the partner’s abortion position, demographics, etc.)—thus avoiding the need to match on these characteristics for Role A players. We then identified the Role B decisions for some subset of participants who matched the partner description given to Role A players: 21- to 30-year-old English-speaking male Caucasians with a bachelor’s degree who were either (i) Christian, pro-life, and conservative or (ii) atheist, pro-choice, and liberal. This subset was then used as the Role B players for all Role A players (i.e., they played the game many times, being paid for each, while the nonmatching people were not paid at all for the Role B game). Again, participants had no knowledge of the existence of the second decision or matching scheme while making the Role A choices analyzed in this article.

Results

Study 2 replicated the results of Study 1. An ANOVA revealed a significant main effect of game, $F(1, 871) = 20.64, p < .0001$, with higher offers made in the UG ($M = .441$, $SD = .12$) than the DG ($M = .387$, $SD = .196$) and group, $F(1, 871) = 14.05, p = .0002$, with higher offers made to in-group recipients ($M = .436$, $SD = .144$) than to out-group recipients ($M = .387$, $SD = .187$), as well as the predicted Game $\times$ Group interaction, $F(1, 871) = 4.16, p = .042$; effect size = 4.6 percentage points (Figure 3).

As in Study 1, decomposing the Game $\times$ Group interaction showed that while there was significant in-group favoritism in the DG, $t(486) = -3.715, p = .0002$ (in-group offers, $M = .422$, $SD = .163$; out-group offers, $M = .357$, $SD = .216$; effect size = 6.5 percentage points), this bias was mitigated in the UG, $t(382) = -1.579, p = .115$ (in-group offers, $M = .451$, $SD = .118$; out-group offers, $M = .431$, $SD = .122$; effect size = 1.9 percentage points). Furthermore, as in Study 1, participants’ expectations about recipients’ MAO were positively correlated with offers, $r(384) = .41, p < .001$, and did not significantly differ between recipients’ group affiliation, $t(382) = 1.27, p > .2$ (expected demand from in-group, $M = .322$, $SD = .157$; from out-group, $M = .343$, $SD = .164$; effect size = 2.1 percentage points; Figure 4). Thus, in Study 2, as in Study 1, participants expected that they would
need to make fair offers in order to avoid rejection, regardless of their partner’s group affiliation.

Finally, we consider Study 2’s presentation of information beyond just that which we manipulated for group identity (religion, political affiliation, and abortion position). This extra information (i.e., gender, race, age, language, and education) was added to create a more realistic partner description. However, adding this additional content could dilute our group manipulation effect by providing additional dimensions of similarity or difference between the participant and recipient beyond abortion position. For example, a participant who is pro-life and white in the out-group condition could be matched with a recipient who was pro-choice and white and is therefore out-group along the abortion dimension but in-group along the race dimension. To explore the possibility of dilution in such cases, we constrained our analysis to just those n = 88 participants who matched all the nonvarying features (gender, race, age, language, and education) of the presented recipient, and so who represent the cleanest test of our hypothesis. We continued to find the predicted Game × Group interaction, F(1, 87) = 4.24, p = .043; effect size = 11.7 percentage points, reflecting in-group favoritism in the DG, t(48) = −2.368, p = .022 (in-group offers, M = .431, SD = .119; out-group offers, M = .3, SD = .232; effect size = 13.1 percentage points), but not in the UG, t(36) = 0.398, p = .693 (in-group offers, M = .45, SD = .111; out-group offers, M = .464, SD = .099; effect size = 1.4 percentage points). Indeed, in this context, the raw effect sizes suggest an even more substantial effect of game on group bias, providing further support for our hypothesis.

Aggregated Results

Finally, given the similarity in design of both studies, we aggregated data from both to provide a higher powered test of our focal hypotheses. This analysis produced even starker results. In addition to main effects of game, F(1, 2394) = 80.99, p < .0001, and group, F(1, 2394) = 26.48, p < .0001, an ANOVA on the aggregated data found that the predicted Game × Group interaction was highly significant, F(1, 2394) = 8.93, p = .0028; effect size = 4.5 percentage points, such that while there was significant in-group favoritism in the DG, t(1,353) = −4.95, p < .0001 (in-group offers, M = .405 SD = .199; out-group offers, M = .347 SD = .226; effect size = 5.7 percentage points), this bias was mitigated in the UG, t(1,038) = −1.63, p = .103 (in-group offers, M = .45 SD = .113; out-group offers, M = .437 SD = .134; effect size = 1.3 percentage points). Thus, we find over the course of two studies and 3,546 participants that adding a strategic self-interest motive for fair offers (by giving the recipient bargaining power in the UG) reduced the premium offered to in-group members by 77.5%. Furthermore, as shown in the Supplemental Material, this effect was robust to including noncomprehenders, controlling for demographics, and constraining to participants who believed their recipient was real, and did not differ in size between pro-life and pro-choice participants.

Discussion

Here we have provided evidence that self-interest has the potential to override in-group bias based on a salient and highly charged real-world grouping (abortion stance). In the DG, where participants had the power to offer whatever they liked, we saw clear evidence of behavior favoring in-group members. In the UG, where the recipient could reject the offer, acting on such biases had the potential to severely reduce earnings. Participants anticipated this, as shown by their expectations of partner behavior, and made fair offers to both in-group and out-group participants.

Traditionally, self-interest is considered a negative force in intergroup relations. For example, an individual might give free reign to a preference for interacting with similar others, and even be willing to pay a cost to satisfy those preferences, resulting in what has been called “taste-based” discrimination (Becker, 1957). Although we do not deny that such discrimination can (and often does) occur, we suggest that in the right context, the costs it can impose serve as a disincentive. In particular, when strategic concerns are heightened, as they are in multilateral interactions where the parties must come to an agreement and failing to do so is both salient and costly (such as the UG), self-interest has the opportunity to mitigate biased behavior. Here, we provide one example of such a situation: We find that participants successfully withheld bias in the UG, making equally fair offers to both in-group and out-group recipients. When such strategic concerns are removed, as in the DG, the same pool of participants showed clear evidence of in-group favoritism in offers. It is also important to note that this strategic element, which is central for UG offers, does not exist for UG responder behavior, where bias has been observed previously (Kubota, Li, Bar-David, Banaji, & Phelps, 2013; Mendoza, Lane, & Amodio, 2014), because once the offer has been made, respondents can no longer influence offers. Indeed, regardless of what one is offered, rational self-interest never favors rejecting in the one-shot UG.
Thus, we observed a reduction in biased behavior in the UG when we introduced a self-interested reason to behave fairly, despite the desire to act in a biased way implied by the DG data. Importantly, although we provide evidence that incentivizing self-interest can mitigate in-group bias, we do not claim to have changed biased opinions. Indeed, given the relatively weak link between prejudicial attitudes and discriminatory behavior (Paluck & Green, 2009), our goal was to find a means to shift behavior without appealing to attitudes or directly attempting to foster attitude change. However, it is possible that over the long run, selfish incentives to act prosocially toward out-group members can actually reduce intergroup bias. This is because strategically induced changes in behavior can lead to substantial changes in internalized attitudes (Peysakhovich & Rand, 2016; Stagnaro, Arechar, & Rand, 2017), as it is adaptive to adjust one’s default response (or “social heuristic”; Rand, 2016) to match behavior that is typically optimal (Bear, Kagan, & Rand, 2017; Bear & Rand, 2016).

By focusing on the nature of the intergroup interaction, and in particular whether it involves unilateral action or bilateral coordination, our work also highlights the need for continued focus on the specific structural features that characterize intergroup interactions. When control of outcomes is distributed, rather than residing wholly in one individual’s hands, the costs associated with engaging in discrimination—and the extent to which it actually appears, at least in our data—are radically changed. This observation can be connected to classic theories of intergroup relations. For example, the need to, in essence, “reach a deal” that characterizes the UG may operate as a form of superordinate or common goal, which has been identified as a promising means of reducing prejudice in threat-based (Stephan & Stephan, 2000) as well as contact-based (Pettigrew & Tropp, 2005) approaches. However, in the present case, the goal motivating each individual is to reach a deal that maximizes their own individual profit. This differs from the standard approach in prejudice reduction, in which both individuals pursue the same goal, the fulfillment of which will benefit both individuals (e.g., to solve a puzzle together, earning a reward).

Similarly, some past research has focused on the role of status differences in producing prejudice and discrimination. For example, contact-based approaches highlight the need for contact to occur under conditions of equal status (Pettigrew & Tropp, 2005), and status differences themselves are robustly associated with greater prejudice (Bettencourt, Charlton, Dorr, & Hume, 2001). Although it is not typically conceptualized as such in the economic literature, the difference between DG and UG can be likened to a difference in status or power (Handgraaf, Van Dijk, Vermunt, Wilke, & De Dreu, 2008): In the DG, one player solely determines the outcome, while in the UG, the outcome is determined via an interaction of both players’ behavior. As we discussed above, this interdependence highlights self-interested strategic concerns in a way that mitigates the free expression of prejudice.

Interestingly, recent developmental work (McAuliffe & Dunham, 2017) suggests that the pattern observed here might have deep roots in ontogeny: Children in randomly assigned novel social groups indicated a desire to preferentially interact with in-group members (through playmate preference) but did not show any evidence of biased offers in a modified, child-friendly UG (despite evidence that they do show such bias in the context of DGs, e.g., Benozio & Diesendruck, 2015). Thus, mitigating bias by invoking self-interest may not require extensive experience with bilateral bargaining.

In sum, we provide evidence that self-interest, typically seen as negatively impacting social outcomes including discrimination, can, at least in some circumstances, be harnessed for good: By placing our preferences for the group second to the goals of the self, strategic interactions may force us to be fair even to those whom we dislike. Although this logic will certainly not extend to all situations in which discrimination is present, our results suggest that strategic incentives may sometimes be a useful tool for those aiming to reduce bias.
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