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Abstract—An ability to understand social systems through the aid of computational tools is central to the emerging field of Computational Social Systems. Such understanding can answer epistemological questions on human behavior in a data-driven manner, and provide prescriptive guidelines for persuading humans to undertake certain actions in real world social scenarios. The growing number of works in this sub-field has the potential to impact multiple walks of human life including health, wellness, productivity, mobility, transportation, education, shopping, and sustenance.

The contribution of this paper is two-fold. First, we provide a functional survey of recent advances in sensing, understanding, and shaping human behavior, focusing on real world behavior of users as measured using passive sensors. Second, we present a case study on how trust, an important building block of computational social systems, can be quantified, sensed, and applied to shape human behavior. Our findings suggest that: 1) trust can be operationalized and predicted via computational methods (passive sensing and network-analysis), and 2) trust has a significant impact on social persuasion; in fact, it was found to be significantly more effective than the closeness of ties in determining the amount of behavior change.
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1 INTRODUCTION

An ability to understand social systems through the aid of computational tools is central to the emerging field of Computational Social Systems. This paper discusses the recent advances in computational approaches to sense, understand and shape human behavior. We consider this topic to be of utmost importance because: 1) it can answer epistemological questions on human behavior in a data-driven manner, and 2) provide prescriptive guidelines for persuading humans to undertake certain actions in the real world social scenarios. The growth spurt in this sub-field has the potential to impact multiple walks of human life including health, wellness, productivity, mobility, transportation, education, shopping, and sustenance.

For example, computational tools can be used to understand the spread of diseases in social networks and devise mechanisms to curtail it. Similarly a data-driven approach can be used to understand which users have the highest persuasive ability in a community and incentivize them to promote healthier lifestyles.

The first aim of this paper is to provide a functional (and not exhaustive) survey of recent advances in sensing, understanding, and shaping human behavior. This work broadens the existing literature by adopting a singular perspective. It focuses on real world behavior of users as measured using passive sensors.

Our work has a different focus from the large array of recent work on understanding cyber-world social behavior e.g. [48], [40], [45]. Clearly, each of these approaches have advanced the state of the art in understanding user-behavior in online settings. However, multiple studies have shown that users’ real world behavior (face-to-face interactions, mobility patterns, calls, life-style choices) varies dramatically from their cyber behavior: cyber identities are often adopted; and sometimes even in direct contrast with how users behave in the real world [90], [92]. In fact, some of the more recent ‘cyber’ studies have found that most influential peers even in cyber settings are those with whom the user interacts frequently in the real world [10].

Moreover, with the growth in mobile and quantified sensing, we expect an ever-increasing proportion of user data to come inscribed with real-world spatio-temporal coordinates and social networking platforms to become more and more attuned to real world face-to-face interactions. Recent adoption of ‘Places’ and ‘Events’ features on Facebook, a ‘mobile-first’ platform growth for Instagram, and ‘real-world’ social networking on Highlight, Banjo, Glancee are all early indicators of this transition. We expect these trends to continue and undergo exponential growth in the coming decade.

This work also differs in focus from the survey based approaches adopted in social psychology to understand human behavior. While theoretically sound, these surveys tend to be expensive and often unsuitable for long term longitudinal analysis. Further they tend to be subjective and suffer from perception...
bias [33]. However, as the field of computational social systems is still evolving, we are seeing multiple studies that combine surveys with passive sensing. Such studies are included in the work to highlight how survey based methods could potentially be augmented or replaced by passive sensing methods in the near future.

The second aim of this paper is to present a case study on how trust, an important building block of computational social systems, can be quantified, sensed, and applied to shape human behavior. Trust is a central component of social and economic interactions among humans [59]. Bruce Scheiner in his book ‘Liars and outliers’ has further argued the case that enabling trust is essential to the thriving of societies [85]. Using a rich and dense sampling of the lives of 100+ participants living in a single community for a year [2], we demonstrate how: (1) trust can be operationalized through a questionnaire and trusted relationships be predicted using computational methods based on passive sensing (of calls, SMS and Bluetooth interactions) and network analysis, and (2) trust has a significant impact on social persuasion: it was found to be significantly more effective than the closeness of ties in determining the amount of behavior change. The rest of the paper is organized as follows. Section 2 surveys the recent state of the art in sensing and understanding human behavior. Section 3 discusses how computational methods are being employed to aid behavior change in social settings. Section 4 describes our recent results on quantifying, predicting and operationalizing trust as factor for behavioral change and section 5 summarizes our contributions and presents an outlook for the emerging sub-field.

2 Sensing and Understanding Behavior

There is a rich emerging literature on understanding social behavior using sensors. The applications studied in this context include health, mobility, personality, dating, meetings, affect, wellness, interest, gaze, overspending, and political interests. Similarly the modalities/sensors employed include audio, video, GPS, accelerometers, gaze trackers, skin conductivity sensors, thermal sensing, call data records, and so on.

In this section we sample a non-exhaustive array of works which bring out the variety of works being pursued. In keeping with the focus of the paper, we do not consider purely cyber-behavior or purely survey-driven real-world behavior. Similarly we study individual behavior, social behavior and their interplay but leave out the pure community/network understanding literature. Further, wherever possible we focus on higher level derived features and behaviors rather than raw sensing via a modality. Lastly, the sensing and signal processing community has made significant progress at understanding different aspects of human biometric signals. Efforts like face-recognition [95], speaker recognition [14], and gaze tracking [63] are now reasonably matured and left out of active in-depth discussion.

To provide a functional summary of the state of the art, we organize the discussion into four categories based on two dimensions: personal versus interpersonal, and short-term versus long-term behavior as shown in table 1. Generally speaking, a lot more progress has been made on understanding personal and short-term behaviors but there has been a steady stream of research efforts focusing on other aspects in recent years.

As the primary focus of this paper is on social behavior we will specifically highlight scenarios where interpersonal (i.e. social) behavior has been found to be predictive of personal actions and behavior (e.g. in health, sickness, affect, emotions, and financial wellbeing).

2.1 Personal + Short-term

2.1.1 Emotional states

There exists a large body of literature in machine analysis of human emotions e.g. [76], [71]. Most of these works attempt to recognize a set of prototypic expressions of basic emotions like happiness and anger from either face images/video or speech signal. There has been a spurt of recent work which tries to use social signals as a proxy for human affect. Multiple efforts use phone usage data to predict daily positive and negative affective states [51] and daily happiness states [9].

2.1.2 Actions, poses, and gestures

Various user actions such as sitting, eating, drinking etc. have been very well studied in image and video processing literature [12], [102]. Recent advances in sensor modalities e.g. Kinect and ego-centric cameras have allowed such detections to happen at much higher accuracy and response rates [77], [93]. Similarly there exists a plethora of work on gesture and pose recognition [62], [87] using audio, visual, and related modalities. With the growth of wearable computing there are also recent trends on wearable gloves and body suits that have been used for such action recognition [100]. Since most of these actions are short term effects and often detected with high accuracy there has been little active interest in employing social sensing mechanisms for these types of actions and poses.

There is also an emerging growth in sensor modalities and the kind of measurements about human body possible via them. For example, there have been a growth of ‘quantified-self’ sensors that measure the distance and the steps walked, calories burnt, accelerometer, heart rate, body temperature, gaze, skin conductance, portable ECG scans, sugar levels, and
so on. However these devices measure body signals rather than long term behavior and hence are left outside the main focus of this survey.

2.2 Personal + Long term

2.2.1 Personality

Personality is often described as the long term typology of innate human characteristics that influence multiple actions taken by an individual. Hence identifying it is of interest in multiple applications including healthcare, product recommendation, and financial well-being. A number of different theories have been defined to study personality. However the most commonly used approaches are the Big-5 [39] and the locus-of-control [74]. Both have been studied by multiple groups using different modalities. For example [6] describes a method for using short introduction videos created by users to identify aspects of their big-5 personality traits. Similarly [75] uses a combination of audio-visual features to identify both big-5 and locus-of-control personality traits.

Interestingly, multiple efforts have started exploring the use of social signals e.g. interactions with others via mobile phones to identify personality traits. For example, [26] and [17] describes methods that use the cell-phone usage characteristics (e.g. time taken to respond, incoming vs outgoing call ratio, number of sent/received SMS) to predict personalities. Instead, [89] shows that individual personality traits can be predicted using structural characteristics (centrality measures, triads, transitivity) extracted from the call and proximity networks obtained from mobile phone data.

2.2.2 Health and wellness

Multiple efforts have been combining quantified-self signals to create longer term reports of healthiness of individuals. For example, The UbiFit Garden [23], a joint project between Intel and the University of Washington, captured levels of physical activity and related this information to personal health.

Recently, multiple efforts have explored the use of social sensing to detect flu onset both at an individual and a community level. For example [56] and [31] show how phone based social interaction features (e.g. locations visited, people encountered) can be used to predict the onset of influenza. Similarly [20] presents a method for wi-fi based tracking of social interactions that can be used to detect the onset of contagious outbreaks. In fact they show how the social network structure can be used to identify certain ‘hubs’ whose monitoring allows for a much earlier and more accurate prediction of the onset of the outbreak.

Again, [55] uses high-resolution data on face-to-face interactions in a pediatric hospital ward, obtained from wearable proximity sensors, for simulating the spread of a disease inside this community. A review of the recent efforts at using mobile phones for health sensing been presented in [99] and perspectives on Pervasive Health from some of the field’s leading researchers’ can be found in [28].

2.2.3 Financial behavior

There has been a small but active movement towards using spending and other financial logs of users to identify their spending behavior. For example, [47] analyzed the spending logs for a large population and found that individuals who tend to have a positive economic outlook tend to visit diverse geo-locations for spending.

There is growing evidence that an individual’s financial parameters: both income and spending are closely related to the social behavior. For example [70] has found that more socially diverse individuals tend to have higher income. Similarly [88] has found that couple’s spending behavior in terms of the propensity to explore diverse businesses, become loyal customers, and overspend can be predicted by analyzing their social behavior.

2.3 Interpersonal + Short-term

2.3.1 Roles in meetings

Understanding user roles in official meetings has generated significant research interest [37]. For example, [5] described a method for using audio features for detecting roles in meetings. Multiple efforts since then have employed audio-visual sensing to undertake more sophisticated analysis of meeting roles [30], [103], [61]. As summarized in [37], different research groups have focused on different aspects of this process, including interaction management, internal states, and relationships. While most of the research has been undertaken using audio and visual sensors, other sensors like socio-metric badges have also recently been applied for analyzing meeting behavior [67].

---

**TABLE 1**

<table>
<thead>
<tr>
<th>Personal</th>
<th>Inter-personal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Short-term</td>
<td>Emotional states [6], [71], [51], [9]</td>
</tr>
<tr>
<td></td>
<td>Actions, poses, and gestures [62], [87], [77], [93], [62], [87], [100]</td>
</tr>
<tr>
<td>Long-term</td>
<td>Personality [6], [75], [26], [89], [17]</td>
</tr>
<tr>
<td></td>
<td>Health and wellness [23], [56], [20], [55]</td>
</tr>
<tr>
<td></td>
<td>Financial behavior [47], [88], [70]</td>
</tr>
</tbody>
</table>

---
2.3.2 Outcomes of short-term group interaction
Pentland [73] argues that certain inter-personal signals have deep biological roots and provoke largely automatic responses in nearby others, modifying their mood, level of trust, interest, etc. These signals and their response thus form an independent ‘side channel’ parallel to the linguistic channel. Such signals include gaze, interest level, dominance, as well as social features like conversational turn taking. There is growing evidence that such features can be used to predict salary negotiations, hiring interviews, and speed-dating conversations [25]. These works are based on vocal social signals including overall activity (the total amount of energy in the speech signals), influence (the statistical influence of one person on the speaking patterns of the others), consistency (stability of the speaking patterns of each person), and mimicry (the imitation between people involved in the interactions). Similarly, other works have used cellular phones equipped with proximity sensors and vocal activity detectors to undertake automatic analysis of everyday social interactions in groups of several tens of individuals [72], [33].

2.4 Interpersonal + Long-term
2.4.1 Community structure: closeness, trust, strength of ties, and friendship
The work on using passive sensing to understand friendships, social ties, and the ensuing community patterns was pioneered by Eagle and Pentland in their ‘reality mining’ work [33] in 2006. Since then, there have been multiple efforts that have shown how Bluetooth, infra-red, wi-fi, and GPS sensors logs can be used to infer social structure and closeness of ties [56], [49]. While bluetooth and infra-red sensing are typically used for indoor one-on-one interaction assessment, wi-fi and GPS logs are used for coarser (but often wider coverage) analysis of people’s mobility and co-location patterns.

Our case study in this paper (detailed in section 4) pays particular attention to the role of trust in social ties. In particular we show how call, sms, and Bluetooth based social interaction signals can be used to predict trust in relationship and quantify its role in mediating persuasion.

2.4.2 Organizational effectiveness
People’s social ties and flow of information and expertise are closely tied to their performance. While this is obvious already through short-term meeting scenarios, the real impact lies in understanding long-term longitudinal performance. [68] describes a method that uses wearable electronic badges capable of automatically measuring the amount of face-to-face interaction, conversational time, physical proximity to other people, and physical activity levels in order to capture individual and collective patterns of behavior. Using on-body sensors in large groups of people for extended periods of time in naturalistic settings, they tried to identify, measure, and quantify social interactions, group behavior, and organizational dynamics. Using these automatic measurements, they were able to predict employees self-assessments of job satisfaction and their own perceptions of group interaction quality.

Similarly, in another effort [66] the authors found that the social interaction patterns between nurses could be used to predict the daily average length of stay (LOS) and number of delays for their patients.

3 Shaping Behavior
Most of the research on persuasive technologies is comprised under the umbrella of the term captology [34], which refers to the study of machines designed to influence people’s attitudes and behaviors through persuasion and social influence but not through coercion. In particular, a number of applications have been recently designed and implemented to promote positive behaviors like eating healthy foods, reducing carbon footprint, stopping smoking habits, and so on. Automatic persuasive interventions could have a number of advantages: first of all, they are cost-efficient. Then, they can be delivered anytime and anywhere: for example, just when they can have the highest impact on the users. Studies conducted in public places showed that motivational messages delivered at the time of making a choice inspired individuals to take simple decisions to improve their health, such as choosing a staircase and not an escalator [41]. However, if we contrast persuasion in human-human interaction and persuasion in human-machine interaction, we still have a limited capability of machines for real-time understanding of people’s individual traits, activities and social dynamics. As a consequence, most of the current persuasive systems lack flexibility and cannot personalize and adapt their message to the broader context the target person(s) is (are) in.

As we described in Section 2, the automatic analysis of human behavior has been progressing in the last few years thanks to the shared awareness that computer systems can provide better and more appropriate services to people only if they can understand much more about their attitudes, preferences, personality, social relationships etc., as well as about what people are doing, the activities they have been engaged in the past, their routines and lifestyles. In our survey of persuasive systems we will focus mainly on systems that use information about behaviors obtained by passive sensing to induce behavioral changes on users.

Following the definition given by Oinas-Kukkonen and Harjumaa [65], we also characterize persuasive technologies looking at how they induce changes
on behaviors: (i) through a direct interaction and resorting to a human-computer persuasion strategy or (ii) through a mediation and so resorting to computer-mediated persuasion strategy (see table 2). In the first case, the system plays an active role and uses interaction patterns similar to social communication to induce a change in the user. This approach assumes that the computing system have a strong interaction with the user. In the second case, the system behaves in an implicit way: it may purposely work as a trigger of an informational cascade or it may purposely build links among people or it may simply show the behavior of peers to induce mimicry. The first two examples are network interventions while the latter is a social comparison strategy. In general, the computer-mediated approach has the advantage of not requiring a strong and long interaction with a machine and to use the innate ability of humans to engage in relationships characterized by social influence, peer pressure, and mimicking.

3.1 Human Computer Persuasion

The Computers as Social Actors (CASA) paradigm have argued that people apply social rules to computers [81]. Following this paradigm, the captology researchers have explored the usage of computers as persuaders. When the computers are used as persuaders, often the designers assumes that the system is the focus of the attention of the user and he/she exploits the fact that computers invoke social responses from users (especially, but not only, when being endowed with anthropomorphic characteristics). In particular, the majority of these studies investigated the persuasiveness of a computer agent delivering a monologue. Stern et al. [1] compared the persuasiveness of a message delivered by recorded human speech to the same message delivered by synthesized speech. The human voice was perceived as more favorable, but no differences in persuasion were found.

Bickmore et al. [8] designed Laura, an animated conversational agent displayed on a wall-mounted touch screen display, who acts as a virtual exercise advisor. In their study, the participants had to negotiate with Laura the daily step count goal. The negotiation took into account the current day’s number of steps and the step count history and tried to gradually move each participant to her/his final step count goal at the end of the study. In a more recent study, Schulman and Bickmore [86] described the effects of a computer agent designed to engage a user in a persuasive dialogue on attitudes about regular physical exercise. The outcomes of the study showed that participants had a significant increase in positive attitudes following the persuasive dialogue.

Even when no explicit effort is done by the designers to have machines being perceived as social entities, a large portion of the work in the field of persuasive systems have resorted to an active role of the computer and to a direct human-computer interaction.

For example, several persuasive systems use a goal-setting strategy [53] as key component for inducing behavioral changes. In Fish’n’Steps [52] each participant has assigned a step count goal for each week of the study. Then, the ability of the participants in reaching their daily step count goal is mapped to the state (growth and emotional state) of a virtual pet, a fish in fish tank. Similarly, Gasser et al. employed assigned goals in their study of lifestyle automated coaching to provide users with feedback about their physical activity and vegetable and fruit intake [36].

More recently, Consolvo et al. [24] designed UbiFit, a mobile application that shows to the users detailed information about their activity behavior and the goal-attainment status. UbiFit uses several sensors embedded in the Mobile Sensing Platform (MSP) [18] for inferring different type of activities (e.g. walking, cycling, running, etc.). The metaphor used for giving feedback is the one of a garden that blooms during the week as physical activities are performed. Different types of flowers represent the types of activities relevant for the American College of Sports Medicine (ACSM): Cardio (pink flowers), Strength (blue), Flexibility (white), and Walking (sunflowers).

Houston [22] and Chick Clique [94] adds to this goal-setting strategy a social dimension giving to the users the functionality of sharing their step counts and their progress toward daily step goals with other users.

More recently Orji et al. [69] have discussed how the persuasive messages can be customized to different personality types (based on 7 classes for gamers based on BrainHex1) and connected the findings with the psychology of health behavior change (as identified by Health Belief Model [83]) to find patterns in gamers motivation that can inform the choice of game mechanics in designing games to motivate behavior change. Similarly Kaptein et al. [44] discuss how persuasive messages work differently for users with different ‘persuadability scores’. However, the role played by the system is still an active role.

Purpura et al. [78] provide a critical discussion on the social and ethical aspects of such persuasive systems, which essentially tread on the thin line between persuasion, encouragement, and coercion. Lastly, a great summary of the other recent efforts in persuasion (especially in health scenarios) is provided in [28].

3.2 Computer Mediated Human-Human Persuasion

Recently, some studies suggested that social interactions can be used by machines to induce users’

behavioral change without requiring an active role by the computer and a direct and exclusive interaction with the users. As we said, the advantages of using the computer as a mediator and not as direct persuader is mainly related to the possibility of using the behaviors of peers for inducing changes. Here, we survey systems using 2 different strategies based on a computer-mediated persuasion. The first one is a social comparison strategy where the role of the system is to show information about peers behaviors to elicit indirectly in the user a better awareness of his own behavior or a tendency to mimic the behavior of others. The second one, instead, is based on network interventions whereby the role of the system may be to suggest a change in the network structure or to hint specific peer-to-peer interactions. In both the cases the computer makes use of people to induce changes on the user.

### 3.2.1 Social Awareness

Some recent works have attempted at devising systems that present members of working group with information about their social behavior, with the goal of modifying it and making it more conducive to efficient group dynamics [7], [29], [46], and [91].

DiMicco et al. [29] have investigated several peripheral displays that visualize the amount of participation of a small working group member in terms of speaking activity, with the purpose of stimulating self-reflection and improving individual social behavior. A similar approach with the same purpose was pursued by Sturm and colleagues [91] using a tabletop device as peripheral display to show not only the speaking time but also the gaze behavior of the participants. Their results are similar to the ones found by DiMicco et al.: less overlapping speech, but no effect on gaze behavior. In both these studies, the information about the behavior of each individual member was available to the whole group.

Kim et al. [46] designed the Meeting Mediator, a mobile system that detects social interactions and provides real-time feedback to enhance group collaboration and performance. Social interactions are captured using Sociometric Badges [68]. The badges can collect unbiased and richer data than traditional methods by sensing body movement, proximity to other badges, and speech characteristics such as speaking speed and tone of voice. By visualizing this data in real-time on the mobile phone of each user, the Meeting Mediator induces changes in group collaboration patterns. In particular, the results shows greater productivity and trust within geographically separated groups that are using the Meeting Mediator.

Another interesting study is the one conducted by Balaam et al. [4] in which a multi-user public display was used to enhance the interactional synchrony visualizing subtle feedback about users’ behavior. The findings from this study suggest that social dynamics can be used by machines to support group behavior without requiring a direct and exclusive interaction with the users. Finally, Baumer et al. [7] have presented an argument for the design of ‘open-ended’ social awareness systems where users can define their own health goals by looking at their and their peers mobile health data. In all these examples, the focus is specifically on human-human interaction rather than on explicit human-computer interaction.

### 3.2.2 Network Interventions

Several studies have highlighted the influence of social networks on individual behaviors [19], [96], and [97]. In a recent review published on Science, Valente [97] made an effort to systematize the research efforts on network interventions, namely purposeful efforts to leverage social networks and social network data to generate social influence, induce and accelerate behavioral change and/or pursue and achieve desirable outcomes among individuals, communities, organizations, etc. In particular, Valente identified four major classes of network interventions: (i) targeting the influential subjects and use them for spreading the desired behavior, (ii) segmenting and targeting groups with particular network characteristics, (iii) altering (or designing and building) the network structure, and (iv) inducing particular peer-to-peer interaction.

A recent study, conducted by our group [2], tested an experimental intervention for inducing changes in fitness-related physical activities and habits. The intervention was based on inducing particular peer-to-peer interaction and, more specifically, on a social mechanism in which subjects were rewarded based on their peers performance rather than their own. The main idea behind this mechanism is to incentivize subjects to exert (positive or negative) pressure on peers (see [58] for a theoretical foundation of the mechanism). In reality, such peer pressure may take many forms other than incentivizing fitness-related physical activities. For instance, in an energy consumption scenario examples of positive pressure include giving energy-saving advices to a neighbor while examples of negative pressure include inducing guilt or shame [43]. As we said, in [2] the goal was

<table>
<thead>
<tr>
<th>Human-Computer Persuasion</th>
<th>Computer Mediated Human-Human Persuasion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conversational Agents [8], [86], [69], [44]</td>
<td>Social Awareness [7], [29], [91], [46], [4]</td>
</tr>
<tr>
<td>Goal-setting [52], [36], [24], [22], [94]</td>
<td>Network Interventions [2], [58], [98]</td>
</tr>
</tbody>
</table>
to encourage people to increase their daily physical activity. The physical activity level was captured using the accelerometer sensors of the participants’ mobile phones.

Each participant had assigned two peers: some participants had close friends as their peers while other participants had strangers as their peers.

The study tested three different conditions: (i) the "self-monitoring" control condition (or individual feedback), whereby participants were rewarded for their own increased physical activity, (ii) the "peer-view" condition (or social comparison), whereby the participant was shown the buddies’ physical activities levels, but she/he was still rewarded for his/her own activity level, and (iii) the "peer-reward" condition, in which the buddies instead received a reward proportional to the participants activity. This condition simulates a network intervention and, more precisely, the social mechanism based on inducing peer-to-peer interactions and peer pressure.

A more detailed explanation of this study is reported in Section 4.4 where we analyze in detail the role played by levels of closeness and trust on the efficacy of “peer-view” and “peer-reward” conditions.

In a work environment setting, Waber et al. [98] conducted a two-phase study to investigate the effects of strong relationships inside social groups and to investigate how to increase the strength of groups in the workplace. In the first phase of the study, the researchers measured the interactions between workers at the call center of a large bank based in US. These interactions were measured using Sociometric Badges [68]. They found that the strength of an individual’s social group is positively associated to the productivity. In the second phase of the study, the researchers showed that by giving breaks to employees at the same time they increased the strength of the social groups of an individual. Interestingly, the intervention had an effect not only on the strength of the individuals social networks but also on increasing the productivity of the individuals. This study could be considered another example of network intervention and in particular a good example of altering/building the network structure.

4 TRUST

Trust is a central component of social and economic interactions among humans [57]. Trust is often linked with the functioning of individuals, organizations and societies, resulting, usually, in positive outcomes. For instance, an individual that has an extensive network with high levels of trust, may obtain dividends from collaboration with others, by increasing access to distinct resources [21]. In organizations, trust is seen as a catalyst for collaboration and coordination between individuals which have the potential to improve information diffusion and innovation [13], [79]. At the society level, high levels of trust impose social controls on political and economic institutions, thereby increasing accountability, productivity and effectiveness [79]. Scheiner further argued trust to be essential to the thriving of societies [85].

Despite its importance, a clear scientific definition of trust that is well accepted across disciplines is missing. To illustrate that, a recent study by Castaldo [15] pulled together 72 published definitions of trust from numerous academic disciplines. Following are a few commonly used definitions:

- “an individual may be said to have trust in the occurrence of an event if he expects its occurrence and his expectation leads to behavior which he perceives to have greater negative motivational consequences if the expectation is not confirmed than positive motivational consequences if it is confirmed” [27].
- “accepted vulnerability to another’s possible but not expected ill will (or lack of good will) toward one” [3].
- “the willingness of a party to be vulnerable to the actions of another party based on the expectation that the other will perform a particular action important to the trustor, irrespective of the ability to monitor or control that other party” [59].
- “The extent to which a person is confident in, and willing to act on the basis of, the words, actions, and decisions of another” [60].
- “a state involving confident positive expectations about another’s motives with respect to oneself in situations entailing risk” [50].
- “expectations, assumptions or beliefs about the likelihood that another’s future actions will be beneficial, favorable or at least not detrimental” [82].
- “a psychological state comprising the intention to accept vulnerability based upon positive expectations of the intentions or behavior of another” [84].

Note that multiple fields like sensor networks, electronic commerce, and multi-agent coordination also employ ‘trust’ as a term to capture aspects of reputation, sensor veracity or authority. Our focus on this paper is on inter-personal relationships between human beings. However, as can be seen above, even within the interpersonal/social focus, there exist multiple variations in the definition of trust. This variety of trust definitions and the differences between them is described by Borum [11] as follows: “The science is improving, but there is still a sense that, as in the proverb, researchers are often trying to define an elephant, while only being able to touch a particular part of it.”.

In this section we suggest a way to computationally operationalize trust, measure it via passive sensing, and quantify its effect on social persuasion.
4.1 Datasets

In this study, we use the Friends and Family dataset, first introduced by Aharony et al. [2]. The Friends and Family dataset is based on a yearlong study, which used the “Funf” mobile phone platform, surveys, receipts/credit card statement, and a Facebook application, to collect an immensely rich and dense dataset on the lives of the 130 participants (approximately 64 families). The participants were all members of a young-family residential living community at a major North American university. All members of the community were couples, in which at least one of the members was affiliated with the university. The community was composed of over 400 residents, approximately half of which had children. The community had many ties of friendship between its members.

Each participant was equipped with an Android-based mobile phone incorporating the Funf platform. This platform is essentially a passive sensing software explicitly designed for collecting mobile data, such as Bluetooth of nearby devices, call and SMS logs, GPS location and accelerometer. In this paper, we focus on the Call, SMS and Bluetooth logs.

In addition to the passive data collection, subjects completed surveys at regular intervals. Monthly surveys included questions about self-perception of relationships, group affiliation, interactions, and also standard scales like the Big-Five personality test [42]. Daily surveys included questions like mood, sleep, and other activity logging. In this paper, we focus on a survey administered as part of the study in order to determine the closeness and trust relationships between participants.

As incentive, the participants were able to keep the phone at the end of the study, and were compensated extra for every out-of-routine task, such as filling out surveys. Moreover, participation in interventions or sub-experiments was completely optional.

Compared with previous social computing observatory studies (e.g. [64], [33], [32]), the Friends and Family community includes a more diverse subject pool and provides a unique perspective into a phase of life that has not been traditionally studied in the field of ubiquitous computing - married couples and young families.

The study undertaken was approved by the Institutional Review Board (IRB) and conducted under strict protocol guidelines. The protection of participant privacy and sensitive information was a key consideration. For example, data were linked to coded identifiers for participants and to not their real world personal identifiers. All human-readable text, such as phone numbers and text messages, was captured as hashed identifiers, and never saved in clear text. Collected data were physically secured and de-identified before being aggregated for analysis. Additionally, data collection was designed to be as unobtrusive to subjects daily life as possible.

A partial version of the Friends and Family dataset is publicly shared for the research community 2.

4.2 Operationalizing trust

As previously pointed out, trust has no clear scientific definition common to different disciplines. Moreover, the meaning of “trusting someone in a relationship” is dependent on the context of the relationship. Indeed, a subject X may trust a subject Y in a professional context but she may not trust the same person for babysitting her children. For this reason, we designed a questionnaire, having a simple operative way for assessing the trust relationship between two individuals. The questionnaire aims at modeling three different dimensions of trust (i.e., health, finance and family) by asking the following questions:

1) Would you ask person X for help in sickness?  
2) Would you ask person X for a hundred dollar loan?  
3) Would you ask person X for babysitting?

The rationale behind the choice of these questions is that they cover the three key ingredients of the daily life of our participants: health, finance, and family.

The questionnaire was administered to the participants of the Friends and Family study, at the beginning of the study, and their answers are utilized in the following subsections as a measure of trust.

4.3 Predicting trust

In this section, we demonstrate how the interaction between a pair of individuals, captured through sensors in their mobile phone devices, can be used to predict the trust relationship between them.

4.3.1 Features and target variables

We considered three modalities for user interactions: Calls, SMS and Bluetooth (BT) logs. Each of these interaction modalities captures a different mode of human interaction.

- BT logs: captured the physical co-location of participants. The BT logs were created by scanning for nearby devices every five minutes in order to provide an estimate of the face to face interactions happening between the participant and other individuals. Knowing the BT identifiers of each smartphone in the study, we could thus infer when two participants’ phones were in proximity. The five minutes sampling frequency prevented draining the battery while achieving a high enough resolution to detect social interaction.
- Call logs: captured distant, synchronous interactions. Hence the interacting individuals could be

at different locations but were communicating at the same time.

- SMS logs: captured the distant, asynchronous, textual interactions. Unlike calls, and face-to-face interaction, in this interaction mode the users could be separated in both space and time.

For each relationship \((u_1, u_2)\), between the two participants \(u_1\) and \(u_2\), in the Friends and Family dataset, we extracted six social-behavioral features from each one of the three interaction networks above (i.e., Call, SMS and BT):

1) The number of interactions between \(u_1\) and \(u_2\).
2) The total number of interactions for \(u_1\).
3) The total number of interactions for \(u_2\).
4) The betweenness centrality of the edge \((u_1, u_2)\).
5) The betweenness centrality of the node \(u_1\).
6) The betweenness centrality of the node \(u_2\).

Where the betweenness centrality of a node/edge is the number of shortest paths from all nodes in the network to all others that pass through that node/edge [35].

We also defined three YES/NO target variables, Health, Finance and Family, corresponding to the three trust domain questions that were described in Subsection 4.2. In addition, we defined a fourth variable, All, which had the value YES if at least one of the three other corresponding variables had the value YES, and NO otherwise.

4.3.2 Preprocessing

In order to reduce noise caused by participants with incomplete data, we performed two stages of filtering: (1) We retained only relationships for which both participants had at least one call, one SMS and one BT interaction during the period of the study and (2) We retained only relationships for which the three trust questions were filled. At the end of the two filtering stages, our dataset contained 916 instances (i.e., relationships with 24 social-behavioral features and 4 trust target variables).

Unsurprisingly, for each one of the trust domains, the number of trusted instances was significantly smaller than the numbers of untrusted instances. For example, for the Health variable, only 148 out of the 916 values were YES. Similarly, the Finance variable had only 83 YES values, the Family variable had only 136 YES values and the All variable had only 166 YES values.

4.3.3 Experimental setup and results

We turn now to investigate the predictive power of the social-behavioral mobile features at classifying trust variables.

We performed a total of 16 trust-level classification experiments. Each experiment consisted of using the features of one modality (Call, SMS, BT) or their combination (All) to classify one trust variable (Health, Finance, Family and All).

For our experiments, we used the Weka software (version 3.68) [38] and applied the J48 classifier (based on C4.5 [80]) with the following default settings: use unpruned tree \((U) = \text{false}\); Confidence threshold for pruning \((C) = 0.25\); minimum number of instances per leaf \((M) = 2\); use reduced error pruning \((R) = \text{false}\); number of folds for reduced error pruning \((N) = 3\); use binary splits only \((B) = \text{false}\); do not perform subtree raising \((S) = \text{false}\); do not clean up after the tree has been built \((L) = \text{false}\); Laplace smoothing for predicted probabilities \((A) = \text{false}\); seed for random data shuffling \((Q) = 1\).

We employed a ten-fold cross validation strategy. Hence, each experiment consisted of executing 10 classification tasks as follows. First, the whole dataset was divided into ten partitions. Then in each execution, one of the 10 partitions was used for testing and the remaining 9 partitions were used for training. Finally, the results of the 10 classification tasks were averaged.

Figure 1 shows the accuracy (i.e., the percentage of correctly classified instances) for each one of the 16 trust-level classification experiments. For comparison, we also include the accuracy of a simple ZeroR classifier which always return the majority class as prediction. Since the dataset is highly imbalanced, the accuracy of the ZeroR classifier is already high and ranges between 81.88% to 90.94%. Nevertheless, the J48 with any one of the four sets of features outperforms the results of the ZeroR classifier. For example, when using the All set of features, the accuracy ranges between 93.89% and 95.04%.

![Fig. 1. Classification of trust-level: Accuracy results. The error bars depict the 95% confidence intervals (over the 10 fold executions).](image)

Since the dataset is highly imbalanced, we also applied two well-known measures for assessing the quality of classification in the case of imbalanced datasets.

Figures 2 and 3 show the Area Under the ROC Curve (AUC) measure and the F measure respectively, for each one of the 16 trust-level classification experiments. As can be seen in the figures, for each one of the 16 experiments, the results obtained by the
J48 classifier are significantly better than those of the baseline ZeroR classifier.

Fig. 2. Classification of trust-level: AUC results. The error bars depict the 95% confidence intervals (over the 10 folds executions).

Fig. 3. Classification of trust-level: F Measure results. The error bars depict the 95% confidence intervals (over the 10 folds executions).

Figures 1-3 also illustrate the difference in prediction power between the different modalities. As can be seen across the three figures, the Call features seem to obtain better classification results than the SMS features, which in turn obtain better results than the BT features. The results for the All features seem to be in par with those of the Call features (i.e., the SMS and BT features do not add prediction power on top of the Call features).

One explanation to the poor prediction ability of the BT features compared to that of the Call and SMS features is the specific setting of the Friends and Family study. A lot of the face to face interactions between participants are likely to happen by chance, due to the small geographical region that they all live in. Call and SMS interactions on the contrary, require explicit actions by the interacting sides. These results corroborate the findings of [101] that networks derived from co-location and face-to-face conversations may be quite different.

Table 3 summarizes the results of the 16 experiments together with the results of the four ZeroR experiments.

4.4 Social influence and trust

Trust is integral to the idea of social influence - it is easier to influence or persuade someone who is trusting and people tend to mimic actions more often of those who they trust (e.g. [54]). In this section, we demonstrate the above idea using the FunFit experiment that was first described in [2]. In addition, we show, that under certain circumstances, trust plays a more significant role than closeness, when it comes to social influence.

FunFit is a fitness and physical activity experimental intervention conducted within the Friends and Family study population between October to December of 2010. The experiment was presented to participants as a wellness game to help them increase their daily activity levels. 108 subjects elected to participate and were divided into three experimental conditions:

1) Control - subjects saw only their own progress and were given reward based solely on their own activity.
2) Peer View - subjects were shown their own progress and the progress of two "buddies" also in the same experimental group, and were given reward based solely on their own activity.
3) Peer Reward - subjects were shown their own progress and the progress of two "buddies" also in the same experimental group, but their rewards depended solely on the performance of their buddies.

Out of the 108 subjects, eleven subjects were removed from the study pool due to prolonged technical issues that prevented reliable activity tracking, long durations of out of town travel, or dropping out of the longitudinal study entirely. The remaining 97 subjects were distributed among the three experimental groups as follows: 16 in the Control group, 40 in the Peer View group and 41 in the Peer Reward group.

The Peer Reward condition involved peer-to-peer payment incentives, and the effects of mixing of money and personal relationship is known to be complex and context-dependent. Since our sample size was not large enough to analyze the relationship between trust, amount of peer-to-peer economic reward, and experimental outcome, we decided to focus on the Peer View condition in our analysis.

During the initial 23 days of the experiment (Oct 5 - Oct 27), denoted as P1, the baseline activity levels of the subjects were collected. The actual intervention period was divided into two periods: Oct 28 - Nov 15, denoted as P2, and Nov 16 - Dec 5, denoted as P3. During these two intervention periods, the subjects were given feedback on their performance in the form of a monetary reward. The monetary reward was calculated as a function of the subject’s activity and was divided according to the subject’s experimental condition. The game was not designed as a competition, and every subject had the potential
TABLE 3
A summary of the trust classification results.

<table>
<thead>
<tr>
<th>Target</th>
<th>Features</th>
<th>Model</th>
<th>Instances</th>
<th>YES</th>
<th>NO</th>
<th>TP</th>
<th>FP</th>
<th>TN</th>
<th>FN</th>
<th>Precision</th>
<th>Recall</th>
<th>Accuracy</th>
<th>AUC</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Health</td>
<td>Call</td>
<td>J48</td>
<td>916</td>
<td>768</td>
<td>148</td>
<td>113</td>
<td>16</td>
<td>752</td>
<td>35</td>
<td>0.88</td>
<td>0.76</td>
<td>94.43</td>
<td>0.91</td>
<td>0.82</td>
</tr>
<tr>
<td>Health</td>
<td>SMS</td>
<td>J48</td>
<td>916</td>
<td>768</td>
<td>148</td>
<td>195</td>
<td>20</td>
<td>748</td>
<td>53</td>
<td>0.83</td>
<td>0.64</td>
<td>92.03</td>
<td>0.86</td>
<td>0.72</td>
</tr>
<tr>
<td>Health</td>
<td>BT</td>
<td>J48</td>
<td>916</td>
<td>768</td>
<td>148</td>
<td>81</td>
<td>41</td>
<td>727</td>
<td>67</td>
<td>0.66</td>
<td>0.55</td>
<td>88.21</td>
<td>0.84</td>
<td>0.60</td>
</tr>
<tr>
<td>Health</td>
<td>All</td>
<td>J48</td>
<td>916</td>
<td>768</td>
<td>148</td>
<td>111</td>
<td>18</td>
<td>750</td>
<td>37</td>
<td>0.86</td>
<td>0.75</td>
<td>94.00</td>
<td>0.89</td>
<td>0.80</td>
</tr>
<tr>
<td>Health</td>
<td>None</td>
<td>ZeroR</td>
<td>916</td>
<td>768</td>
<td>148</td>
<td>0</td>
<td>0</td>
<td>768</td>
<td>148</td>
<td>0.00</td>
<td>0.00</td>
<td>83.84</td>
<td>0.50</td>
<td>0.00</td>
</tr>
<tr>
<td>Finance</td>
<td>Call</td>
<td>J48</td>
<td>916</td>
<td>833</td>
<td>83</td>
<td>47</td>
<td>14</td>
<td>819</td>
<td>36</td>
<td>0.77</td>
<td>0.57</td>
<td>94.54</td>
<td>0.74</td>
<td>0.65</td>
</tr>
<tr>
<td>Finance</td>
<td>SMS</td>
<td>J48</td>
<td>916</td>
<td>833</td>
<td>83</td>
<td>30</td>
<td>13</td>
<td>820</td>
<td>53</td>
<td>0.70</td>
<td>0.36</td>
<td>92.79</td>
<td>0.71</td>
<td>0.48</td>
</tr>
<tr>
<td>Finance</td>
<td>BT</td>
<td>J48</td>
<td>916</td>
<td>833</td>
<td>83</td>
<td>9</td>
<td>9</td>
<td>824</td>
<td>74</td>
<td>0.50</td>
<td>0.11</td>
<td>90.94</td>
<td>0.57</td>
<td>0.18</td>
</tr>
<tr>
<td>Finance</td>
<td>All</td>
<td>J48</td>
<td>916</td>
<td>833</td>
<td>83</td>
<td>51</td>
<td>13</td>
<td>820</td>
<td>32</td>
<td>0.80</td>
<td>0.61</td>
<td>95.09</td>
<td>0.83</td>
<td>0.69</td>
</tr>
<tr>
<td>Finance</td>
<td>None</td>
<td>ZeroR</td>
<td>916</td>
<td>833</td>
<td>83</td>
<td>0</td>
<td>0</td>
<td>833</td>
<td>83</td>
<td>0.00</td>
<td>0.00</td>
<td>90.94</td>
<td>0.50</td>
<td>0.00</td>
</tr>
<tr>
<td>Family</td>
<td>Call</td>
<td>J48</td>
<td>916</td>
<td>780</td>
<td>136</td>
<td>96</td>
<td>22</td>
<td>758</td>
<td>40</td>
<td>0.81</td>
<td>0.71</td>
<td>93.23</td>
<td>0.88</td>
<td>0.76</td>
</tr>
<tr>
<td>Family</td>
<td>SMS</td>
<td>J48</td>
<td>916</td>
<td>780</td>
<td>136</td>
<td>78</td>
<td>13</td>
<td>767</td>
<td>58</td>
<td>0.86</td>
<td>0.57</td>
<td>92.25</td>
<td>0.80</td>
<td>0.69</td>
</tr>
<tr>
<td>Family</td>
<td>BT</td>
<td>J48</td>
<td>916</td>
<td>780</td>
<td>136</td>
<td>56</td>
<td>33</td>
<td>747</td>
<td>80</td>
<td>0.63</td>
<td>0.41</td>
<td>87.66</td>
<td>0.83</td>
<td>0.50</td>
</tr>
<tr>
<td>Family</td>
<td>All</td>
<td>J48</td>
<td>916</td>
<td>780</td>
<td>136</td>
<td>103</td>
<td>21</td>
<td>759</td>
<td>33</td>
<td>0.83</td>
<td>0.76</td>
<td>94.10</td>
<td>0.89</td>
<td>0.79</td>
</tr>
<tr>
<td>Family</td>
<td>None</td>
<td>ZeroR</td>
<td>916</td>
<td>780</td>
<td>136</td>
<td>0</td>
<td>0</td>
<td>780</td>
<td>136</td>
<td>0.00</td>
<td>0.00</td>
<td>85.15</td>
<td>0.50</td>
<td>0.00</td>
</tr>
<tr>
<td>All</td>
<td>Call</td>
<td>J48</td>
<td>916</td>
<td>750</td>
<td>166</td>
<td>132</td>
<td>17</td>
<td>733</td>
<td>34</td>
<td>0.89</td>
<td>0.80</td>
<td>94.43</td>
<td>0.92</td>
<td>0.84</td>
</tr>
<tr>
<td>All</td>
<td>SMS</td>
<td>J48</td>
<td>916</td>
<td>750</td>
<td>166</td>
<td>101</td>
<td>17</td>
<td>733</td>
<td>65</td>
<td>0.86</td>
<td>0.61</td>
<td>91.05</td>
<td>0.81</td>
<td>0.71</td>
</tr>
<tr>
<td>All</td>
<td>BT</td>
<td>J48</td>
<td>916</td>
<td>750</td>
<td>166</td>
<td>86</td>
<td>52</td>
<td>698</td>
<td>80</td>
<td>0.62</td>
<td>0.52</td>
<td>85.59</td>
<td>0.84</td>
<td>0.57</td>
</tr>
<tr>
<td>All</td>
<td>All</td>
<td>J48</td>
<td>916</td>
<td>750</td>
<td>166</td>
<td>133</td>
<td>23</td>
<td>727</td>
<td>33</td>
<td>0.85</td>
<td>0.80</td>
<td>93.89</td>
<td>0.89</td>
<td>0.83</td>
</tr>
<tr>
<td>All</td>
<td>None</td>
<td>ZeroR</td>
<td>916</td>
<td>750</td>
<td>166</td>
<td>0</td>
<td>0</td>
<td>780</td>
<td>136</td>
<td>0.00</td>
<td>0.00</td>
<td>81.88</td>
<td>0.50</td>
<td>0.00</td>
</tr>
</tbody>
</table>

to earn the maximal reward (up to $5 was allocated every three days). For further information on the FunFit experimental design, the reader is referred to [2].

The results in [2] suggest that there is a notion of a complex contagion [16] like effect related to pre-existing social ties between participants. Our focus here is to zoom-in to these results and analyze how closeness and trust, as two different types of social ties, interplay in this contagion process. In order to undertake this analysis, we first divided the subjects into two groups according to their trust level in their two Buddies: (1) None of the buddies is trusted and (2) at least one of the buddies is trusted. The trust level was determined according to our operative definition: a buddy is considered trusted if at least one of the three trust questions is answered YES. We then tested the influence of the trust level in buddies on the improvement in activity level as follows: (1) We calculated the average user activity level for each period and each group; (2) We calculated the improvement in activity level (measured in %) from period P1 to period P3 for each group (similarly to [2] we focus on P3 since we want to look at longer-term adherence); and (3) We calculated the difference (delta) in improvement between the two groups. As shown in Table 4, in the Peer View condition, subjects that have at least one trusted buddy obtain additional 4.95% improvement in their activity level compared to subjects with 0 trusted buddies.

Next, we divided the subjects into two groups according to their closeness level to their two Buddies: (1) None of the buddies is close and (2) at least one of the buddies is close. The closeness level that was reported in a survey as part of the Friends and Family dataset, was measured at a scale of 0 to 7, and similarly to [2], we used a threshold of 3 to indicate a close friend. We then tested the influence of the closeness level in buddies on the improvement in activity level in the same way that we did it for the trust level. As shown in Table 5, in the Peer View condition, subjects that have at least one close buddy obtain roughly no additional improvement (i.e., 0.02%) in their activity level compared to subjects with 0 close buddies. Finally, comparing the results in tables 4 and 5 indicates that in the “Peer View” condition, the additional improvement that trusted buddies obtain is significantly higher than that of close buddies (4.95% compared to 0.02%).

For completeness, Table 6 illustrates the similarity and difference between the trust and closeness relationships in the FunFit experiment. As can be seen in the table, out of the 162 relationships (corresponding to the 81 subjects in the Peer View and Peer Reward groups), 118 are neither trusted nor close; 18 are both trusted and close; 5 are trusted but not close and 22 are close but not trusted.

4.5 Limitations
The study described in the current Section has a some limitations: (i) the relatively small size of the sample; (ii) the fact that it comes from a population living in
TABLE 4
Activity level of participants in the FunFit experiment, grouped according to their trust level in buddies.

<table>
<thead>
<tr>
<th>Condition</th>
<th>Period</th>
<th>Trusted Buddies</th>
<th></th>
<th>At least 1</th>
<th>Delta</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>N</td>
<td>Mean</td>
<td>STD</td>
<td>% Improvement</td>
</tr>
<tr>
<td>Peer View</td>
<td>P1</td>
<td>31</td>
<td>1.331</td>
<td>0.481</td>
<td>-0.62%</td>
</tr>
<tr>
<td></td>
<td>P3</td>
<td>31</td>
<td>1.323</td>
<td>0.420</td>
<td>9</td>
</tr>
</tbody>
</table>

TABLE 5
Activity level of participants in the FunFit experiment, grouped according to their closeness level to buddies.

<table>
<thead>
<tr>
<th>Condition</th>
<th>Period</th>
<th>Close Buddies</th>
<th></th>
<th>At least 1</th>
<th>Delta</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>N</td>
<td>Mean</td>
<td>STD</td>
<td>% Improvement</td>
</tr>
<tr>
<td>Peer View</td>
<td>P1</td>
<td>25</td>
<td>1.346</td>
<td>0.413</td>
<td>0.65%</td>
</tr>
<tr>
<td></td>
<td>P3</td>
<td>25</td>
<td>1.355</td>
<td>0.420</td>
<td>15</td>
</tr>
</tbody>
</table>

TABLE 6
Contrasting trust and closeness relationships.

<table>
<thead>
<tr>
<th>Trusted</th>
<th>Close</th>
</tr>
</thead>
<tbody>
<tr>
<td>YES</td>
<td>NO</td>
</tr>
<tr>
<td>17</td>
<td>22</td>
</tr>
</tbody>
</table>

the same environment (our subjects were all married graduate students living in a campus facility of a major US university); and finally (iii) the non-availability of behavioral data concerning the interaction with people not participating in the data collection, a fact that is common to many other studies of this type. However, the first two problems are at least partially attenuated by the large variability of the sample in terms of provenance and cultural background (e.g. country of origin, religion, ethnicity, etc.), which can be expected to correspond to a wide palette of interaction behaviors that efficaciously counterbalance the effects of samples small size and of living-place homogeneity.

5 SUMMARY
The first part of this paper surveys the recent advances in computational approaches to sense, understand and shape human behavior. We consider this topic to be extremely timely as such sensor driven understanding of people, organizations, and societies at scale is now becoming possible for the first time. The avalanche of data coming from the emerging social computational systems will soon allow us to verify and refine multiple theories in organizational communication, information flow, social psychology and so on, and also create practical solutions that use this knowledge to persuade users to take actions beneficial for individual and societal good. Together, these approaches will impact multiple aspects of human life including health and wellness, civic infrastructure, emergency response, economic wellbeing, quality of life, and organizational effectiveness.

Our survey in this paper has a specific focus on real world behaviors of users as measured using passive sensors such as cameras, microphones, wearable sensors and mobile phones. In the last few years, the automatic analysis of human behavior from passive sensor data has been applied to multiple domains including health and wellness, emotional states, roles in meetings, outcomes of short-term interactions, organizational effectiveness and so on. Although a lot more progress has been made on understanding personal and short-term behaviors, there has been a steady stream of research efforts focusing on other aspects in recent years.

With regard to behavior shaping, captology studies have traditionally focused on the use of computers as active persuaders. Recently, multiple studies have suggested that (computer-mediated) social interactions may work better than computers-as-persuaders in many scenarios. One possible explanation for this is that humans are much more socially aware, adaptive, and persuasive than computers in most practical situations. Further, they also create opportunities for ‘behavior mimicking’ in such systems.

In the second part of this paper, we have presented a case study on how trust, an important building block of computational social systems, can be quantified, sensed, and applied to shape human behavior. Using a rich and dense sampling of the lives of 100+ participants living in a single community for a year [2], we have demonstrated that: (1) trust can be operationalized through a questionnaire and trusted relationships be predicted using computational methods.
based on passive sensing (calls, SMS and Bluetooth interactions) and network analysis, and (2) trust has a significant impact on social persuasion: it was found to be significantly more effective than the closeness of ties in determining the amount of behavior change.

In this paper, we validate our findings about trust and social persuasion based on a fitness and physical activity intervention study. However, the relationship between trust and social persuasion is a key element in a variety of scenarios. In the future, we plan to validate our findings in additional real-world settings such as energy consumption, mobility, sustainable living, and economic well-being.
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