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ABSTRACT
A solution for identifying related concepts of URLs and domain names includes using structural parsing to extract information from user input comprising a URL or domain name. The information includes one or more of a protocol, a location, and a subdirectory. Semantic parsing of the information is used to identify a first one or more concepts represented by one or more tokens within the extracted information. A content association map is queried to retrieve a second one or more concepts related to the first one or more concepts. Each of the concepts represents a unit of thought, expressed by a term, letter, or symbol. The concept association map includes a representation of concepts, concept metadata, and relationships between the concepts. The first one or more concepts and the second one or more concepts are ranked, and the ranked concepts are stored for displaying to one or more users of the computer platform.

21 Claims, 13 Drawing Sheets
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CROSS REFERENCE TO RELATED APPLICATIONS

This application claims the benefit of U.S. provisional patent application No. 61/109,867 filed Oct. 30, 2008, entitled "Methodology of Identifying Related Concepts of URLs and Domain Names."

This application is related to U.S. provisional patent application No. 61/050,958 filed May 6, 2008, entitled "Methods and Apparatus for Discovering Relevant Concept and Context for Content Specific Node," and U.S. patent application Ser. No. 12/436,748 filed on May 6, 2009, entitled "Discovering Relevant Concept and Context for Content Node."

FIELD OF THE INVENTION

The present invention relates to the field of computer science. More particularly, the present invention relates to identifying related concepts of URLs and domain names.

BACKGROUND

Conventional information retrieval systems can retrieve relevant information from a data repository according to Uniform Resource Locators (URLs) and domains. Example information retrieval systems include traditional search engines, which can parse a URL or domain name to generate a set of keywords, and provide ranked relevant web pages based on the keywords. However, a traditional search engine typically generates the set of keywords from URLs or domain names based on simple keyword matching, which requires that the web pages contain the exact keywords for the keywords to be identified as relevant. Therefore, conventional information retrieval systems fail to detect related concepts. Accordingly, a need exists for an improved solution for identifying information regarding related concepts of URLs and domain names. A further need exists for an improved solution for targeting advertisements based on this information.

SUMMARY

The following summary of the invention is provided in order to provide a basic understanding of some aspects and features of the invention. This summary is not an extensive overview of the invention, and as such it is not intended to particularly identify key or critical elements of the invention, or to delineate the scope of the invention. Its sole purpose is to present some concepts of the invention in a simplified form as a prelude to the more detailed description that is presented below.

A solution for identifying related concepts of URLs and domain names includes using structural parsing to extract information from user input comprising a URL or domain name. The information includes one or more of a protocol, a location, and a subdirectory. Semantic parsing of the information is used to identify a first one or more concepts represented by one or more tokens within the extracted information. A concept association map is queried to retrieve a second one or more concepts related to the first one or more concepts. Each of the concepts represents a unit of thought, expressed by a term, letter, or symbol. The concept association map includes a representation of concepts, concept metadata, and relationships between the concepts. The first one or more concepts and the second one or more concepts are ranked, and the ranked concepts are stored for displaying to one or more users of the computer platform.

BRIEF DESCRIPTION OF THE DRAWINGS

The accompanying drawings, which are incorporated into and constitute a part of this specification, illustrate one or more embodiments of the present invention and, together with the detailed description, serve to explain the principles and implementations of the invention.

In the drawings:

FIG. 1 is a block diagram that illustrates a system for identifying related concepts of URLs and domain names in accordance with one embodiment of the present invention.

FIG. 1A is a flow diagram that illustrates a method for identifying related concepts of URLs and domain names in accordance with one embodiment of the present invention.

FIG. 2 is a block diagram that illustrates URL tokenization in accordance with one embodiment of the present invention.

FIG. 3 is a block diagram that illustrates URL semantic parsing in accordance with one embodiment of the present invention.

FIG. 4 is a block diagram that illustrates tokenizing a URL and mapping the URL to semantically related concepts in accordance with one embodiment of the present invention.

FIG. 5 is a block diagram that illustrates tokenizing a URL, correcting a typographical error in the URL, and mapping the corrected URL to semantically related concepts in accordance with one embodiment of the present invention.

FIG. 6 is a block diagram that illustrates tokenizing correcting and tokenizing the URL as a list of semantically meaningful URL tokens in accordance with one embodiment of the present invention.

FIG. 7 is a block diagram that illustrates methods used in concept graph mapper in accordance with one embodiment of the present invention.

FIG. 8 is a block diagram that illustrates methods used in concepts expander in accordance with one embodiment of the present invention.

FIG. 9 is a block diagram that illustrates a region of interest in concept space for two semantically related concepts and how the region can be divided into different regions, each representing a particular context of user intention, in accordance with one embodiment of the present invention.

FIG. 10 is a block diagram that illustrates a region of interest in concept space for a list of URL tokens and how the region can be divided into different regions, each representing a particular context of user intention, in accordance with one embodiment of the present invention.

FIG. 11 is a block diagram that illustrates using user feedback to update a concept association map in accordance with one embodiment of the present invention.

FIG. 12 is a block diagram of a computer system suitable for implementing aspects of the present invention.

DETAILED DESCRIPTION

Embodiments of the present invention are described herein in the context of identifying related concepts of URLs and domain names. Those of ordinary skill in the art will realize that the following detailed description of the present invention is illustrative only and is not intended to be in any way limiting. Other embodiments of the present invention will readily suggest themselves to those skilled persons having the benefit of this disclosure. Reference will now be made in detail to implementations of the present invention as illustrated in the accompanying drawings. The same reference
indicators will be used throughout the drawings and the following detailed description to refer to the same or like parts.

Embodiments of the present invention provide an improved method for determining a user's intent in submitting a particular URL or domain name. A URL tokenizer performs structural parsing to extract information such as protocol, domain name, location, and possible delimiters. Additionally, semantic parsing maps a URL to semantically related concepts. Instead of only looking for the exact keywords, the embodiments of the present invention then expands the semantically related concepts and URL tokens into groupings of conceptually related concepts, where different groupings capture different user intentions. Each such grouping is analyzed to provide relevant content such as concept categorization data and advertisements. Embodiments of the present invention can better capture the user's intention even when the original URL or domain name contains typographical errors, or lacks valid click through rate (CTR) and cost per click (CPC) data.

In the context of the present invention, the term “concept” refers to a unit of thought, expressed by a term, letter, or symbol. It may be the mental representation of beings or things, qualities, actions, locations, situations, or relations. A concept may also arise from a combination of other concepts. Example concepts include “diabetes,” “heart disease,” “socialism,” and “global warming.”

In the context of the present invention, the term “concept map” or “concept association map” refers to a representation of concepts, concept metadata, and relationships between the concepts. This representation can be in the form of a graph having nodes as concepts and bidirectional multi edges defining different types of relationships between concepts. The concept nodes can be associated with different kinds of metadata, including the frequency of appearance of the concept in a given set of documents, structural relevance (including hierarchy) of the concept in the graph, CPC and CTR data for ads associated to the concept, CTR data for the concept itself as derived from user browsing patterns, as well as a labeling that associates the concept to a specific category. The concept’s relationship edges may include information such as page co-occurrence or functional relationships as extracted from the World Wide Web, CPC and CTR information from advertisement and paid listings, co-occurrence in advertiser campaigns, taxonomies and manually generated maps, and user behavior like query log funnels. An embodiment of the concept association map is defined in “Methods and apparatus for discovering relevant concept and context for content specific node” by Behnam A. Rezvani and Riccardo Boscolo (2008), the contents of which are incorporated herein in its entirety.

In the context of the present invention, the term “community” refers to a subgraph of a concept map.

FIG. 1 is a block diagram that illustrates a system for identifying related concepts of URLs and domain names in accordance with one embodiment of the present invention. As shown in FIG. 1, domain matcher 107 comprises a URL tokenizer 102, a concept map mapper 103, and a concepts expander 104. The URL tokenizer 102 is configured to receive an input URL 101 from a user 110 via an application such as a web browser, and map the input URL 101 to semantically related concepts in the concept association map 106 (if available) or URL tokens. Concept map mapper 103 is configured to map the output of the URL tokenizer 102 to one or more seed concept nodes in the concept association map 106. The concepts expander 104 is configured to start, from the seed concepts, extract sub-graphs from the concept association map 106 which include related concepts in possible different groupings. These groupings of concepts can be further analyzed to provide relevant ads 105. According to another embodiment of the present invention, the concept association map 106 is updated based at least in part on user feedback regarding the related concepts and ads.

FIG. 1A is a flow diagram that illustrates a method for identifying related concepts of URLs and domain names in accordance with one embodiment of the present invention. The processes of FIG. 1A may be implemented in hardware, software, firmware, or a combination thereof. The processes of FIG. 1A may be implemented by domain matcher 107 of FIG. 1. At 1A00, input comprising a URL or domain name is parsed to extract information. The extracted information comprises a location, a domain name, a subdirectory name, a protocol, or any combination thereof. At 1A05, semantic parsing of the tokens within the information extracted is performed to identify concepts represented by the tokens. At 1A10, a concept association map is queried to retrieve additional concepts. At 1A15, concepts obtained at 1A05 and 1A10 are ranked. The concepts may be ranked according to a number of occurrences of the concept in query logs, a number of occurrences of the concept in web pages, cost per click, and click through rate. At 1A20, the ranked concepts are stored for displaying to a user.

FIG. 2 is a block diagram that illustrates URL tokenization in accordance with one embodiment of the present invention. FIG. 2 provides more detail for URL tokenizer 102 of FIG. 1. As shown in FIG. 2, URL tokenizer 202 includes a URL structural parser 203 and a semantic parser 205. The structural parser 203 utilizes a common URL structure to analyze the input domain name or URL 201, and extracts information 204 such as the protocol, the domain, the sub-directory, and the location. The information 204 is input to URL semantic parser 205 for further extracting semantically related concepts and URL tokens 206.

FIG. 3 is a block diagram that illustrates URL semantic parsing in accordance with one embodiment of the present invention. FIG. 3 provides more detail regarding methods URL semantic parser 205 could use to perform semantic parsing. As shown in FIG. 3, URL semantic parser 302 is configured to receive an input location, domain name, subdirectory, and protocol information of the URL 301. URL semantic parser 302 is further configured to use various metrics (304-315) to analyze the input and provide output in the form of semantically related concepts or URL tokens 303. The metrics include typographical information in web pages (304), typographical information in query logs (305), CPC data (306), CTR data (307), a concept association map (308), a concept community grouping (309), N-Gram co-occurrence (310), N-Gram categorization (311), N-Gram frequency in web pages (312), frequency in query logs (313), stop words in the URL (314), and a URL word pattern (315). The various metrics (304-315) are described below in more detail.

According to one embodiment of the present invention, the URL semantic parser 302 uses a concept association map, a concepts community grouping, and concept categorization data to identify the semantically related concepts 303 if available. An example is described below with reference to FIG. 4.

FIG. 4 is a block diagram that illustrates tokenizing a URL and mapping the URL to semantically related concepts in accordance with one embodiment of the present invention. A URL structural parser 402 extracts (401) the domain name “carrental” and location info “us” from the input URL “carrental.com.” Three concept nodes, “rental car,” “car rental,” and “carrental” are identified from concept association map 404 accordingly, and they are ranked according to a scoring scheme including the concept frequency, the CPC and CTR.
data of the concepts, the cost for term position switch and number mismatch (default to be 1), and the relevant cost to the length of a domain name.

According to one embodiment of the present invention, the scoring scheme applies more weight to concepts with higher CPC, CTR and frequency, and penalizes changes more severely in short domain names. In the aforementioned example, the concepts “car rental” and “rental car” are ranked higher than “car rental,” since they have a higher frequency, and they, along with the specific location “uk,” may be given to a concept map mapper for further analysis. The determination of which concepts are submitted to a concept mapper may be based at least in part on whether the score attributed to a concept is at least at a predetermined score value. In the present example illustrated by FIG. 4, the “car rental” concept score is 4.40, the “rental car” concept score is 3.54, and the “car rental” concept score is 2.70. If the predetermined score value is 3.00, the “car rental” and “rental car” concepts would be submitted to the concept mapper, while the “car rental” concept would not be submitted to the concept mapper.

According to another embodiment of the present invention, the URL semantic parser (reference numeral 302 of FIG. 3) uses typographical error information from web pages, query logs, or from both sources to check for typographical errors in an input URL. An example is described below with reference to FIG. 5.

FIG. 5 is a block diagram that illustrates tokenization of a URL, correcting a typographical error in the URL, and mapping the corrected URL to semantically related concepts in accordance with one embodiment of the present invention. FIG. 5 shows another example of tokenizing the URL “plasticsurgery.co.uk.” The URL structural parser 502 extracts the domain name “plasticsurgery” and location info “.co.uk.” Although the exact concept “plastic surgery” exists in the concept association map, it is identified as the typographical error for two other concepts “plastic surgery” and “plastic surgery” via the typographical error screening operation and thus will be filtered. The identification of “plastic surgery” as a typographical error is based at least in part on the relatively small frequency of “plastic surgery” (50) compared to “plasticsurgery” (5,000) and “plastic surgery” (20,000).

According to one embodiment of the present invention, the typographical error screening operation uses the off-line tagged typographical error information in both web pages and a user query log.

According to another embodiment of the present invention, the typographical error screening operation identifies possible typographical error candidates online by ranking similarly pronounced and spelled concepts. For example, the set of typographical error candidates includes concepts with a similar sound indexed code, and concepts with limited word pattern changes such as swapping two characters, insertion, removal, and replacement one or two characters. The scoring scheme for typographical error screening utilizes information such as the CPC and CTR data, the concepts frequency, and the relevant cost of the change in the domain name. According to one embodiment of the present invention, candidates for which the relevant cost for correcting a typographical error is smaller compared to the concept frequency gain are favored.

According to another embodiment of the present invention, a URL semantic parser uses an NGram (a phrase including N words) categorization, NGram frequency information from both web pages and query logs, stop words, as well as the word pattern including separators, letter case and number positions in a URL to generate semantically meaningful tokens. An example is described below with reference to FIG. 6.

FIG. 6 is a block diagram that illustrates tokenizing correcting and tokenizing the URL as a list of semantically meaningful URL tokens in accordance with one embodiment of the present invention. FIG. 6 shows another example of generating URL tokens for the URL “laplasisurgery.com.” The URL structural parser 602 extracts the domain name “laplasisurgery” and location info “.com.” Since there is no concept node identified to match “laplasisurgery” even after the typographical error screening processing, the semantic URL parser 603 tries different ways of splitting the input domain name. Various splitting methods are described in more detail below.

According to one embodiment of the present invention, an NGram dictionary is used in determining how to tokenize a URL. An NGram dictionary may be extracted from html, other markup language documents, and text files. An NGram dictionary may include information such as NGrams, the CPC and CTR data, NGram frequency, NGram categorization, NGram co-occurrence, and offline tagged typographical error NGrams and their corrected versions.

Various methods for determining possible splitting paths (the positions at which the domain name should be broken into tokens) may be used in accordance with embodiments of the present invention. According to one embodiment of the present invention, a search is performed for the longest word and break at that position (the greedy method). According to another embodiment of the present invention, a search is performed for the second longest word and break (the sub-greedy method). According to another embodiment of the present invention, a search is performed for the frequent words (checking its typographical error corrected target words frequency as well), and break. According to a further embodiment of the present invention, the URL is parsed URL in both the normal direction (searching from the beginning) and the reverse direction (searching from the end). According to another embodiment of the present invention, a combination of two or more of the aforementioned splitting methods are used.

According to another embodiment of the present invention, the set splitting paths can be further expanded to include an online created and offline tagged typographical error candidates set. The splitting paths may be ranked via a scoring scheme that combines information such as CPC and CTR data, NGram category, NGram frequency from web pages and query log, NGram co-occurrence, the number of generated tokens, the relevant cost of the change in the domain name, as well as the word pattern in the domain name. The scoring scheme may favor candidates that result in less fragmentation, since a splitting path with many short words, such as words with two or three characters, is very likely to be noise. In addition, a word pattern that includes separators, such as a dash or question mark (for example “geo-mall.com”), numbers (for example “mp3world.com”), and letters having mixed case (for example “CandySale.com”) may provide additional information about a possible splitting position. In the example shown in FIG. 6, the cost for correcting “plastic” to “plastic” is 1, while the NGram co-occurrence frequency for “la plastic surgery” is much higher than “la plastic surgery” and “laplasic surgery.” Thus “la plastic surgery” is ranked higher than the other paths such as “la plastic surgery” or “laplasic surgery.”

According to one embodiment of the present invention, an initial set of splitting paths is generated using the scheme mentioned above. Then the whole set is expanded to include all combinations of typographical error candidates. For example, if a splitting path is denoted as “W1 W2” (where W1 and W2 are two uni-Grams), W1 is identified to be typo-
graphical error for both $W_a$ and $W_b$, the system keeps track of all four combinations as $W_a$, $W_a^*$, $W_b$, $W_b^*$, $W_a$ and $W_b^*$. The system then uses the aforementioned scoring scheme to rank, prune, and generate the final valid set.

According to one embodiment of the present invention, each uni-Gram is associated with its best corrected uni-Gram candidate if possible. For an instance, if $W_a$ is identified as the typographical error for all uni-Grams $W_a$, $W_a^*$, $W_b$, $W_b^*$, $W_a$, $W_b^*$ will be denoted as the best corrected uni-Gram candidate if it is ranked the highest according to a scoring scheme mentioned above. Or if $W_a$ is not identified as a typo, it is denoted as the best corrected uni-Gram candidate for itself. Then the initial set of splitting paths is generated according the scheme mentioned previously, and the initial set is pruned using the scoring scheme mentioned above (for example, keeps only the top 5 splitting paths), but each uni-Gram’s statistics is replaced with that of its best corrected candidate. Then only the pruned set is expanded to incorporate all combinations of typographic errors, ranking and pruning are performed to create the final valid set. This scheme achieves higher time and space efficiency by limiting the number of expandable splitting paths.

According to another embodiment of the present invention, the URL semantic parser incorporates the cost per click (CPC) and clickthrough ratio (CTR) data to rank the results. According to one embodiment of the present invention, higher CPCs and CTRs indicate a better ranking.

According to one embodiment of the present invention, the URL semantic parser uses a combination of two or more of the aforementioned methods to perform semantic parsing.

The concept map mapper is configured to project concepts, keywords, and phrases on a predefined conceptual map by clustering and pruning them. FIG. 7 illustrates different methods of this mapping.

According to one embodiment of the present invention, the concept map mapper uses traffic history of the URL from search engine (704) and related pages (705), and the history registration information (706) to identify seed concept nodes capturing previous user intention, since some users might not have noticed changes in the webpage content.

According to another embodiment of the present invention, the concept map mapper performs natural language processing to assess relevant importance of the tokens. For example, “facts about Greece” the system analyzes the pattern “A about B” and applies more weight to the latter token (“Greece”).

According to one embodiment of the present invention, the concept map mapper uses a combination of two or more of the aforementioned methods for determining seed concepts.

FIG. 8 is a block diagram that illustrates methods which may be used by a concepts expander 802 to expand the user intention into multiple contexts, and further identify relevant content. A concepts expander 802 can use information such as a concept association map 804, a concept community grouping 806 and concept categorization data 805, CTR data 808, and CPC data 807.

One embodiment of both the concepts mapping and expanding is described in “Methods and apparatus for dis-covering relevant concept and context for content specific node” by Behnam A. ReZaei and Riccardo Boscolo (2008). FIG. 9 is a block diagram that illustrates a region of interest in concept space for two semantically related concepts and how the region can be divided into different regions, each representing a particular context of user intention, in accordance with one embodiment of the present invention. In FIG. 9, an example of projecting and expanding two semantic concepts “car rental” 910 and “rental car” 912 is shown. These two nodes are grouped together in the concept association map according to the concept grouping info. Starting from them, other related concepts may be identified, such as “travel” 902 (parent node), “hotel rental” 904 and “flight rental” 905 (sibling nodes), as well as two set of children nodes grouped as “car rental companies” 906 and “car rental websites” 907.

FIG. 10 is a block diagram that illustrates a region of interest in concept space for a list of URL tokens and how the region can be divided into different regions, each representing a particular context of user intention, in accordance with one embodiment of the present invention. FIG. 10 provides another example of projecting and expanding a list of URL tokens, “world of windows,” 1020 is shown in FIG. 10. Since “of” is a stop word, this list of tokens will initially be mapped to two concept nodes “world” 1022 and “windows” 1024 in two different groupings (”world” 1022 is associated with nodes such as “planet” 1004, while “windows” 1024 is associated with nodes such as “home decoration” 1008 and “operating systems” 1009). Natural language processing of the pattern “A of B” gives more weight to the latter term (“windows”). In addition, the CPC and CTR data favors “windows” to “world”. Starting from the seed node “windows” 1024, two major concept groupings, “home decoration” 1008 and “operating systems” 1009 would be expanded.

FIG. 11 is a block diagram that illustrates using user feedback to update a concept association map in accordance with one embodiment of the present invention. FIG. 11 illustrates an embodiment of the invention wherein the domain matcher 1102 is utilized to provide output 1103 to a user 1110. For example, a user 1110 may send a URL 1101 to domain matcher 1102, e.g., by entering it in a query in a browser. The domain matcher 1102 would parse the URL 1101, analyze it for words and phrases, obtain ranked concept relating to the URL, and send the related concepts 1103 and the ranking to be displayed on the user’s monitor. According to another example, a user 1110 may enter the URL 1101 in a browser in order to call a webpage. An intercepting program (not shown) may be used to capture the URL 1101 and forward it to the domain matcher 1102. The domain matcher 1102 would parse the URL 1101, analyze it for words and phrases, and obtain ranked concept relating to the URL 1101. An ads bank (not shown), may then be queried to obtain ads 1103 that are relevant at least to the top ranking concept. The ads 1103 are then transmitted to be displayed on the user’s monitor.

The user feedback of the related concepts and ads (1104) could be used to update the concept association map 1105, as shown in FIG. 11. That is, if the user 1110 clicks on a concept or ad sent to the user 1110 based on the analysis of the domain matcher 1102, an indication of the click may be transmitted to the concept association map 1105 to confirm, validate, improve, etc., the concept association map 1105. For example, three types of ads are initially provided for www .java.com, including JAVA the computer programming language, Java the drink, and Java the island. If a majority of the users 1110 end up clicking the ads related to Java the drink, the concept edge between “JAVA” and “drinks” in the concept map 1105 will be enhanced. According to this embodiment of
the present invention, the increasing CPC and CTR for the provided concepts and ads can be used to enhance certain relationships in the concept association map 1105, and vice versa.

FIG. 12 is a block diagram of a computer system 1200 suitable for implementing aspects of the present invention. The system 1200 includes a computer/server platform 1201, peripheral devices 1202 and network resources 1203.

The computer platform 1201 may include a data bus 1204 or other communication mechanism for communicating information across and among various parts of the computer platform 1201, and a processor 1205 coupled with bus 1201 for processing information and performing other computational and control tasks. Computer platform 1201 also includes a volatile storage 1206, such as a random access memory (RAM) or other dynamic storage device, coupled to bus 1204 for storing volatile information as well as instructions to be executed by processor 1205. The volatile storage 1206 also may be used for storing temporary variables or other intermediate information during execution of instructions by processor 1205. Computer platform 1201 may further include a read only memory (ROM or EPROM) 1207 or other static storage device coupled to bus 1204 for storing static information and instructions for processor 1205, such as basic input-output system (BIOS), as well as various system configuration parameters. A persistent storage device 1208, such as a magnetic disk, optical disk, or solid-state flash memory device is provided and coupled to bus 901 for storing information and instructions.

Computer platform 1201 may be coupled via bus 1204 to a display 1209, such as a cathode ray tube (CRT), plasma display, or a liquid crystal display (LCD), for displaying information to a system administrator or user of the computer platform 1201. An input device 1210, including alphanumeric and other keys, is coupled to bus 1201 for communicating information and command selections to processor 1205. Another type of user input device is a cursor control device 1211, such as a mouse, a trackball, or cursor direction keys for communicating direction information and command selections to processor 1204 and for controlling cursor movement on display 1209.

An external storage device 1212 may be connected to the computer platform 1201 via bus 1204 to provide an extra or removable storage capacity for the computer platform 1201. In an embodiment of the computer system 1200, the external removable storage device 1212 may be used to facilitate exchange of data with other computer systems.

Embodiments of the present invention are related to the use of computer system 1200 for implementing the techniques described herein. According to one embodiment of the present invention, the inventive system may reside on a machine such as computer platform 1201. According to one embodiment of the present invention, the techniques described herein are performed by computer system 1200 in response to processor 1205 executing one or more sequences of one or more instructions contained in the volatile memory 1206. Such instructions may be read into volatile memory 1206 from another computer-readable medium, such as persistent storage device 1208. Execution of the sequences of instructions contained in the volatile memory 1206 causes processor 1205 to perform the process steps described herein. In alternative embodiments, hard-wired circuitry may be used in place of or in combination with software instructions to implement embodiment of the present invention. Thus, embodiments of the present invention are not limited to any specific combination of hardware circuitry and software.

It should be noted that embodiments of the present invention are illustrated and discussed herein as having various modules which perform particular functions and interact with one another. It should be understood that these modules are merely segregated based on their function for the sake of description and represent computer hardware and/or executable software code which is stored on a computer-readable medium for execution on appropriate computing hardware. The various functions of the different modules and units can be combined or segregated as hardware and/or software stored on a computer-readable medium as above as modules in any manner, and can be used separately or in combination.

The term “computer-readable medium” as used herein refers to any medium that participates in providing instructions to processor 1205 for execution. The computer-readable medium is just one example of a machine-readable medium, which may carry instructions for implementing any of the methods and/or techniques described herein. Such a medium may take many forms, including but not limited to, non-volatile media, volatile media, and transmission media. Non-volatile media includes, for example, optical or magnetic disks, such as storage device 1208. Volatile media includes dynamic memory, such as volatile storage 1206. Transmission media includes coaxial cables, copper wire and fiber optics, including the wires that comprise data bus 1204. Transmission media can also take the form of acoustic or light waves, such as those generated during radio-wave and infrared data communications.

Common forms of computer-readable media include, for example, a floppy disk, a flexible disk, hard disk, magnetic tape, or any other magnetic medium, a CD-ROM, any other optical medium, punched cards, paper tape, any other physical medium with patterns of holes, a RAM, a PROM, an EPROM, a FLASH-EPROM, a flash drive, a memory card, any other memory chip or cartridge, a carrier wave as described hereinafter, or any other medium from which a computer can read.

Various forms of computer-readable media may be involved in carrying one or more sequences of one or more instructions to processor 1205 for execution. For example, the instructions may initially be carried on a magnetic disk from a remote computer. Alternatively, a remote computer can load the instructions into its dynamic memory and send the instructions over a telephone line using a modem. A modem local to computer system 1200 can receive the data on the telephone line and use an infrared transmitter to convert the data to an infra-red signal. An infra-red detector can receive the data carried in the infra-red signal and appropriate circuitry can place the data on the data bus 1204. The bus 1204 carries the data to the volatile storage 1206, from which processor 1205 retrieves and executes the instructions. The instructions received by the volatile memory 1206 may optionally be stored on persistent storage device 1208 either before or after execution by processor 1205. The instructions may also be downloaded into the computer platform 1201 via Internet using a variety of network data communication protocols well known in the art.

The computer platform 1201 also includes a communication interface, such as network interface card 1213 coupled to the data bus 1204. Communication interface 1213 provides a two-way data communication coupling to a network link 1214 that is connected to a local network 1215. For example, communication interface 1213 may be an integrated services digital network (ISDN) card or a modem to provide a data communication connection to a corresponding type of telephone line. As another example, communication interface 1213 may be a local area network interface card (LAN NIC) to provide a data communication connection to a compatible
LAN. Wireless links, such as well-known 802.11 a, 802.11 b, 802.11 g and Bluetooth may also be used for network implementation. In any such implementation, communication interface 1213 sends and receives electrical, electromagnetic or optical signals that carry digital data streams representing various types of information.

Network link 1213 provides data communication through one or more networks to other network resources. For example, network link 1214 may provide a connection through local network 1215 to a host computer 1216, or a network storage/server 1217. Additionally or alternatively, the network link 1213 may connect through gateway/firewall 1217 to the wide-area or global network 1218, such as an Internet. Thus, the computer platform 1201 can access network resources located anywhere on the Internet 1218, such as a remote network storage/server 1219. On the other hand, the computer platform 1201 may also be accessed by clients located anywhere on the local area network 1215 and/or the Internet 1218. The network clients 1220 and 1221 may themselves be implemented based on the computer platform similar to the platform 1201.

Local network 1215 and the Internet 1218 both use electrical, electromagnetic or optical signals that carry digital data streams. The signals through the various networks and the signals on network link 1214 and through communication interface 1213, which carry the digital data to and from computer platform 1201, are exemplary forms of carrier waves transporting the information.

Computer platform 1201 can send messages and receive data, including program code, through the variety of network(s) including Internet 1218 and LAN 1215, network link 1214 and communication interface 1213. In the Internet example, when the system 1201 acts as a network server, it might transmit a requested code or data for an application program running on client(s) 1220 and/or 1221 through Internet 1218, gateway/firewall 1217, local area network 1215 and communication interface 1213. Similarly, it may receive code from other network resources.

The received code may be executed by processor 1205 as it is received, and/or stored in persistent or volatile storage devices 1208 and 1206, respectively, or other non-volatile storage for later execution. In this manner, computer system 1201 may obtain application code in the form of a carrier wave.

Finally, it should be understood that processes and techniques described herein are not inherently related to any particular apparatus and may be implemented by any suitable combination of components. Further, various types of general purpose devices may be used in accordance with the teachings described herein. It may also prove advantageous to construct specialized apparatus to perform the method steps described herein. The present invention has been described in relation to particular examples, which are intended in all respects to be illustrative rather than restrictive. Those skilled in the art will appreciate that many different combinations of hardware, software, and firmware will be suitable for practicing the present invention. For example, the described software may be implemented in a wide variety of programming or scripting languages, such as Assembler, C/C++, perl, shell, PHP, Java, etc.

Moreover, other implementations of the present invention will be apparent to those skilled in the art from consideration of the specification and practice of the present invention disclosed herein. Various aspects and/or components of the described embodiments may be used singly or in any combination in the online behavioral targeting system. It is intended that the specification and examples be considered as exemplar only, with a true scope and spirit of the present invention being indicated by the following claims.

In the interest of clarity, not all of the routine features of the implementations described herein are shown and described. It will, of course, be appreciated that in the development of any such actual implementation, numerous implementation-specific decisions must be made in order to achieve the developer's specific goals, such as compliance with application- and business-related constraints, and that these specific goals will vary from one implementation to another and from one developer to another. Moreover, it will be appreciated that such a development effort might be complex and time-consuming, but would nevertheless be a routine undertaking of engineering for those of ordinary skill in the art having the benefit of this disclosure.

According to one embodiment of the present invention, the components, process steps, and/or data structures may be implemented using various types of operating systems (OS), computing platforms, firmware, computer programs, computer languages, and/or general-purpose machines. The method that can be run as a programmed process running on processing circuitry. The processing circuitry can take the form of numerous combinations of processors and operating systems, connections and networks, data stores, or a stand-alone device. The process can be implemented as instructions executed by such hardware, hardware alone, or any combination thereof. The software may be stored on a program storage device readable by a machine.

While embodiments and applications of this invention have been shown and described, it would be apparent to those skilled in the art having the benefit of this disclosure that many more modifications than mentioned above are possible without departing from the inventive concepts herein. The invention, therefore, is not to be restricted except in the spirit of the appended claims.

What is claimed is:

1. A computer implemented method comprising:
   using structural parsing to extract information from user input comprising a URL or domain name, the information comprising one or more of a protocol, a location, and a subdirectory;
   using semantic parsing of the information to identify a first one or more concepts represented by one or more tokens within the extracted information;
   determining whether the domain name can be mapped to one or more concepts in the concept association map by switching term positions or changing numbers;
   when the domain name can be mapped and if the mapped concepts have high score, identifying the concepts as seed concepts for further querying the concept association map;
   when the mapped concepts do not have a high enough score, or the domain name cannot be mapped, then determining whether the input domain name can be mapped to a concept in the concept association map by typographical error correction, the correction comprising one or more of insertion, deletion, and switching or replacement of 1 or 2 characters; and
   when the input domain name cannot be mapped by typographical error correction, or if concepts mapped as a result of typographical error correction do not have a high score, determining how to break the domain name into URL tokens by inserting separators at correction positions and correcting the tokens;
   querying a concept association map to retrieve a second one or more concepts related to the first one or more concepts, each of the concepts representing a unit of
thought, expressed by a term, letter, or symbol, the concept
association map comprising a representation of
concepts, concept metadata, and relationships between
the concepts;
ranking the first one or more concepts and the second one
or more concepts to create ranked concepts; and
storing the ranked concepts for displaying to one or more
users of the computer platform.
2. The method of claim 1, further comprising:
responsive to the displaying, using feedback from the one
or more users to update the concept association map.
3. The method of claim 1, further comprising utilizing a top
level of the URL to associate a geographical location with the
URL.
4. The method of claim 1, further comprising associating
a penalty with concept term position switching, number mis-
match, and character correction.
5. The method of claim 1, wherein breaking the URL into
URL tokens further comprises:
associating a penalty with breaking a domain name into
several tokens; and
associating a score used to rank, prune and expand URL
splitting paths.
6. The method of claim 5, further comprising expanding a
set of URL splitting paths according to at least one of:
online generated typographical error candidates; and
offline generated typographical error candidates.
7. The method of claim 1 wherein the ranking comprises
assigning a score to each concept according to at least one of:
a number of occurrences of the concept in query logs;
a number of occurrences of the concept in web pages;
cost per click; and
click through rate.
8. The method of claim 1 wherein the querying comprises
assigning a score to each expanded concept according to at
least one of:
a concept frequency, an edge weight between a concept and
a seed concept;
a cost per click; and
a click through rate.
9. The method of claim 2 wherein the updating comprises
updating a concept edge weight according to at least one of:
a cost per click; and
a click through rate.
10. The method of claim 1, further comprising
querying an ads bank to obtain one or more ads based on
the ranked concepts; and
storing the one or more ads for displaying to the one or
more users.
11. An apparatus comprising:
a memory; and
one or more processors configured to:
use structural parsing to extract information from user input
comprising a URL, or domain name, the information comprising
one or more of a protocol, a location, and a subdirectory,
wherein structural parsing comprises:
determining whether the domain name can be mapped to
one or more concepts in the concept association map by
switching term positions or changing numbers;
when the domain name can be mapped and if the mapped
concepts have high score, identifying the concepts as
seed concepts for further querying the concept associa-
tion map;
when the mapped concepts do not have a high enough
score, or the domain name cannot be mapped, then deter-
mining whether the input domain name can be mapped
to a concept in the concept association map by typo-
graphical error correction, the correction comprising
one or more of insertion, deletion, and switching or
replacement of 1 or 2 characters; and
when the input domain name cannot be mapped by typo-
graphical error correction, or if concepts mapped as a
result of typographical error correction do not have a
high score, determining how to break the domain name
into URL tokens by inserting separators at correction
positions and correcting the tokens;
use semantic parsing of the information to identify a first
or more concepts represented by one or more tokens
within the extracted information;
query a concept association map to retrieve a second one or
more concepts related to the first one or more concepts,
each of the concepts representing a unit of thought,
expressed by a term, letter, or symbol, the concept associa-
tion map comprising a representation of concepts,
concept metadata, and relationships between the con-
cepts;
rank the first one or more concepts and the second one or
more concepts to create ranked concepts; and
store the ranked concepts for displaying to one or more
users of the computer platform.
12. The apparatus of claim 11 wherein the one or more
processors are further configured to:
responsive to the displaying, use feedback from the one or
more users to update the concept association map.
13. The apparatus of claim 11 wherein the one or more
processors are further configured to utilize a top level of the
URL to associate a geographical location with the URL.
14. The apparatus of claim 11 wherein the one or more
processors are further configured to associate a penalty with
concept term position switching, number mismatch, and
character correction.
15. The apparatus of claim 11 wherein the one or more
processors are further configured to break the URL into URL
tokens by:
associating a penalty with breaking a domain name into
several tokens; and
associating a score used to rank, prune and expand URL
splitting paths.
16. The apparatus of claim 15 wherein the one or more
processors are further configured to expand a set of URL
splitting paths according to at least one of:
online generated typographical error candidates; and
offline generated typographical error candidates.
17. The apparatus of claim 11 wherein the ranking comprises
assigning a score to each concept according to at least one of:
a number of occurrences of the concept in query logs;
a number of occurrences of the concept in web pages;
cost per click; and
a click through rate.
18. The apparatus of claim 11 wherein the querying comprises
assigning a score to each expanded concept according to at
least one of:
a concept frequency, an edge weight between a concept and
a seed concept;
a cost per click; and
a click through rate.
19. The apparatus of claim 12 wherein the updating comprises
updating a concept edge weight according to at least one of:
a cost per click; and
a click through rate.
20. The apparatus of claim 11 wherein the one or more
processors are further configured to:
query an ads bank to obtain one or more ads based on the ranked concepts; and store the one or more ads for displaying to the one or more users.

21. A program storage device readable by a machine, embodying a program of instructions executable by the machine to perform a method, the method comprising:

using structural parsing to extract information from user input comprising a URL or domain name, the information comprising one or more of a protocol, a location, and a subdirectory, wherein structural parsing comprises;

- determining whether the domain name can be mapped to one or more concepts in the concept association map by switching term positions or changing numbers;
- when the domain name can be mapped and if the mapped concepts have high score, identifying the concepts as seed concepts for further querying the concept association map;
- when the mapped concepts do not have a high enough score, or the domain name cannot be mapped, then determining whether the input domain name can be mapped to a concept in the concept association map by typographical error correction, the correction comprising one or more of insertion, deletion, and switching or replacement of 1 or 2 characters; and
- when the input domain name cannot be mapped by typographical error correction, or if concepts mapped as a result of typographical error correction do not have a high score, determining how to break the domain name into URL tokens by inserting separators at correction positions and correcting the tokens;

using semantic parsing of the information to identify a first one or more concepts represented by one or more tokens within the extracted information;

querying a concept association map to retrieve a second one or more concepts related to the first one or more concepts, each of the concepts representing a unit of thought, expressed by a term, letter, or symbol, the concept association map comprising a representation of concepts, concept metadata, and relationships between the concepts;

ranking the first one or more concepts and the second one or more concepts to create ranked concepts; and storing the ranked concepts for displaying to one or more users of the computer platform.