Distinct encoding of decision confidence in human medial prefrontal cortex
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Our confidence in a choice and the evidence pertaining to a choice appear to be inseparable. However, an emerging computational consensus holds that the brain should maintain separate estimates of these quantities for adaptive behavioral control. We have devised a psychophysical task to decouple confidence in a perceptual decision from both the reliability of sensory evidence and the relation of such evidence with respect to a choice boundary. Using human fMRI, we found that an area in the medial prefrontal cortex, the perigenual anterior cingulate cortex (pgACC), tracked expected performance, an aggregate signature of decision confidence, whereas neural areas previously proposed to encode decision confidence instead tracked sensory reliability (posterior parietal cortex and ventral striatum) or boundary distance (presupplementary motor area). Supporting that information encoded by pgACC is central to a subjective sense of decision confidence, we show that pgACC activity does not simply covary with expected performance, but is also linked to within-subject and between-subject variation in explicit confidence estimates. Our study is consistent with the proposal that the brain maintains choice-dependent and choice-independent estimates of certainty, and sheds light on why dysfunctional confidence often emerges following prefrontal lesions and/or degeneration.

D ecisions are often made in the face of uncertainty and in the absence of immediate feedback. Accompanying such decisions is a sense of confidence in having made the correct choice, which can be used to guide behavior (1, 2). For example, after having made a difficult choice, an animal might correctly estimate that its decision is unlikely to be correct and thus avoid wasting time waiting for a reward that may not arrive (3). Humans may communicate such estimates of decision confidence to make more accurate decisions together than are made alone (4). Despite widespread agreement that decision confidence is a useful quantity for adaptive control of behavior, neurobiological support for a distinct encoding of decision confidence is lacking.

Several computational models propose that decision confidence reflects an internal estimate of the probability that a choice is correct (1, 2). A ubiquitous paradigm for studying the neural basis of this computation is sensory psychophysics. On a typical trial, subjects first make a categorical choice about an ambiguous stimulus, such as deciding whether a cloud of dots is moving left or right or whether a contrast grating is tilted counterclockwise or clockwise of vertical. Subjects then make a secondary judgment that requires estimating the probability that the initial choice is correct. For example, subjects may have to decide whether to opt out of the choice for a sure but small reward or, in humans, explicitly estimate their confidence in the choice. Variation in these confidence-based behaviors may be induced by manipulation of task features, such as stimulus reliability (e.g., percentage of coherently moving dots) or the distance between the stimulus and a choice boundary (e.g., angular deviation from vertical axis), and/or intrinsic stochasticity in neural processing.

This general approach has been used with various species and techniques to identify neural areas that are involved in, or at least predict, confidence-based behaviors. In monkeys, single-unit recording and functional inactivation have identified the lateral intraparietal sulcus (5), thalamic pulvinar (6), supplementary eye fields (7), and dopaminergic neurons in the substantia nigra (8) as contributing to confidence-based behaviors, such as opt-out responses and postdecision wagers. In rodents, similar approaches have identified the orbitofrontal cortex as involved in confidence-based behaviors, such as willingness to wait for a potential reward (3). In humans, fMRI has identified neural areas that track explicit confidence estimates, including the striatum (9), medial prefrontal cortex (10, 11), dorsal anterior cingulate cortex (12), and rostral-lateral prefrontal cortex (11, 12).

In the aforementioned tasks, there are at least two distinct components to a computation of decision confidence: the reliability of sensory evidence and the relation of such evidence with respect to a choice boundary (1). When the choice boundary is known in advance or fixed, one of these components may be a sufficient statistic for estimating decision confidence. For example, it has been proposed that algorithmically, decision confidence is a function of the sensory evidence in favor of a choice and elapsed time (5) or the (absolute) distance between such evidence and a choice boundary (3, 6, 9). However, such close coupling of decision confidence and its component parts can make it difficult to evaluate the contribution of distinct neural signals to confidence-based behaviors. For example, neural activity in the parietal cortex might predict an animal’s opt-out responses (5), because the area encodes a probability distribution over sensory states given sensory evidence—a key component of decision confidence—rather than decision confidence per se. Conversely, neural activity in the orbitofrontal cortex might predict an animal’s willingness to wait for a potential reward (3), because the area encodes the distance between sensory estimates and decision confidence.
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evidence and a choice boundary—another component of decision confidence—rather than decision confidence per se. While the distinction between these encoding schemes may sometimes prove moot, there are many situations in which decision confidence cannot be readily estimated from the choice process and/or must be represented separately (1), such as when a choice boundary is not known at the start of a trial (13) or when faced with a series of interdependent choices (14).

Here we tested for a distinct encoding of decision confidence in the human brain by devising a task that isolates decision confidence from its component parts. Subjects performed a continuous-direction, variable-reference random dot-motion task that in aggregate separated the probability that a motion discrimination judgment was correct (expected performance) from the reliability of a percept of motion direction (sensory reliability) and the distance between a motion percept and a choice boundary (boundary distance). Our approach builds on previous behavioral paradigms that have examined components of decision confidence (e.g., stimulus mean and variance) (15, 16). Using fMRI, we show that both aggregate and single-trial signatures of decision confidence are tracked by an area in the medial prefrontal cortex, the perigenual anterior cingulate cortex (pgACC).

Results
Experimental Isolation of Decision Confidence. Subjects (n = 32) viewed a field of moving dots inside a circular aperture (Fig. 1). On each update of the motion display, a fraction of dots moved coherently in a prespecified direction, sampled anew on each trial from the range 1–360°, whereas the remainder moved randomly. After the motion display, a line transecting the aperture appeared. Subjects had to decide whether the net direction of dot motion was counterclockwise or clockwise to a reference that appeared after stimulus offset. We varied the percentage of coherently moving dots and the absolute angular distance between the motion direction and the reference. In the prescan session, confidence estimates (50–100%) in steps of 10% were elicited on every trial. In the scan session, confidence estimates were elicited every 5–10 trials. Information on stimulus calibration is provided in SI Appendix, Fig. S1.

Fig. 1. Continuous-direction random-dot motion task with variable reference. Subjects had to judge whether the net direction of dot motion was counterclockwise or clockwise to a reference that appeared after stimulus offset. We varied the percentage of coherently moving dots and the absolute angular distance between the motion direction and the reference. In the prescan session, confidence estimates (50–100%) in steps of 10% were elicited on every trial. In the scan session, confidence estimates were elicited every 5–10 trials. Information on stimulus calibration is provided in SI Appendix, Fig. S1.

Behavioral Validation of the Experimental Approach. We first validated that subjects’ expected performance varied with changes in coherence and distance. Indeed, we found that choice accuracy was affected by both factors; subjects were more likely to be correct when coherence was high and distance was high [Fig. 2A, logistic regression; coherence: t (31) = 11.46, P < 0.001; distance: t (31) = 19.00, P < 0.001; interaction: t (31) = 9.85, P < 0.001]. These effects were mirrored in choice reaction time; subjects made faster decisions when coherence was high and distance was high [Fig. 2B, linear regression; coherence: t (31) = 4.97, P < 0.001; distance: t (31) = 11.58, P < 0.001; interaction: t (31) = 9.40, P < 0.001]. These confidence effects survived controlling for choice reaction time and nuisance factors, such as the initial position of the confidence marker and the cardinality of motion direction (SI Appendix, Fig. S2).

To further unpack the drivers of the choice process, we modeled subjects’ responses using a hierarchical instantiation of the drift-diffusion model (DDM) (17). We remained agnostic as to how our task affected DDM parameters by fitting drift rate (signal-to-noise ratio of evidence accumulation), threshold (amount of evidence needed for a choice), and nondecision time (e.g., stimulus encoding and response preparation) separately for each condition. In both sessions, we found that only drift rate varied between conditions, whereas threshold and nondecision time were stable; see the model predictions in Fig. 2A and B and the parameter estimates in SI Appendix, Fig. S4. In our task, the momentary evidence entering into the accumulation process can be thought of as the signed difference between a noisy sample from a sensory representation of motion direction held in visual short-term memory and a choice boundary (18). Here the reliability of the sensory representation, controlled by coherence, and the placement of the choice boundary, controlled by distance, jointly determine the signal-to-noise ratio of the accumulation process and thereby the probability that a choice is correct. Taken together, the DDM analysis shows that subjects’ choice strategy (threshold) and task engagement (nondecision time) were stable across conditions and sessions and supports that our task separates expected performance from sensory reliability and boundary distance.

Isolating Neural Signatures of Expected Performance. Having validated our experimental approach, we next estimated a general
linear model (GLM) of the fMRI data. As noted above, the probability that a subject’s motion discrimination judgment is correct is a function of both the reliability of a subject’s percept of motion direction (coherence) and the distance between a subject’s motion percept and a choice boundary (distance) (Fig. 2A). Thus, we would expect a brain region involved in tracking expected performance, an aggregate signature of decision confidence, to carry the main effects of coherence and distance and, importantly, an interaction between these two factors.

To identify such activity patterns, we adopted a masking approach. At a whole-brain level, we first searched for main effects of coherence and distance and then, applying an inclusive mask constructed from the intersection of the two main effects (each map thresholded at $P < 0.05$, uncorrected), searched for an interaction between coherence and distance ($P < 0.05$, family-wise error rate (FWE)-corrected). This analysis identified a single cluster in the medial prefrontal cortex, the pgACC. In this area, activity tracked changes in both coherence and distance and, importantly, an interaction between these two factors (Fig. 3A and B), reflecting the pattern of both choice accuracy (Fig. 2A) and explicit confidence estimates (Fig. 2C).

We next identified areas that selectively tracked changes in coherence independent of distance. At a whole-brain level, we applied an exclusive mask constructed from the intersection of the main effect of coherence and coherence × distance interaction (each map thresholded at $P < 0.05$, uncorrected) and searched for a main effect of coherence ($P < 0.05$, FWE-corrected). This analysis identified clusters in the extrastriate cortex, posterior cingulate cortex, parietal cortex, and striatum, extending into the thalamus; in these areas, activity was higher when coherence was high but was unaffected by distance (Fig. 3A and B). The extrastriate and parietal clusters encompassed area MT+ and the intraparietal sulcus, respectively, areas that are sensitive to motion coherence and motion direction (19, 20).

Finally, we identified areas that selectively tracked distance independent of coherence. At a whole-brain level, we applied an exclusive mask constructed from the intersection of the main effect of coherence and the coherence × distance interaction (each map thresholded at $P < 0.05$, uncorrected) and searched for a main effect of distance ($P < 0.05$, FWE-corrected). This analysis identified clusters in the posterior cingulate cortex, with higher activity when distance was high, and the presupplementary motor area (pre-SMA), with higher activity when distance was low (Fig. 3A and B). We obtained comparable whole-brain effects when including correct trials only (SI Appendix, Fig. S5).

Controlling for Choice Reaction Time and Value. We next considered alternative explanations of our neural results in terms of choice reaction time and choice value. The effects of coherence, distance and the coherence × distance interaction on pgACC activity survived the inclusion of choice reaction time, both in a regression analysis of activity time courses (Fig. 3C) and in a series of control GLMs (SI Appendix, Fig. S5). We also took advantage of the fact that we varied the reward magnitude associated with the scoring rule on trials in which an explicit confidence estimate was required, such that a correct decision was three times more valuable in one-half of these confidence trials. While reward magnitude modulated activity time courses in the ventral striatum, in line with its role in encoding reward expectation (21), we did not observe an effect of reward magnitude in the pgACC (Fig. 3D). Taken together, these analyses indicate that the neural activations identified by our factorial design were not simply due to variation in choice reaction time and/or choice value.

Neural Basis of Decision Confidence. Having demonstrated that the pgACC tracks expected performance as specified by our factorial design, we sought to establish a role for the pgACC in the construction of a subjective sense of decision confidence. Normatively, decision confidence should reflect an internal estimate of the probability that a choice is correct and thus, if computed accurately, should track expected performance as assayed using our factorial design. Indeed, the above analyses show that the pgACC satisfies such a requirement for a neural signature of decision confidence. However, a direct correspondence between expected performance and decision confidence should not always be expected, especially in the absence of any feedback. At the single-trial level, subjective confidence is an internal state that can vary even when external variables are held constant, and at the aggregate level, subjects might not have assigned appropriate weights to the components of confidence formation. Thus, to establish that the pgACC is central to a subjective sense of decision confidence, it is important to show that the pgACC also tracks such “residual” variation in subjective confidence over and above the expected performance.

We first sought to establish a trial-by-trial relationship between pgACC activity and subjective confidence. We fitted an ordinal regression model to each subject’s explicit confidence estimates in the prescan session and used this model to generate out-of-sample predictions about their subjective confidence in the scan session (Fig. 4A). Supporting that the pgACC is central to a subjective sense of decision confidence, pgACC activity estimates [Fig. 4B, linear
neural area may predict opt-out responses because it tracks the reliability of a percept of motion direction—a key component of a confidence computation—rather than decision confidence itself, a quantity that often requires the integration of multiple components (1). Recognizing this distinction is key for advancing our understanding of the neurobiology of decision confidence.

We have developed a psychophysical approach to dissociate a neural representation of decision confidence from neural representations of its component parts. Extending the classic random dot-motion task, we varied both the percentage of coherently moving dots, which could move in any direction along the full circle, and the angular distance between the net direction of dot motion and a variable reference against which motion direction had to be judged. We showed that in this design, subjects’ expected performance, an aggregate signature of decision confidence, is a function of both sensory reliability and boundary distance. Using our task to interrogate fMRI data, we observed that activity in an area in the medial prefrontal cortex (the pgACC) uniquely tracked expected performance, whereas neural areas previously proposed to track decision confidence tracked sensory reliability (posterior parietal cortex and ventral striatum) or boundary distance (pre-SMA). Supporting that the information encoded by the pgACC is central to a subjective sense of decision confidence, but also of a more global estimate of the probability of correct choice across trials, an estimate critical for assessing one’s general ability on a task. Evidence for the latter function comes from a recent study showing that pgACC activity tracks a running average of subjects’ performance history and predicts their explicit evaluations of expected performance independent of the expected value of a trial. In our study by contrast, which performance was designed to be independent from one trial to another, in that study performance was rigged such that it was autocorrelated across trials and could be learned only by tracking performance feedback.

The diverse connectivity profile of the pgACC is consistent with this area being central to the formation of both local and global estimates of the probability of correct choice across different task domains. The pgACC is connected to the surrounding medial prefrontal cortex, dorsolateral and ventrolateral prefrontal cortex, cingulate cortex, subcortical areas such as the hippocampus and striatum, and posterior areas, including the parietal cortex (23). In other words, the same neural network that generates the ability to monitor and evaluate the success of one’s task performance, is often impaired after prefrontal lesions and/or degeneration (24). If the pgACC is critical for confidence formation, then compromising the pgACC or connections to and/or from the pgACC should naturally lead to discrepancies between subjective evaluation and objective performance.

It is noteworthy that our factorial analysis did not identify the rostromedial prefrontal cortex (rPFC). Previous studies have consistently shown that rPFC activity tracks explicit confidence estimates (11, 12), and that the microstructure of the rPFC predicts the degree to which an individual’s subjective evaluation reflects objective performance (25). One hypothesis, which may reconcile those results with ours, is that the rPFC itself is not involved in computing an internal estimate of the probability that a choice is correct, but instead governs the mapping of this variable onto an explicit confidence estimate for report. In support of this hypothesis, we found that rPFC activity time courses also predicted trial-by-trial variation in the model-derived predictor of subjective confidence and subjects’ explicit confidence estimates (SI Appendix, Fig. S9). There is evidence that the rPFC maintains task sets and rules (26), functions presumably involved in maintaining a consistent confidence mapping or in updating confidence mapping in response to a particular communicative context (4). Future studies directly manipulating confidence mapping are needed to test this hypothesis.

Discussion

In studies of the neural basis of decision confidence, it has proven difficult to dissociate a neural representation of decision confidence from neural representations of its component parts. For example, in the context of the classic random dot-motion task, a
Several studies have proposed that decision confidence is a function of the absolute distance between sensory evidence, $x$, and a choice boundary, $b$: $|x - b|$ (3, 6, 8, 9). This formulation makes the prediction that decision confidence is higher for larger distances in correct trials but lower for larger distances in error trials—a qualitative pattern that is mirrored in the activity of putative neural substrates of decision confidence, such as orbitofrontal cortex (3). Interestingly, we found that the pre-SMA, which tracked boundary distance in our task, also showed such an activity pattern (SI Appendix, Fig. S10). This area has been implicated in conflict monitoring (27), confidence formation (12), and changes of mind (28). A unifying explanation of these results may be that the pre-SMA encodes evidence in the coordinate frame of response options—a signal that can be used to guide subsequent behavior and cognition, such as increasing response caution (29) and assigning increased weight to postchoice evidence (28). However, in our task, decision confidence is a function not only of boundary distance, but also of sensory reliability—as expected under normative models of decision confidence and as shown by subjects’ explicit confidence estimates (Fig. 2C).

Our study may prompt reconsideration of the contribution of the intraparietal sulcus (IPS) and ventral striatum to confidence-based behaviors. For example, in the context of the classic random dot-motion task, neurons in the IPS, including the lateral intraparietal area, which receives input from motion-sensitive area MT (30), have been shown to encode the accumulation of evidence toward a choice boundary, with the amplitude and the temporal profile of neuronal activity varying with motion coherence and choice reaction time (31). Because such activity patterns carry information about the probability that a choice is correct, the IPS has been proposed to be central to not only choice, but also confidence formation (5). A similar argument has been made for dopaminergic neurons in the substantia nigra connected with the ventral striatum (8). However, in the context of our continuous-direction, variable-reference random dot-motion task, we observed that the putative human homolog of the IPS and ventral striatum tracked sensory reliability, but not the integration of sensory reliability with boundary distance. These results are in line with a recent study reporting that the superior colliculus, which together with the IPS forms part of the oculomotor planning circuit, tracks choice but not confidence formation (32).

We remain agnostic as to the source of these reliability-related signals in our task; however, our results are consistent with a hypothesis that such areas encode a probability distribution over sensory states given sensory evidence (5). In this regard, the amplitude of neural activity may in fact reflect reliability associated with this distribution. First, activity in the IPS and ventral striatum cannot be explained by a bottom-up response to coherent motion, but instead appears to track changes in motion coherence. In a separate motion-localizer scan, we found that the extrastriate cortex, including MT+, but notably not the IPS or ventral striatum, was activated in a contrast between coherently moving and static dots (SI Appendix, Fig. S11). Second, activity in these areas is selective for changes in motion coherence, as evidenced by our masking approach (Fig. 34). Finally, subjects’ percepts of motion direction were more reliable in high-coherence trials (Fig. 24), and estimates of sensory reliability were clearly used to inform confidence estimates (Fig. 2C). An alternative interpretation is that activity in the IPS and/or ventral striatum reflects expected reward across possible choices (33), a quantity that would be larger in high-coherence trials. It remains to be seen how activity in these areas varies with the space of sensory states (e.g., binary or continuous direction) and the onset of the choice boundary (e.g., concurrent with or after stimulus).

Why should the brain maintain both “choice-dependent” and “choice-independent” estimates of certainty? In many tasks, to perform optimal inference, it is useful to represent the certainty associated with relevant sensory or cognitive variables independent of any future choice (1, 34). For example, when inferring the length of an object from visual and haptic information, the brain needs to know which source is more reliable and thus should dominate the integrated visual-haptic percept, regardless of which response may eventually be required (35). However, after making a choice, it may be efficient to combine these estimates into a statistic summarizing the probability that a choice is correct (1), which, for example, can be used to guide multistage decisions, control learning from feedback (36), and optimize group decisions (4). Our study supports a distinction between choice-dependent and choice-independent estimates of certainty (1) and indicates a dissociation in the neural encoding of these quantities.

**Methods**

**Subject Details.** Thirty-five adults (17 females; mean age, 23.60 ± 4.31 y) with normal or corrected-to-normal vision participated in the study. The subjects performed separate prescan and scan sessions, with 2–14 d between sessions. Three subjects were excluded due to excessive motion and/or sleeping during the scan session; their data were not included in any analyses. All subjects provided informed consent, and the study was approved by the Ethics Committee of University College London. Each subject received a flat rate for participation (£40) and could earn an additional performance-based bonus (up to £12).

**Experimental Details.**

**Task.** Subjects performed a continuous-direction, variable-reference random dot-motion task as described above (Fig. 1). Choices and confidence estimates were submitted to a variant of the Brier score, with a subject’s score (reward or loss) on trial $t$ calculated as follows: $score_t = r - t - (confidence_t - accuracy_t)^2$, where confidence is [0.5, 0.6, 0.7, 0.8, 0.9, 1], accuracy is [0, 1], and $r$ is a scaling factor specifying the maximum reward or cost. In the prescan session, the reward factor was fixed at £4. In the scan session, the reward factor was £2 in one half of the confidence trials and £6 in the other half (indicated by “£” or “££”, respectively, displayed above the scale). Subjects received the sum of their average trial-by-trial earnings calculated separately for each reward factor. Details of trial events and timing, response mode, and stimulus presentation are provided in SI Appendix, Methods.

**Scan procedure.** The prescan session consisted of five runs. Subjects first viewed motion stimuli of variable duration and coherence. Subjects then practiced the task (40 trials) with high coherence and high distances. In this run only, subjects received trial-by-trial feedback, with the aim of familiarizing them with making direction judgments in continuous space. Subjects then performed calibration phase 1 (120 trials) and phase 2 (260 trials), involving estimation of a set of coherences and distances (2 × 4 design) associated with target levels of decision accuracy. Finally, subjects performed the main experiment (540 trials). The calibration procedure is described in detail in SI Appendix, Methods.

**Behavioral Analysis.**

**Choice reaction time.** We excluded trials in which subjects’ choice reaction times were 2.5 SD below or above their grand mean reaction time computed separately for the prescan and scan sessions. This procedure resulted in the exclusion of approximately 2% of the trials per subject per session.

**Regression models.** We used logistic regression to predict choice accuracy, linear regression to predict choice reaction time, and ordinal regression to predict confidence estimates (Fig. 2). We log-transformed choice reaction time, and included eight predictors: log-transformed choice reaction time, accuracy, coherence, and distance in our regression models. These predictors provided a good fit to the prescan data and generalized well to the scan data (SI Appendix, Fig. S8).

**Hierarchical drift-diffusion model.** We estimated subjects’ DDM parameters using hierarchical Bayesian estimation within the HDDM toolbox (17) (iki.dps.brown.edu/bangandfleming).
FMRI Analysis. Whole brain. FMRI analysis was conducted using SPM 12 (www.fil.ion.ucl.ac.uk/spm). The whole-brain analysis shown in Fig. 3A was based on a single event-related GLM (GLM1). We labeled each trial according to whether coherence (C) and distance (D) were low (L) or high (H): C\&DL, C\&DH, CH\&DL, and CH\&DH. We modeled the four trial types with separate ‘condition’ regressors. Choice reaction time outlier trials were assigned to an “outlier” regressor. These regressors were specified as boxcars time-locked to the onset of the motion stimulus and spanning until the time of choice (3B). We modeled confidence events with a separate “rate” regressor, specified as a stick function time-locked to the onset of the scale and parametrically modulated by the (z-scored) number of button presses used to navigate the marker. We included motion and biophysical parameters as additional nuisance regressors. Regressors were convolved with a canonical hemodynamic response function. Regressors were modeled separately for each scan run, and constants were included to account for between-run differences in mean activation and scanner drifts. A high-pass filter (128-s cutoff) was applied to reduce low-frequency drifts.

We assessed group-level significance by applying one-sample t tests against 0 to the first-level contrast images. Inclusive/exclusive masks for our factorial analysis were created using SPM (38). We modeled confidence events with a separate “condition” regressors. Choice reaction time outlier trials were assigned to an “outlier” regressor. These regressors were specified as boxcars time-locked to the onset of the motion stimulus and spanning until the time of choice (38). We modeled confidence events with a separate “rate” regressor, specified as a stick function time-locked to the onset of the scale and parametrically modulated by the (z-scored) number of button presses used to navigate the marker. We included motion and biophysical parameters as additional nuisance regressors. Regressors were convolved with a canonical hemodynamic response function. Regressors were modeled separately for each scan run, and constants were included to account for between-run differences in mean activation and scanner drifts. A high-pass filter (128-s cutoff) was applied to reduce low-frequency drifts.

We assessed group-level significance by applying one-sample t tests against 0 to the first-level contrast images. Inclusive/exclusive masks for our factorial analysis were created using SPM’s icalc function; each second-level contrast image was thresholded at P < 0.05, uncorrected, the default setting for masking analyses in SPM, before creating a mask. We report clusters significant at P < 0.05, FWE-corrected for multiple comparisons, with a cluster-defining threshold of P < 0.001, uncorrected.

We obtained similar results in GLMs that introduced modifications to GLM1 (SI Appendix, Fig. 5S). In GLM1C, only correct trials were included. In GLM2, the four condition regressors had a fixed duration of 1 s and were parametrically modulated by (log-transformed) choice reaction time. In GLM2C, only correct trials were included. Parametric modulators were not orthogonalized, and regressors competed to explain variance.

Clusters surviving whole-brain correction postmasking and premasking for GLM1 and GLM1C are shown in SI Appendix, Tables S1–S4. Details on FMRI acquisition, preprocessing, and physiological monitoring are provided in SI Appendix, Methods.

ROIs. Detailed information on ROI specification, ROI single-trial activity estimates, ROI activity time courses, and permutation testing is provided in SI Appendix, Methods.

Resource Sharing. Anonymized behavioral data and code supporting our main analyses are available on GitHub (https://github.com/metacoglab/BangFleming/). Unthresholded group-level statistical maps are available on NeuroVault (https://neurovault.org/collections/3792/).
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