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8 GraphPad Curve Fitting Guide

1 PRINCIPLES OF CURVE FITTING

Many scientists fit curves more often than the use any other statistical
technique. Yet few statistical texts really explain the principles of curve fitting.
This Guide provides a concise introduction to fitting curves, especially nonlinear
regression.

The first step is to be clear on what your goal is:
e If your goal is to fit a model to your data in order to obtain best-fit values of
the parameters, and want to learn the principles first, then read this principles

section before trying to fit curves.

¢ If you already understand the principles of nonlinear regression, and want to
see how to fit curves with Prism, jump right to the tutorials .

¢ If your goalis to simply fit a smooth curve in order to interpolate values from
the curve, there is no need to learn much theory. Jump right to an
explanation of interpolation with Prism.[z:)

e If your goal is to create a spline (a curve that goes through every data point)
or a lowess curve ( shows the general trend with a curve that can be quite
jagged), you can jump right to the instructions for that analysis| ..

1.1 Understanding mathematical models

A mathematical model is an equation that describes a physical,
chemical or biological state or process. The goal of nonlinear
regression is to fit a model to your data.

e What exactly is a mathematical model?[ ¢

e Learn from three example models[ ).

e It sure would be nice if models could be chosen
by Prism. Why is this not possible?[12]

e When trying to understand a model, here are
some tips for figuring out what it means/12\.

e In addition to fitting a model to data, Prism
can plot a functionl., or a family of functions.
You choose a function and values for the
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parameters, and Prism will plot predicted Y
values for a range of X values.

1.1.1 Whatis a model?

The whole point of nonlinear regression is to fit a model to your data. So that
raises the question: What is a model?

A mathematical model is a description of a physical, chemical or biological state
or process. Using a model can help you think about chemical and physiological
processes or mechanisms, so you can design better experiments and
comprehend the results. When you fit a model to your data, you obtain best-fit
values that you can interpret in the context of the model.

A mathematical model is neither a hypothesis nor a theory. Unlike scientific
hypotheses, a model is not verifiable directly by an experiment. For all
models are both true and false.... The validation of a model is not that it is

"true" but that it generates good testable hypotheses relevant to important
problems.

R. Levins, Am. Scientist 54:421-31, 1966

Your goal in using a model is not necessarily to describe your system perfectly.
A perfect model may have too many parameters to be useful. Rather, your
goal is to find as simple a model as possible that comes close to describing your
system. You want a model to be simple enough so you can fit the model to
data, but complicated enough to fit your data well and give you parameters
that help you understand the system, reach valid scientific conclusions, and
desigh new experiments.

1.1.2 Three example models

To give you a sense of how mathematical models work, below is a brief
description of three commonly used models.

Optical density as a function of concentration

Background

Colorimetric chemical assays are based on a simple principle. Add appropriate

© 1995-2014 GraphPad Software, Inc.



10 GraphPad Curve Fitting Guide

reactants to your samples to initiate a chemical reaction whose product is
colored. When you terminate the reaction, the concentration of colored product
is proportional to the initial concentration of the substance you want to assay.

Model

Since optical density is proportional to the concentration of colored substances,
the optical density will also be proportional to the concentration of the
substance you are assaying.

Optical Density =Y =k -[substance] = K - X

[=]
i
[=]

0054

Opticd Density

0.00

0 3 10

Concentration

Reality check

Mathematically, the equation works for any value of X. However, the results
only make sense with certain values.

e Negative X values are meaningless, as concentrations cannot be negative.

e The model may fail at high concentrations of substance where the reaction
is no longer limited by the concentration of substance.

e The model may also fail at high concentrations if the solution becomes so
dark (the optical density is so high) that little light reaches the detector. At
that point, the noise of the instrument may exceed the signal.

It is not unusual for a model to work only for a certain range of values. You just
have to be aware of the limitations, and not try to use the model outside of its
useful range.

Exponential decay

Exponential equations whenever the rate at which something happens is
proportional to the amount which is left. Examples include ligands dissociating
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from receptors, decay of radioactive isotopes, and metabolism of drugs.
Expressed as a differential equation:

AY _dY _

S8 gy
A dX

¥ o

T
tys
TIME

Converting the differential equation into a model that defines Y at various times
requires some calculus. There is only one function whose derivative is
proportional to Y, the exponential function. Integrate both sides of the equation
to obtain a new exponential equation that defines Y as a function of X (time),
the rate constant k, and the value of Y at time zero, Y,,.

Y=Y, e =Y, exp(-k- X)
Equilibrium binding

When a ligand interacts with a receptor, or when a substrate interacts with an
enzyme, the binding follows the law of mass action.

ko,
R+L RL
—
Kor

You measure the amount of binding, which is the concentration of the RL
complex, so plot that on the Y axis. You vary the amount of added ligand,
which we can assume is identical to the concentration of free ligand, L, so that
forms the X axis. Some simple (but tedious) algebra leads to this equation:

Bose - X
K, + X

Fpecific hinding =% =
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113

Response
Response

Dose log[Dose]

The problem with choosing models automatically

The goal of nonlinear regression is to fit a model to your data. The program
finds the best-fit values of the parameters in the model (perhaps rate
constants, affinities, receptor number, etc.) which you can interpret
scientifically.

Choosing a model is a scientific decision. You should base your choice on your
understanding of chemistry or physiology (or genetics, etc.). The choice should
not be based solely on the shape of the graph.

Some programs (not available from GraphPad Software) automatically fit data
to thousands of equations and then present you with the equation(s) that fit
the data best. Using such a program is appealing because it frees you from the
need to choose an equation. The problem is that the program has no
understanding of the scientific context of your experiment. The equations that
fit the data best are unlikely to correspond to scientifically meaningful models.
You will not be able to interpret the best-fit values of the parameters, so the
results are unlikely to be useful.

Letting a program choose a model for you can be useful if your goal is to simply
create a smooth curve for simulations or interpolations. In these situations, you
don't care about the value of the parameters or the meaning of the model. You
only care that the curve fit the data well and does not wiggle too much. Avoid
this approach when the goal of curve fitting is to fit the data to a model based
on chemical, physical, or biological principles. Don't use a computer program as
a way to avoid understanding your experimental system, or to avoid making
scientific decisions.

1.1.4 Advice: How to understand a model

Encountering an equation causes the brains of many scientists to freeze. If you
are one of these scientists who has trouble thinking about equations, here are
some tips to help you understand what an equation means. As an example,
let's use the Michaelis-Menten equation that describes enzyme activity as a
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function of substrate concentration:
Y=Vmax*X/(Km +X)
Tip 1. Make sure you know the meaning and units of X and Y

For this example, Y is enzyme activity which can be expressed in various units,
depending on the enzyme. X is the substrate concentration in Molar or
micromolar or some other unit of concentration.

Tip 2. Figure out the units of the parameters

In the example equation, the parameter Km is added to X. It only makes sense
to add things that are expressed in the same units, so Km must be expressed
in the same concentration units as X. This means that the units cancel in the
term X/(Km +X), so Vmax must be expressed in the same units of enzyme
activity as Y.

Tip 3: Figure out the value of Y at extreme values of X

Since X is concentration, it cannot be negative. But it can be zero. Substitute
X=0 into the equation, and you will see that Y is also zero.

Let's also figure out what happens as X gets very large. As X gets large
compared to Km, the denominator (X+Km) has a value very similar to X. So
the ratio X/(X+Km) approaches 1.0, and Y approaches Vmax. So the graph of
the model must level off at Y=Vmax as X gets very large.

Tip 4. Figure out the value of Y at special values of X

Since Km is expressed in the same units as X, you can ask what happens if X
equals Km? In that case, the ratio X/(Km + X) equals 0.5, so Y equals half of
Vmax. This means the Km is the concentration of substrate that leads to a
velocity equal to half the maximum velocity Vmax.

Tip 5. Graph the model with various parameter values
Graphing a family of curves with various values for the parameters can help you

visualize what the parameters mean. To do this with Prism, use the analysis
"Create a family of theoretical curves[.a!".

1.2 Principles of linear regression

Linear regression fits a straight line through your data to find
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the best-fit value of the slope and intercept.

e What is the goal of linear regression?[

e How does it work?[1s

e Linear regression and correlation are often
confused. How are they distinct?/1e)

e Linear regression is just a special case of
nonlinear regression. How do they differ?[i7

e Linear regression is sometimes used on
transformed data to analyze Scatchard,
Lineweaver-Burke and similar plots. Why is this
is not a good way to analyze data?|1sl

1.2.1 The goal of linear regression
What is linear regression?

Linear regression fits this model to your data:

Y =intercept+slopexX

> AY

. ax Slope=AY/AX
Y intercept

The slope quantifies the steepness of the line. It equals the change in Y for each
unit change in X. It is expressed in the units of the Y axis divided by the units of
the X axis. If the slope is positive, Y increases as X increases. If the slope is
negative, Y decreases as X increases.
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The Y intercept is the Y value of the line when X equals zero. It defines the
elevation of the line.

Correlation and linear regression are not the same. Review the differences.[1s]

1.2.2 How linear regression works
How linear regression works. Minimizing sum-of-squares.

The goal of linear regression is to adjust the values of slope and intercept to
find the line that best predicts Y from X. More precisely, the goal of regression is
to minimize the sum of the squares of the vertical distances of the points from
the line. Why minimize the sum of the squares of the distances? Why not
simply minimize the sum of the actual distances?

If the random scatter follows a Gaussian distribution, it is far more likely to
have two medium size deviations (say 5 units each) than to have one small
deviation (1 unit) and one large (9 units). A procedure that minimized the sum
of the absolute value of the distances would have no preference over a line that
was 5 units away from two points and one that was 1 unit away from one
point and 9 units from another. The sum of the distances (more precisely, the
sum of the absolute value of the distances) is 10 units in each case. A
procedure that minimizes the sum of the squares of the distances prefers to be
5 units away from two points (sum-of-squares = 25) rather than 1 unit away
from one point and 9 units away from another (sum-of-squares = 82). If the
scatter is Gaussian (or nearly so), the line determined by minimizing the sum-
of-squares is most likely to be correct.

The calculations are shown in every statistics book, and are entirely standard.
The term "regression”

The term "regression”, like many statistical terms, is used in statistics quite
differently than it is used in other contexts. The method was first used to
examine the relationship between the heights of fathers and sons. The two
were related, of course, but the slope is less than 1.0. A tall father tended to
have sons shorter than himself; a short father tended to have sons taller than
himself. The height of sons regressed to the mean. The term "regression" is
now used for many sorts of curve fitting.
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1.2.3

Comparing linear regression to correlation

Linear regression is distinct from correlation.

What is the goal?
Linear regression finds the best line that predicts Y from X.

Correlation quantifies the degree to which two variables are related. Correlation does not fit a
line through the data points. You simply are computing a correlation coefficient (r) that tells
you how much one variable tends to change when the other one does. When r is 0.0, there is
no relationship. When r is positive, there is a trend that one variable goes up as the other one
goes up. When r is negative, there is a trend that one variable goes up as the other one goes
down.

What kind of data?

Linear regression is usually used when Xis a variable you manipulate (time, concentration,
etc.)

Correlation is almost always used when you measure both variables. It rarely is appropriate
when one variable is something you experimentally manipulate.

Does it matter which variable is X and which is Y?

The decision of which variable you call "X" and which you call "Y" matters in regression, as
you'll get a different best-fit line if you swap the two. The line that best predicts Y from X is not
the same as the line that predicts X from Y (however both those lines have the same value for
R?).

With correlation, you don't have to think about cause and effect. It doesn't matter which of the
two variables you call "X" and which you call "Y". You'll get the same correlation coefficient if
you swap the two.

Assumptions

With linear regression, the X values can be measured or can be a variable controlled by the
experimenter. The X values are not assumed to be sampled from a Gaussian distribution.
The distances of the points from the best-fit line is assumed to follow a Gaussian distribution,
with the SD of the scatter not related to the X or Y values.

The correlation coefficient itself is simply a way to describe how two variables vary together,
so it can be computed and interpreted for any two variables. Further inferences, however,
require an additional assumption -- that both X and Y are measured (are interval or ratio
variables), and both are sampled from Gaussian distributions. This is called a bivariate
Gaussian distribution. If those assumptions are true, then you can interpret the confidence
interval of r and the P value testing the null hypothesis that there really is no correlation
between the two variables (and any correlation you observed is a consequence of random
sampling).
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Relationship between results

Linear regression quantifies goodness of fit with r?, sometimes shown in uppercase as R2. If
you put the same data into correlation (which is rarely appropriate; see above), the square of r
from correlation will equal r? from regression.

Correlation computes the value of the Pearson correlation coefficient, r. Its value ranges from
-1to +1.

1.24 Comparing linear regression to nonlinear regression
The goal of linear and nonlinear regression

A line is described by a simple equation that calculates Y from X, slope and
intercept. The purpose of linear regression is to find values for the slope and
intercept that define the line that comes closest to the data.

Nonlinear regression is more general than linear regression and can fit any
model (equation) to your data. It finds the values of those parameters that
generate the curve that comes closest to the data.

How linear and nonlinear regression work

Both linear and nonlinear regression find the values of the parameters (slope
and intercept for linear regression) that make the line or curve come as close
as possible to the data. More precisely, the goal is to minimize the sum of the
squares of the vertical distances of the points from the line or curve.

Linear regression accomplishes this goal using math that can be completely
explained with simple algebra (shown in many statistics books). Put the data in,
and the answers come out. There is no chance for ambiguity. You could even
do the calculations by hand, if you wanted to.

Nonlinear regression uses a computationally intensive, iterative approachle2]
that can only be explained using calculus and matrix algebra. The method
requires initial estimated values for each parameter.

Linear regression is a special case of nonlinear regression

Nonlinear regression programs can fit any model, including a linear one. Linear
regression is just a special case of nonlinear regression.

Even if your goal is to fit a straight line through your data, there are many
situations| 82l where it makes sense to choose nonlinear regression rather than
linear regression.
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Using nonlinear regression to analyze data is only slightly more difficult than
using linear regression. Your choice of linear or nonlinear regression should be
based on the model you are fitting. Do not use linear regression just to avoid
using nonlinear regression. Avoid transformations( 13 such as Scatchard or
Lineweaver-Burke transforms whose only goal is to linearize your data.

1.25 Advice: Look at the graph

The four graphs below were created by Anscombe (1) to demonstrate the importance of
looking at your data.The four data sets, the Anscome's quartet, all have 11 points. You can
see at a glance that the data are very different. Surprisingly, the analyses of these four data
sets are identical in many ways. When analyzed by linear regression, all these values are
identical for all four graphs:

e The mean values of Xand Y

¢ The slopes and intercepts

[ |’2

¢ The standard errors and confidence intervals of the slope and intercept
¢ The standard deviation of the residuals (sy.x)

e The F ratio and P value when testing the null hypothesis that the slope is really 0.0
(horizontal).

e The covariancel s/ between slope and intercept (computed by Prism's nonlinear regression
analysis)
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Differences seen in linear regression are:

¢ The confidence bands, shown in yellow below, are identical for three of the four graphs, but
different for the fourth (which has different X values)

¢ The results of a runs test for linearity

¢ Normality tests of residuals

1. F.J. Anscombe, Graphs in Statistical Analysis, American Statistician, 27 (February 1973),
17-21.

1.2.6 Advice: Avoid Scatchard, Lineweaver-Burke and similar transforms

Before analyzing your data with linear regression, stop and ask yourself
whether it might make more sense to fit your data with nonlinear regression. If
you have transformed nonlinear data to create a linear relationship, you will
almost certainly be better off fitting your original data using nonlinear
regression.

© 1995-2014 GraphPad Software, Inc.


http://links.jstor.org/sici?sici=0003-1305%28197302%2927%3A1%3C17%3AGISA%3E2.0.CO%3B2-J

20

GraphPad Curve Fitting Guide

Before nonlinear regression was readily available, the best way to analyze
nonlinear data was to transform the data to create a linear graph, and then
analyze the transformed data with linear regression. Examples include
Lineweaver-Burke plots of enzyme kinetic data, Scatchard plots of binding data,
and logarithmic plots of kinetic data.

These methods are outdated, and should not be used to analyze data

The problem with these methods is that the transformation distorts the
experimental error. Linear regression assumes that the scatter of points around
the line follows a Gaussian distribution and that the standard deviation is the
same at every value of X. These assumptions are rarely true after transforming
data. Furthermore, some transformations alter the relationship between X and
Y. For example, in a Scatchard plot the value of X (bound) is used to calculate Y
(bound/free), and this violates the assumption of linear regression that all
uncertainty is in Y while X is known precisely. It doesn't make sense to minimize
the sum of squares of the vertical distances of points from the line, if the same
experimental error appears in both X and Y directions.

Since the assumptions of linear regression are violated, the values derived from
the slope and intercept of the regression line are not the most accurate
determinations of the variables in the model. Considering all the time and effort
you put into collecting data, you want to use the best possible technique for
analyzing your data. Nonlinear regression produces the most accurate results.

The figure below shows the problem of transforming data. The left panel shows
data that follows a rectangular hyperbola (binding isotherm). The right panel is a
Scatchard plot of the same data. The solid curve on the left was determined by
nonlinear regression. The solid line on the right shows how that same curve
would look after a Scatchard transformation. The dotted line shows the linear
regression fit of the transformed data. Scatchard plots can be used to
determine the receptor number (B, , determined as the X-intercept of the

linear regression line) and dissociation constant (K,, determined as the negative

reciprocal of the slope). Since the Scatchard transformation amplified and
distorted the scatter, the linear regression fit does not yield the most accurate
values for B _ and K.

Spedfic Bindng
b &

a 8
1 1
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Don't use linear regression just to avoid using nonlinear regression. Fitting
curves with nonlinear regression is not difficult.

Although it is usually inappropriate to analyze transformed data, it is often
helpful to display data after a linear transformation. Many people find it easier to
visually interpret transformed data. This makes sense because the human eye
and brain evolved to detect edges (lines) — not to detect rectangular
hyperbolas or exponential decay curves. Even if you analyze your data with
nonlinear regression, it may make sense to display the results of a linear
transformation.

1.3 Getting started with nonlinear regression

Nonlinear regression finds the values of parameters in a
nonlinear model that bring the curve defined by that model
close to your data points.

e Distinquishing nonlinear regression from other
kinds of regressionl a1l

e The goal of nonlinear regression/22]

e The six steps of nonlinear regression|24]

e Preparing data for nonlinear regression|zs]

e Don't fit a model to smoothed datal zs

1.3.1 Distinguishing nonlinear regression from other kinds of regression

Before choosing nonlinear regression, make sure you don't really need another
kind of regression. Also read about how nonlinear regression differs from linear

regressionl17l.

Polynomial regression

A polynomial model has this form: Y= A + BX + CX? + DX3 ....

Like linear regression, it is possible to fit polynomial models without fussing with initial
values. For this reason, some programs (i.e. Excel) can perform polynomial regression,
but not nonlinear regression. And some programs have separate modules for fitting data
with polynomial and nonlinear regression. Prism fits polynomial models using the same
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analysis it uses to fit nonlinear models. Polynomial equations are available within Prism's
nonlinear regression analysis.

Multiple regression

A multiple regression model has more than one independent (X) variable. Like
linear and nonlinear regression, the dependent (Y) variable is a measurement.

GraphPad Prism 6 does not perform multiple regression. But by using column

constants[«1, you can effectively fit models with two independent variables in
some circumstances.

Logistic regression

A logistic regression model is used when the outcome, the dependent (Y)
variable, has only two possible values. Did the person get the disease or not?
Did the student graduate or not? There can be one or several independent
variables. These independent variables can be a variable like age or blood
pressure, or have discrete values to encode which treatment each subject
received.

GraphPad Prism 6 does not perform logistic regression.
Proportional hazards regression

A proportional hazards model is used when the outcome is whether or not a
one-time event (often death) occurred. One of the independent variables is

time, and other independent variables can be used to account for treatment or
other variables.

GraphPad Prism does not perform proportional hazards regression.

1.3.2 Thegoal of nonlinear regression
Nonlinear regression is used for two purposes

Scientists use nonlinear regression with one of two distinct goals:

e To fit a model to your data in order to obtain best-fit values of the parameters,
or to compare the fits of alternative models. If this is your goal, you must pick
a model (or two alternative models) carefully, and pay attention all the results.

e To simply fit a smooth curve in order to interpolate values from the curve, or
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perhaps to draw a graph with a smooth curve. If this is your goal, you can
assess it purely by looking at the graph of data and curve. There is no need to
learn much theory. Jump right to an explanation of interpolation with Prism.[ .0

The general idea of regression

Linear regression fits a straight-line model to your data. Nonlinear regression
extends this idea to fit any model to your data. Distinguish nonlinear regression
from linear regressionl 17, and from other types of regressionl21l.

The goal of linear and nonlinear regression is to adjust the values of the model's
parameters to find the line or curve that comes closest to your data. So with
linear regression, the goalis to find the best-fit values of the slope and intercept
that makes the line come close to the data. With nonlinear regression of a
normalized dose-response curve, the goal is to adjust the values of the EC50
(the concentration that provokes a response halfway between the minimum
and maximum responses) and the slope of the curve.

More precisely, the goal of regression is to find the values of the parameters
that are most likely to be correct. To do this requires making an assumption
about the scatter of data around the curve.

Least-squares regression

The most common assumption is that data points are randomly scattered
around an ideal curve (or line) with the scatter following a Gaussian distribution.
If you accept this assumption, then the goal of regression is to adjust the
model's parameters to find the curve that minimizes the sum of the squares of
the vertical distances of the points from the curve.

Why minimize the sum of the squares of the distances? Why not simply
minimize the sum of the actual distances?

If the random scatter follows a Gaussian distribution, it is far more likely to
have two medium size deviations (say 5 units each) than to have one small
deviation (1 unit) and one large (9 units). A procedure that minimized the sum
of the absolute value of the distances would have no preference over a curve
that was 5 units away from two points and one that was 1 unit away from one
point and 9 units from another. The sum of the distances (more precisely, the
sum of the absolute value of the distances) is 10 units in each case. A
procedure that minimizes the sum of the squares of the distances prefers to be
5 units away from two points (sum-of-squares = 25) rather than 1 unit away
from one point and 9 units away from another (sum-of-squares = 82). If the
scatter is Gaussian (or nearly so), the curve determined by minimizing the
sum-of-squares is most likely to be correct.
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1.3.3

The six steps of nonlinear regression

Before learning how to fit a model using GraphPad Prism (or any program), it is
worth first reviewing the necessary steps.

Step 1. Choose a model

Nonlinear regression fits a model to your data. You must, therefore, choose a
model or enter a new model. This is a scientific decision that must be made by
someone who understands the scientific goals of the experiment. Why a
computer program should not pick a model for youl 12\

Step 2. Decide whether to constrain any parameters to constant values

When performing nonlinear regression, you don't have to fit each parameter in
the equation. Instead, you may fix one or more of the parameters to constant
values. It is often helpful to define constants when you have only a few data
points. For example, you might fix the bottom plateau of a sigmoid curve or
exponential decay to zero.

Don't expect computer programs to have common sense. That is your job!
Think about how you did the experiment and prepared the data, and decide
whether some of the parameters should be fixed. For example, if a background
signal has already been subtracted, it makes sense to fix the bottom plateau of
a dose-response curve or an exponential decay curve to zero.

Step 3. Choose (or review) initial values

Nonlinear regression is an iterative procedure. The program must start with
estimated values for each parameter. It then adjusts these initial values to
improve the fit. GraphPad Prism supplies initial values automatically if you
choose a built-in equation. If you enter your own equation, you will also need to
provide initial values, or rules to generate initial values from the range of the
data.

You'll find it easy to estimate initial values if you have looked at a graph of the
data, understand the model, and understand the meaning of all the parameters
in the equation. Remember that you just need an estimate. It doesn't have to
be very accurate. If you are having problems estimating initial values, set aside
your data and simulate curves using the model. Change the variables one at a
time, and see how they influence the shape of the curve. Once you have a
better feel for how the parameters influence the curve, you might find it easier
to estimate initial values.

When fitting a simple model to clean data, it won't matter much if the initial
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values are fairly far from the correct values. You'll get the same best-fit curve
no matter what initial values you use, unless the initial values are extremely far
from correct. Initial values matter more when your data have a lot of scatter or
your model has many variables.

Step 4. If you are fitting two or more data sets at once, decide whether to
share any parameters

If you enter data into two or more data set columns, Prism will fit them all in
one analysis. But each fit will be independent of the others unless you specify
that one or more parameters are shared. When you share parameters, the
analysis is called a global nonlinear regressionla1l.

Step 5. Decide on a weighting scheme

Nonlinear regression programs generally weight each point equally. But there
are many ways to differentially weight the points/ol.

Step 6. Choose which results you want reported
Nonlinear regression always reports the best-fit values of the parameters.

Beyond that, Prism (and most programs) gives you many choices for which
results you want reported.

1.3.4 Preparing data for nonlinear regression
You must create an XY data table in Prism, for use with nonlinear regression.
Follow these guidelines to enter (or preprocess) data for nonlinear regression:
e Avoid linearizing transformslisl such as Scatchard and Lineweaver-Burke

plots. Such plots are useful for displaying data but are obsolete for data
analysis.

e Transforming X values can be convenient, and will not change the results of
regression (so long as the model is adjusted accordingly). Use Prism's
Transform analysis to do this.

« Don't smooth your datal2sl. You will get invalid nonlinear regression results.
Fit the raw data.
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e Transforming Y values to change units or to subtract a baseline can be
convenient, and will not substantially affect nonlinear regression. Use
Prism's Transform analysis to do this.

e Avoid nonlinear Y transforms (reciprocals, logs) unless you have a very
good reason. Such a transform can be useful it equalizes the variances (so
the scatter at all points along the curve is about the same), but should not
be done just to linearize the data.

e Enter raw replicates when possible, and not just mean and SD or SEM.
Prism will fit the same curve either way, but there are two advantages of
entering the raw data. First, you can plot every individual replicate so you
see the actual data. Second, entering the individual replicates lets you
choose robust nonlinear regression or automatic outlier elimination

¢ If you have entered replicates, first graph the individual replicates rather
than mean and error bar. You may want to later plot mean and error bar,
but look at a graph of the raw data first.

Don't fit a model to smoothed data
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Individual data
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The figure shows the number of hurricanes over time. The left panel shows the
number of hurricanes in each year, which jumps around a lot. To make it easier
to spot trends, the right panel shows a rolling average. The value plotted for
each year is the average of the number of hurricanes for that year plus the
prior eight years. This smoothing lets you see a clear trend.

But there is a problem. These are not real data. Instead, the values plotted in
the left panel were chosen randomly (from a Poisson distribution, with a mean
of 10). There is no pattern. Each value was randomly generated without regard
to the previous (or later) values.
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Creating the running average creates the impression of trends by ensuring that
any large random swing to a high or low value is amplified, while the year-to-
year variability is muted.

You should not fit a model to the rolling average data with linear or nonlinear
regression, or compute a correlation coefficient. Any such results would would
be invalid and misleading. The problem is that regression assumes that each
value is independent of the others, but the rolling average are not at all
independent of each other. Rather each value is included as part of the
neighboring values.

This example is adapted from Briggs (2008).

1.3.6 Reparameterizing an equation can help

Even though nonlinear regression, as its name implies, is designed to fit
nonlinear models, some of the inferences actually assume that some aspects of
the model are close to linear, so that the uncertainty about each parameter's
value is symmetrical.

Reparameterizing an equation can make the uncertainty more symmetrical,
making the SE and CI more helpful.

What is reparameterizing?

There are two forms of the model used to fit the sigmoidal enzyme kinetics
data to a standard model:

Y=Vmax* X h/ (Khal f*h + X"h)
Y=Vmax* X*h/ (Kpri me + X"h)

The two equations are equivalent. They both fit Vmax (the maximum activity
extrapolated to very high concentrations of substrate) and h (Hill slope,
describing the steepness of the curve). But one model fits Khalf (the
concentration needed to obtain a velocity half of maximal) and the other fits
Kprime (a more abstract measure of substrate action).

Which model is best? The two are equivalent, with Kprime equal to Khalf" , so
they will generate exactly the same curve.
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150 -
Concentration Activity

100 - 1 Y2 3
0.000 10.124 0.160 -9.304
2 0.500 1298 11 597 2417
= 50 - 1.000 -0.540 0.375 16.386
b 1.600 23121 16 475 27 664
=L 2.000 52127 44305 45351
2.500 80278 86.510 84.134
04 3.000 93.655 83.826 | 104.409
3.600 97797 94 480 90766
4.000 87006 96873 | 107355
504 4 500 96122 | 104.984 | 106.868
5000 95294 95 _GhA 99 557

Concentration (nM)

Since the sum-of-squares will be identical, as will the number of degrees of
freedom, any comparison of this model with another will give identical results
regardless of which form of this model you pick.

Distribution of parameters are not always symmetrical

Simulations can determine how symmetrical a parameter's uncertainty is. I
simulated sigmoidal enzyme kinetics using Vmax=100, h=5, Kprime=25 (so
Khalf=5), and Gaussian scatter with a SD equal to 7.5. The X values matched
those in the figure above, with triplicate Y values at each X. Prism can repeat
such simulations easily. I repeated the simulations 5000 times, fit each curve to
both forms of the models, and tabulated the best-fit values of Kprime and
Khalf, and computed the skewness of each.
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) 3
5 5
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(=2 o
4] 4]
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Clearly the distribution of Khalf is quite symmetrical, and looks Gaussian. The
skewness is close to zero, as expected for a symmetrical distribution. In
contrast, the distribution of Kprime is quite skewed. Note that a few of the
simulations had best-fit values of Kprime greater than 100. The skewness value
(4.89) confirms what is obvious by inspection -- the distribution is far from
symmetrical.

Consequence of asymmetrical parameters

Ideally, a confidence interval is easy to interpret. A 95% CI has a 95% chance
of including the true population value of the parameter, and a 5% chance of
missing it.

When analyzing real data, we never know the value of the true parameter, so
never know if the interval includes it or not. But when you simulate data, you
know the true values of the parameters, so can quantify the coverage of the
confidence intervals. I set up the same simulations mentioned above, fit each
data set to both equations, and tabulated whether each confidence interval
included the true parameter value or not. This table shows the fraction of
5,000 simulations where the confidence interval did not include the true
parameter value (25 for Kprime, and 1.9037 for Khalf).

"95% CI" "999% CI"
.09 1.0%
Ideal 5.0% 0%
. 8.8% 4.8%
Kprime
0, 0
Khalf 5.1% 1.0%

These results show that Khalf is well behaved, as expected given its symmetry
(see above). The 95% confidence interval is expected to miss the true value in
5.0% of the simulations. In fact, it happened 5.1% of the time. Similarly, the
99% Cl is expected to miss the true value in 1.0% of the simulations, which is
exactly what happened. In contrast, Kprime is less well behaved. The intervals
computed to be 95% confidence intervals were not wide enough so missed the
true value in 8.8% of the simulations. The 99% intervals were similarly not wide
enough so missed the true value in 4.8% of the simulations. Thus the
confidence intervals computed to be 99% intervals, actually turned out to be
95% intervals.

These simulations show the advantage of choosing the equation that fits Khalf,
rather than the one that fits Kprime. Khalf has a symmetrical distribution so the
confidence intervals computed from these fits can be interpreted at face value.
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In contrast, Kprime has an asymmetrical distribution and its confidence intervals
cannot be interpreted at face value.

One way to choose is to match other text books and papers, so your results
can easily be compared to others. Another approach is to choose the form that
fits the way you think. If you prefer to think graphically, choose the Khalf. If you
think mechanistically, choose Kprime.

But the choice is more than a matter of convenience and convention. The rest
of this article explains how the choice of model determines the accuracy of the
confidence intervals.

Weighted nonlinear regression

Enter topic text here.

The need for unequal weighting in nonlinear regression

-

Response
Response
L

Dose

Both graphs above show dose-response curves, with response measured in ten
replicate values at each response. In the left graph, the standard deviation of
those replicates is consistent. It is about the same all the way along the curve.
In the right graph, the standard deviation of the replicates is related to the value
of Y. As the curve goes up, variation among replicates increases.
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These data are simulated. In both cases, the scatter among replicates is
sampled from a Gaussian distribution. In the graph on the left, the SD of that
Gaussian distribution is the same for all doses. On the right, the SD is a
constant fraction of the mean Y value. When a response is twice as high as
another response, the standard deviation among replicates is also twice as
large. In other words, the coefficient of variation (CV) is constant.

What happens if you fit a model to the data on the right without taking into
account the fact that the scatter increases as Y increases? Consider two doses
that give different responses that differ by a factor of two. The average
distance of the replicates from the true curve will be twice as large for the
higher response. Since regression minimizes the sum of the squares of those
distances those points will be expected to contribute four times as much to the
sum-of-squares as the points with the smaller average Y value. In other words,
the set of replicates whose average Y value is twice that of another set will be
given four times as much weight. This means, essentially, that the curve fitting
procedure will work harder to bring the curve near these points, and relatively
ignore the points with lower Y values. You'd need to have four times as many
replicates in the lower set to equalize the contribution to the sum-of-squares.

The goal of weighting is for points anywhere on the curve to contribute equally
to the sum-of-squares. Of course random factors will give some points more
scatter than others. But the goal of weighting is to make those differences be
entirely random, not related to the value of Y. The term weight is a bit
misleading, since the goal is to remove that extra weight from the points with
high Y values. The goal is really to unweight.

Prism offers six choices on the Weights tabl.sl of nonlinear regression.

Prism file with graphs

1.4.2 Math theory of weighting
Relative weighting (weighting by 1/Y2)

In many experimental situations you expect the average distance (or rather
the average absolute value of the distance) of the points from the curve to be
higher when Y is higher. Another way to say this is that you expect the
standard deviation of the residuals (distance of points from the curve) to get
larger when Y is higher -- for the standard deviation to be proportional to the
value of Y. Yet another way to say this is that you expect the coefficient of
variation to be constant, but for the SD to not be constant.

If the SD of residuals is related to the value of Y, then the points with larger Y
values will tend to be further from the curve (have larger residuals). These
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points will therefore contribute more to the sum-of-squares, and thus dominate
the calculations.

The solution is not to minimize the sum-of-squares, but rather to minimize the
weighted sum-of-squares. In other words, minimize the relative distances of
the Y values of the data (Ydata) from the Y values of the curve (Ycurve). When
you choose relative weighting, nonlinear regression minimizes this quantity:

=

Vi =Yoo | 0 Vi =Yor)’
E[ i . ] _ 2 “F n

CUrve S

The left side is easiest to understand. For each point, compute how far it is (in
the Y direction) from the curve, divide that value by the Y value of the curve,
and square that ratio. Add up that squared ratio for all points. The right side is
equivalent. It squares the numerator and denominator separately, and then
computes the ratio of those two squared values. This is the way most
mathematical statisticians think about weighting, so relative weighting is also
called weighting by Y2.

Poisson weighting

Weighting by 1/Y is a compromise between minimizing the actual distance
squared and minimizing the relative distance squared. One situation where 1/Y
weighting is appropriate is when the Y values follow a Poisson distribution. This
would be the case when Y values are radioactive counts and most of the
scatter is due to counting error. With the Poisson distribution, the standard
error of a value equals the square root of that value. Therefore you divide the
distance between the data and the curve by the square root of the value, and
then square that result. The equation below shows the quantity that Prism
minimizes, and shows why it is called weighting by 1/Y (but Prism actually
weights by the absolute value of Y.)

Yae ~Yeune E _ (Yia = }‘:m.,.,l,)z

General weighting

The first three equations below shows how absolute, Poisson and relative
weighting are related. Note that taking anything to the zero power results in
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1.0, so the denominator of equation on the left always equals 1.0.

Absolute Poisson Relative General
2 2 2 2
E (Yu':rm - }/cnr'.'l':] E (Yu':.-m - }/cm".'l') E (Yu':.-ru - }/””_w) E (Yu':.'ru - chr'.'l')
y " ) e K
K=0 K=1 K=2 K=17 (vou enter)

The equation on the right shows general weighting. You enter K so can
customize the weighting scheme to fit your data. Generally this choice is used
with values of K between 1.0 and 2.0. Reference 1 below uses this approach.

If you want to experimentally determine the best value of K, you can do so:

1.Collect data with lots (over a dozen; maybe several dozen) replicates at
many points along the curve.

2.Plot the data the usual way to make sure the data seem correct.

3.Create a second graph that ignores the X values (time or concentration...).
Instead, in this new graph, X is the logarithm of mean of the replicate Y
values for each point on the first graph, and Y on this new graph is the
logarithm of variance (square of the standard deviation) among the replicate
values. You can use either natural logarithms or logarithms base 10. It
doesn't matter, so long as both logarithms uses the same base.

4.Fit a straight line to this graph using linear regression. Since the assumption
of a Gaussian variation around this line is dubious, use nonlinear regression
and choose a robust fit.

5.The slope of this regression line is K. If K is close to 0.0, then the SD does
not vary with Y so no weighting is needed. If K is close to 2.0, then the
standard deviation is proportional to Y, and relative weighting is appropriate.
If Kis close to 1.0, choose Poisson weighting. If K has some other value, use
general weighting and enter this value of K as a constant.

Note that if Ycurve is negative, Prism actually takes the the absolute value of
Ycurve to the K power.
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Rarely used weighting choices in Prism

The choices to weight by 1/X or 1/X? weight the points at the left part of the
graph more than points to the right. This is common in some fields when fitting
straight lines to bioassay data.

Prism also offers the choice to weight by the reciprocal of the standard
deviation squared. This option minimizes the following:

Yoo =Yore | 0 Y = Vo)
E[ I SD ] -2 “5;_)3

This method is most useful when you have formatted the data table for entry
of SD values, but then entered values that you had calculated elsewhere based
on understanding how the scatter (or errors) arise in your experimental
system. The "SD" values you enter should be computed weighting factors, not
the actual SD of the data.

If you enter the actual SD into the SD subcolumn, or enter replicate values so
Prism computes the SD, then Prism will use these actual SD values as weighting
factors. This is way less useful than it sounds. With small to moderate sample
sizes, the SD will jump around a lot by chance, and it is not appropriate to use
these random SD values for weighting. Weighting should be by predicted SD not
actual SD (which is subject to random factors).

Of course, weighting by SD is impossible if any of the entered SD values are
zero. It also is impossible if Prism is computing the SD from replicates and there
is only one replicate, or if all replicates are identical (so their SD equals zero).

Reference

1. LM Lavasseur, H Faessel, HK SLocum, and WR Greco, _Implications for
Clinical Pharmacodynamic Studies of the Statistical Characterization, of an In
Vitro Antiproliferation Assay, J. Pharmacokinetics and pharmacodynamics, 26:
717-733, 1998.

Word file with equations
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143 Don'tuse weighted regression with normalized data

Before fitting a log(dose) vs. response curve, it is common to first normalize
the datal-l. This page explains why one should not use weighted regression in
this situation.

Weighted fits to nonnormalized data -- works great

The graph below shows simulated data that show a common situation. The
scatter among replicates is greater when the Y values are greater. In fact, these
data were simulated so the SD among replicates is proportional to the Y value.

Simulated data
250004
200004
2
= 15000+
14]

100004
4

5000+

log(Concentration)

These data fit nicely using relative weighting. This minimizes the sum of the
squares of the relative distance between the points and the curve. In other
words it minimizes:

Yo=Y | oV =Y)
2{ i }inm. ] _E “F n

Care

Iran 10,000 simulations, and found that in every case the fit worked well and
gave a reasonable answer (with the EC50 within the range of the data). No
surprise so far. The data were fitting assuming a model that exactly matched
the method used to simulate the data, and those fits worked well.
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Weighted fits to normalized data -- ugh

People often like to normalize dose-response data so the Y values range from
0% to 100%. What happens if these normalized data are fit with weighted
nonlinear regression?

MNormalize of Simulated data

2

Mormalized response

log(Concentration)

I answered that question with simulations. Of 1,000 simulated data sets, 223
could not be fit at all. Moreover, 60 simulated data sets gave nonsense results,
with the EC50 outside of the range of the data. The remaining 72% of the
simulations seemed ok, but the confidence intervals were very wide in some.

What's going on?

With the data that were not normalized, the Y value of the best-fit curve at X =
-4 is 3.05 times larger than the Y value of the curve at X=-8. Since the
weighting is proportional the the Y value of the curve squared, the points near
the top of the curve (at X=-4) get 3.052 , or 9.28, times as much weight as
points near the bottom of the curve (at X=-8).

The situation is very different with the normalized data. With the first simulated
data set, the Y value of the best-fit curve at X = -4 is 17.77 times larger than
the Y value of the curve at X=-8. Since the weighting is proportional the the Y
value of the curve squared, the points near the top of the curve (at X=-4) get
17.77?% , or 315.8, times as much weight as points near the bottom of the
curve (at X=-8). Since the points at the top of the curve gets so much more
weight that those at the bottom, those at the bottom are essentially ignored,
making the entire curve fit not work very well.

Another problem. Some of the Y values near the bottom of the normalized
data sets are negative. Weighting factors really don't make any sense at all
when some values are negative and some are positive.
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In summary: After normalizing the SD among replicates is no longer
proportional to the Y values, so relative weighting is not appropriate.

Bottom line

The whole idea of weighted nonlinear regression is to match the weighting
scheme used by the regression to the variation in the actual data. If you
normalize the data, none of the usual weighting schemes will work well.

If you really want to show your data on a normalized axis running from 0% to
100%, you can do so. First fit the model to the actual data using an
appropriate weighting scheme. Then normalize both the data and the curve.

Details and link to Prism file

1.44 What are the consequences of choosing the wrong weighting method

What happens if you leave the choice on the weighting tab set to its default --
no weighting -- when the scatter is actually related to the Y value? Of course,
the answer is "it depends"? It depends on how large the scatter is, and how
large a range the Y values span. The rest of this article looks at one example,
and simulates many data sets to see what happens when the fitting is done
inappropriately.

Simulations

I picked a very simple model -- a straight line. I simulated the data so the SD of
scatter at any point along the line is proportional to the Y value of that point.
The graph below shows a simulated data set. You can clearly see that the
scatter among replicates increases as the line goes up.
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The line was fit to the data by "nonlinear" regression. Prism does not offer
differential weighting as part of its linear regression analysis, but "nonlinear"
regression can fit a straight line with many options not available in the linear
regression analysis|s2\.

The red line used the default choice -- no weighting; minimize sum of squares.
The blue line used relative weighting. This choice is appropriate when you expect
the SD of replicate residuals to be proportional to Y. The two lines are not
identical.

I simulated 5000 such data sets using the Monte Carlo analysis of Prism 6.
Each of the 5000 simulated data sets was fit with both unweighted and
weighted (relative weighting) regression. I recorded both the best-fit value of
the slope and its standard error (SE) for both analyses of each of the 5000
data sets.
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Best-fit Values of Slopes SE of slopes
1.4 0.154
1.2 —
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The scatter among replicates was proportional to Y, so relative weighting is
appropriate. The results of these simulations are shown in blue. The results in
red show the results when the regression used equal weighting (the default).
The boxes extend from the 25th to the 75th percentile, with a line at the
median (50th percentile). The whiskers extend down to the smallest value and
up to the largest.

The left graph above shows the distribution of the best-fit values of the slopes.
Chossing the wrong weighting scheme would not systematically result in a
best-fit value of slope that is too high (too steep) or too low (too shallow).
Indeed, the median best-fit values for slope are almost identical for the no-
weighting and relative-weighting fits. But note that the results with no weighting
has a much broader spread of slopes. Since these are simulated data, we
know the true slope (1.0) and can quantify how far the best-fit slope is from
that idea for each simulated data set. The median error when the data were fit
without differential weighting (red) was 0.04610, compared to 0.02689 for the
simulations with relative weighting (blue).In this example, choosing the wrong
weighting scheme increased the median error by 71%.

The graph on the right above shows the distribution of the SE of the slopes. The
SE of the slope is much higher on average and less consistent (wider spread)
when the fits were done with equal weighting for all points. The median SE for
the unweighted fits was 73% larger than the median SE for the weighted fits.
Since the width of the confidence interval is proportional to the SE, this means
the median confidence interval was 73% wider when the fits were done without
weighting.
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Since these are simulated data, we know the true population slope (it is 1.0).
So we can ask for each simulation whether the reported 95% confidence
interval included the true value. For the relative weighting simulations, the 95%
confidence intervals included the true value in 95.3% of the simulated data sets.
When those same data sets were analyzed without weighting, only 92.6% of
the "95%" confidence intervals included the true value.

Summary

In summary, when we chose the wrong weighting scheme in this example:

e The best-fit value of the slope was less precise.

e The SE of the slope was larger, and thus the confidence intervals were wider.

e Even though the 95% confidence intervals were wider, they weren't wide
enough. The "95%" confidence interval only included the true value in fewer
than 95% of the simulations.

This is just one example. With other examples, the choice of weighting method

matters less. But with still other examples, it may matter more. It is worth

trying to choose the appropriate weighting scheme.

Download the Prism file for this example.

1.5 The many uses of global nonlinear regression

A global model defines a family of curves, rather than just a
single curve, with some parameters shared between data sets.
For each shared parameter, Prism fits one (global) best-fit value
that applies to all the data sets. For each non-shared
parameter, Prism fits a separate (local) best-fit value for each
data set.

e What is global nonlinear regression?[s1l

e Using global regression to fit incomplete
datasets| s

e Fitting models where the parameters are
defined by multiple data sets| sl
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e Advice: Don't use global regression if datasets
use different units| )

1.5.1 Whatis global nonlinear regression?

A global model defines a family of curves, rather than just a single curve. Some
parameters are shared so a single parameter value applies to all the curves,
while other parameters apply to each data individually. For each shared
parameter, fit one (global) best-fit value that applies to all the data sets. For
each non-shared parameter, fit a separate (local) best-fit value for each data
set.

Nonlinear regression finds parameters of a model that make the curve come as
close as possible to the data. This is done by minimizing the sum of the squares
of the vertical distances between the data points and curve. Global nonlinear
regression extends this idea to fitting several data sets at once and minimizes
the sum (of all data sets) of sum (of all data points) of squares.

Prism makes it very easy to perform global nonlinear regression. Enter your
data on one data table, click analyze, choose nonlinear regression and choose a
model. On the Constrain tabl. of the Nonlinear regression dialog, choose which
parameter(s) to share among data sets.

152 Theuses of global nonlinear regression
Global nonlinear regression is useful in (at least) three situations:

e Test whether a parameter value differs significantly between data sets.
Compare the sum-of-squares (to assess goodness-of-fit) when the
parameter is shared, with the sum of the sum-of-squares when the
parameter is fit individually to each dataset. In Prism, set up this kind of
comparison in the Compare tabl:s.

e Fit families of data where each dataset is incomplete, but the entire family
of datasets defines the parameters. For example, one data set may do a
great job of defining the bottom plateau of a dose-response curve, while
another data set defines the top. Fit the two data sets separately, and the
results may be ambiguous (very wide confidence intervals). Globally fit both
curves, and the results might be very tight. See an examplela.

e Fit models where the parameter(s) you care about cannot be determined
from any one dataset, but only from the relationship between several data
sets[3l. Another example is fitting enzyme inhibition datalsl.
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The first two uses of global fitting do not require writing special models. The
third use requires that you write a model for this purpose.

1.5.3 Using global regression to fit incomplete datasets

The graph below shows two dose-response curves. The goal of the experiment
is to determine the two EC, values. The EC, is the concentration (dose) that

gives a response half-way between the minimum and maximum responses.

Each curve in the graph below was fit individually to one of the data sets. The
horizontal lines show the 95% confidence interval of the EC,,.

Control ECgg with 85% CI
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Res ponsa

200

it —+—— Treated ECz with 85% Cl

—— e T—rr——rr
107 104 10+ 10+ 10
Daose

While the curves nicely fit the data points, the confidence intervals are quite
wide. We really haven't determined the EC,, with sufficient precision to make

useful conclusions. The problem is that the control data (squares) don’t really
define the bottom plateau of the curve, and the treated data (circles) don’t
really define the top plateau of the curve. Since the data don't define the
minimum and maximum responses very well, the data also don’t define very
clearly the point half-way between the minimum and maximum responses.
Accordingly, the confidence intervals for each EC,; extend over more than an

order of magnitude. The whole point of the experiment was to determine the
two EC,, values, but there is an unacceptable amount of uncertainty in the

value of the best-fit values of the EC,,,.

The problem is solved by sharing parameters. For this example, share the
parameters that define the top and bottom plateaus and the slope. But don't
share the EC50 value, since the EC50 values for control and treated data are
clearly distinct.

Here are the results.
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The graph of the curves looks only slightly different. But now the program finds
the best-fit parameters with great confidence. The 95% confidence intervals for
the EC,, values span about a factor of two (compared to a factor of ten or

more when no parameters were shared).

The control data define the top of the curve pretty well, but not the bottom.
The treated data define the bottom of the curve pretty well, but not the top. By
fitting both data sets at once, sharing some parameters, both EC50 values
were determined with reasonable certainty.

1.5.4 Fitting models where the parameters are defined by multiple data sets

Global fitting is most useful when the parameters you care most about are
not defined by any one data set, but rather by the relationship between two
data sets.

Sample data

Choose the XY sample data set: Binding --Saturation binding to total and
nonspecific

Fit the data using nonlinear regression, open the "Binding --Saturation" list of
equations, and choose "One site -- total and nonspecific". You'll see the fit
below.
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Explanation of the equation and global fitting

This experiment measured equilibrium binding of radioligand at various
concentrations of radioligand to find the B_, and K, of the radioligand. Since the

ligand binds to nonspecific sites as well as the receptor of interest, the
experiment measured both total binding and nonspecific binding (binding of
radioligand in the presence of an excess of an unlabeled receptor blocker).

These kind of data are often analyzed by first subtracting the nonspecific binding
from the total binding. The resulting specific binding is then fit to a model that
describes equilibrium binding to one receptor site.

Global fitting simultaneously fits both the total binding and the nonspecific
binding. There is no need to first subtract the two data sets. The only trick is to
write @ model that fits different equations to each data set. Prism's built in
equation is set up as follows:

speci fi c=Bmax* X/ ( X+Kd)
nonspeci fi c=NS*X + Background
<A>Y=speci fi c+nonspecific
<B>Y=nonspeci fic

The first line defines specific saturable binding.

The second line defines nonspecific binding to be a constant fraction of added
radioligand (X) plus a background (which is often zero).

The third line is preceded by <A>, so it only applies to the first data set (column
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A, total binding). It defines the Y values in that dataset to equal the sum of total
and nonspecific binding.

The fourth line is preceded by <B> so only applies to the second data set, and
defines those Y values to equal nonspecific binding.

The equation is defined with the constraint that the parameters NS and
background are shared between the two data sets. That way, Prism finds one
best-fit value for NS and background, based on fitting both data sets. Since
Bmax and Kd are only used in fitting the first dataset, it wouldn't be meaningful
to share these parameters.

The parameters you care about (Bmax and Kd) cannot be determined precisely
by fitting just one dataset. But fitting a model that defines both data sets (and
their relationship) while sharing the parameter NS between the datasets, lets
Prism get the most information possible from the data.

15,5 Advice: Don't use global regression if datasets use different units

Global fitting works by minimizing the sum (for all data sets) of the sum (for all
data points) of squares of distances of the data points from the curve. This
approach only makes sense when all the data are expressed in the same units.

If different data sets are expressed in different units, be very cautious about
using global fitting. The problem is that your decision about which units to use
can change the results.

For example, imagine what happens if you change one data set from
expressing weight in grams to expressing weight in miligrams. All the values are
now increased by a factor of one thousand, and the sum-of-squares for that
data set is increased by a factor of one million (one thousand squared).
Compared to other data sets, expressed in different units, this data set now
has a much greater impact on the fit. If you really need to do global fit to data
sets using different units, consider first normalizing the data so they are
comparable.

1.6 Comparing fits of nonlinear models

When fitting a nonlinear model to data, your main objective is
often to discriminate between different models, or to ask
whether an experimental intervention changed a parameter.

e Comparing models can answer four distinct
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questions/ael:

v For each data set, which of two equations
(models) fits best?

v’ Do the best-fit values of selected
unshared parameters differ between data
sets?

v'For each dataset, does the best-fit value
of a parameter differ from a theoretical
value?

v’ Does one curve adequately fit all the data

e Prism lets you choose from two approaches to
comparing models[ss): the extra sum-of-squares
F tests and the AICc approach based on
information theory.

e How the F test works to compare models]|sol

e How the AICc computations work/s1l

e The idea of comparing models extends way
beyond nonlinear regression. In fact, much of
statistics can be viewed as comparing models

1.6.1 Questions that can be answered by comparing models

When fitting data with regression, in many cases your main objective may be to
compare the fits of different models, or to ask if an experimental intervention
changed a parameter.

On the Compare tabl:s of the Nonlinear regression dialog, Prism offers four
choices:

For each data set, which of two equations (models) fits best?

Compare the fit of two models, taking into account differences in the number of
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parameters to be fit. Most often, you will want to compare two related
equations. Comparing the fits of two unrelated equations is rarely helpful.

Example: Compare a one-phase exponential decay with a two-phase
exponential decay.

Do the best-fit values of selected unshared parameters differ between data sets?

Compare the fit when the selected parameter(s) are shared among all datasets
with the fit when those parameter(s) are fit individually to each dataset.

If you pick one parameter, you are asking whether the best-fit value of that
one parameter differs among datasets.

If you pick all the parameters, you are asking whether a single curve adequately
fits all the data points, or if you get a better fit with individual curves for each
dataset.

Example: Fit a family of dose-response curves and compare the fit when the
slope factor (Hill slope) is shared with the fit when each curve is fit individually.
This is a way to test whether the curves are parallel.

For each dataset, does the best-fit value of a parameter differ from a theoretical
value?

You may have theoretical reasons to believe that a parameter will have a
certain value (often 0.0, 100, or 1.0). Compare the fit when the parameter is
constrained to that value with the unconstrained fit.

Example: Test if a Hill Slope differs from 1.0 (a standard value).

Does one curve adequately fit all data sets?

This choice compares the fits of separate curves to each data set with the fit of
a single curve fit to all the data sets. It asks whether there is evidence that the
treatments did anything to shift the curves.

This choice is new in Prism 6 and is identical to choosing "Do the best-fit values
of selected unshared parameters differ between data sets?" and then selecting
all the parameters.
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16.2

Approaches to comparing models

Approach to comparing models

Which model is 'best'? At first, the answer seems simple. The goal of nonlinear
regression is to minimize the sum-of-squares, so it seems as though the model
with the smaller sum-of-squares is best. If the two alternative models both
have the same numbers of parameters, then indeed that is the best approach.

But that approach is too simple when the models have different numbers of
parameters, which is usually the case. A model with more parameters can have
more inflection points, so of course comes closer to the points. It can bend and
twist more to get near the data points. Accordingly, a two-phase model almost
always fits better than a one-phase model, and a three-phase model fits even
better. So any method to compare a simple model with a more complicated
model has to balance the decrease in sum-of-squares with the increase in the
number of parameters.

Two statistical approaches to comparing models

Prism offers two approaches to comparing models with different numbers of
parameters. These are not the only methods that have been developed to
solve this problem, but are the most commonly used methods.

Extra sum-of-squares F test

The Extra sum-of-squares F test[sdl is based on traditional statistical hypothesis
testing.

The null hypothesis is that the simpler model (the one with fewer parameters)
is correct. The improvement of the more complicated model is quantified as the
difference in sum-of-squares. You expect some improvement just by chance,
and the amount you expect by chance is determined by the number of data
points and the number of parameters in each model. The F test compares the
difference in sum-of-squares with the difference you would expect by chance.
The result is expressed as the F ratio, from which a P value is calculated.

The P value answers this question:

If the null hypothesis is really correct, in what fraction of experiments (the
size of yours) will the difference in sum-of-squares be as large as you
observed, or even larger?

If the P value is small, conclude that the simple model (the null hypothesis) is
wrong, and accept the more complicated model. Usually the threshold P value
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is set at its traditional value of 0.05. If the P value is less than 0.05, then you
reject the simpler (null) model and conclude that the more complicated model
fits significantly better.

Information theory approach Akaike's criterion (AIC)

This alternative approach is based on information theory, and does not use the
traditional “hypothesis testing” statistical paradigm. Therefore it does not
generate a P value, does not reach conclusions about “statistical significance”,
and does not “reject” any model.

The method determines how well the data supports each model, taking into
account both the goodness-of-fit (sum-of-squares) and the number of
parameters in the model. The results are expressed as the probability that each
model is correct, with the probabilities summing to 100%. If one model is much
more likely to be correct than the other (say, 1% vs. 99%), you will want to
choose it. If the difference in likelihood is not very big (say, 40% vs. 60%), you
will know that either model might be correct, so will want to collect more data.
How the calculations work/s1l.

Which approach to choose?

In most cases, the models you want to compare will be 'nested'. This means
that one model is a simpler case of the other. For example, a one-phase
exponential model is a simpler case of a two-phase exponential model. A three
parameter dose-response curve with a standard Hill slope of 1.0 is a special
case of a four parameter dose-response curve that finds the best-fit value of
the Hill slope as well.

If the two models are nested, you may use either the F test or the AIC
approach. The choice is usually a matter of personal preference and tradition.
Basic scientists in pharmacology and physiology tend to use the F test.
Scientists in fields like ecology and population biology tend to use AIC approach.

If the models are not nested, then the F test is not valid, so you should choose
the information theory approach. Note that Prism does not test whether the
models are nested.

How do these methods work to compare data sets?

The Compare tabl.s of Prism lets you ask "Do the best-fit values of selected
unshared parameters differ between data sets?" or "Does one curve
adequately fit all data sets?". Applying the F test or Akaike's method to
answering these questions is straightforward. Prism compares the sum-of-
squares of two fits.
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¢ In one fit, the model is separately fit to each data set, and the goodness-of-fit
is quantified with a sum-of-squares. The sum of these sum-of-square values
quantifies the goodness of fit of the family of curves fit to all the data sets.

e The other fit is a global fit to all the data sets at once, sharing specified
parameters. If you ask Prism whether one curve adequately fits all data sets,
then it shares all the parameters.

These two fits are nested (the second is a simpler case of the first, with fewer
parameters to fit) so the sums-of-squares (actually the sum of sum of squares
for the first fits) can be compared using either the F test[sd or Akaike's method

[s2)

Interpreting comparison of models|z:)

1.6.3 How the Ftest works to compare models

If the simpler model is correct, the relative increase in the sum of squares
(going from more complicated to simpler model) is expected to equal the
relative increase in degrees of freedom. In other words, if the simpler model is
correct you expect that:

(351-552)/ 32 = (DF1-DF2)/DF2

SS1 is the sum-of-squares for the simpler model (which will be higher) and SS2
is the sum-of-squares of the more complicated model.

If the more complicated model is correct, then you expect the relative increase
in sum-of-squares (going from complicated to simple model) to be greater than
the relative increase in degrees of freedom:

(851-58582)/ 832 > [DF1-DF2)/DF2

The F ratio quantifies the relationship between the relative increase in sum-of-
squares and the relative increase in degrees of freedom.

_ (SS1- SS2)/S82
(DF1- DF2)/DF2
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That equation is more commonly shown in an equivalent form:

_ (851 - 552)/(DF1-DF2)
SS2/DF2

F

F ratios are always associated with a certain number of degrees of freedom for
the numerator and a certain number of degrees of freedom for the
denominator. This F ratio has DF1-DF2 degrees of freedom for the numerator,
and DF2 degrees of freedom for the denominator.

If the simpler model is correct you expect to get an F ratio near 1.0. If the ratio
is much greater than 1.0, there are two possibilities:

e The more complicated model is correct.

e The simpler model is correct, but random scatter led the more complicated
model to fit better. The P value tells you how rare this coincidence would be.

The P value answers this question:

If model 1 is really correct, what is the chance that you would randomly
obtain data that fits model 2 so much better?

If the P value is low, conclude that model 2 is significantly better than model 1.
Otherwise, conclude that there is no compelling evidence supporting model 2,
so accept the simpler model (model 1).

1.6.4 How the AICc computations work

While the theoretical basis of Akaike's method is difficult to follow, it is easy to
do the computations and make sense of the results.

The fit of any model to a data set can be summarized by an information
criterion developed by Akaike, called the AIC. If you accept the usual
assumptions of nonlinear regression (that the scatter of points around the
curve follows a Gaussian distribution), the AIC is defined by a simple equation
from the sum-of-squares and number of degrees of freedom of the two
models. It is not possible to make sense of this AIC value itself, because its
units depend on which units you use for your data.

To compare models, it is only the difference between the two AIC values that
matter. When you take the difference, the units cancel out and the result is
unitless.
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NAIC = NXIn(ﬁjﬂADF
SS1

The equation now makes intuitive sense. Like the F test, it balances the change
in goodness-of-fit as assessed by sum-of-squares with the change in the
number of degrees of freedom (due to differences in the number of parameters
to be fit). Since model 1 is the simpler model, it will almost always fit worse, so
SS1 will be greater than SS2. Since the logarithm of a fraction is always
negative, the first term will be negative. Model 1 has fewer parameters and so
has more degrees of freedom, making the last term positive. If the net result is
negative, that means that the difference in sum-of-squares is more than
expected based on the difference in number of parameters, so you conclude
that the more complicated model is more likely.

Prism reports the difference between the two AICc values as the AICc of the
simpler model minus the AICc of the more complicated model. When the more
complicated (more parameters) model has the lower AICc and so is preferred,
Prism reports the difference of AICc as a positive number. When the simpler
model has the lower AICc and so is preferred, Prism reports the difference of
AICc as a negative number.

The equation above helps you get a sense of how AIC works — balancing
change in goodness-of-fit vs. the difference in number of parameters. But you
don’t have to use that equation. Just look at the individual AIC values, and
choose the model with the smallest AIC value. That model is most likely to be
correct.

Prism actually doesn't report the AIC, but rather the AICc. That value includes a
correction for low sample size. The equation is a bit more complicated, and is
more accurate with small sample size. With larger sample sizes, the AIC and
AICc are almost the same.

Note that these calculations are based on information theory, and do not use
the traditional “hypothesis testing” statistical paradigm. Therefore there is no P
value, no conclusion about “statistical significance”, and no “rejection” of a
model.

From the difference in AICc values, Prism calculates and reports the probability
that each model is correct, with the probabilities summing to 100%. If one
model is much more likely to be correct than the other (say, 1% vs. 99%), you
will want to choose it. If the difference in likelihood is not very big (say, 40% vs.
60%), you will know that either model might be correct, so will want to collect
more data.

Note that this method simply compares the fits of the two models you chose.
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It is possible that a third model, one you didn't choose, fits far better than
either model you chose.

1.7  Outlier elimination and robust nonlinear regression

Nonlinear regression, like linear regression, assumes that the
scatter of data around the ideal curve follows a Gaussian or

normal distribution. Outliers can violate this assumption and
invalidate nonlinear regression results. To deal with outliers,
Prism offers robust regression and automatic outlier removal.

e What are the advantages of removing outliers.
But isn't it cheating?/ssl

e Outlier removal has to be used carefully. It
must be avoided[ssl in many situations.

e Once you've identified an outlier, beware or
removing it from graphs and analyses. An
outlier is not always a 'bad' point./ssl

e Prism uses an outlier removal method created
by GraphPad Software --the ROUT method.
Learn how it works.[s7]

e When identifying outliers, the step is to fit a
curve using a robust method designed so
outliers won't affect the curve much. Learn
about robust nonlinear regression.[ss|

1.7.1 When to use automatic outlier removal
The problem with outliers

Nonlinear regression, like linear regression, assumes that the scatter of data
around the ideal curve follows a Gaussian or normal distribution. This
assumption leads to the familiar goal of regression: to minimize the sum of the
squares of the vertical or Y-value distances between the points and the curve.
However, experimental mistakes can lead to erroneous values - outliers. Even
a single outlier can dominate the sum-of-the-squares calculation, and lead to
misleading results.
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1.7.2

Is it ‘cheating' to remove outliers?

Some people feel that removing outliers is ‘cheating’. It can be viewed that way
when outliers are removed in an ad hoc manner, especially when you remove
only outliers that get in the way of obtaining results you like. But leaving outliers
in the data you analyze is also ‘cheating’, as it can lead to invalid results.

Here is a Bayesian way to think about systematic approaches to removing
outliers. When a value is flagged as an outlier, there are two possibilities.

e A coincidence occurred, the kind of coincidence that happens in few percent
of experiments even if the entire scatter is Gaussian (depending on how
aggressively you define an outlier).

e A'bad’ point got included in your data.
Which possibility is more likely?
It depends on your experimental system.

If your experimental system generates a ‘bad’ point in a few percent of
experiments, then it makes sense to eliminate the point as an outlier. It is more
likely to be a ‘bad’ point than a ‘good’ point that just happened to be far from
the curve.

If your system is very pure and controlled, so ‘bad’ points occur very rarely,
then it is more likely that the point is far from the curve due to chance (and not
mistake) and you should leave it in. Alternatively in that case, you could set Q
to a lower value in order to only detect outliers that are much further away.

When to avoid automatic outlier removal

Outlier elimination is misleading when you are fitting the wrong model

50004 5000
40004 40004
3 °8 ¢
S 30004 o & 30004
o Q.
3 20004 T 8 2000+
i3 x .
. ° Different model
10004 o Outlier. 1000+
0- 0-
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The left panel above shows the data fit to a dose response curvelzsl. In this
figure, one of the points is a significant outlier. But this interpretation assumes
that you've chosen the correct model. The right panel shows the data fit to an
alternative bell-shaped dose-response modell=1), where high doses evoke a
smaller response than does a moderate dose. The data fit this model very well,
with no outliers detected (or even suspected).

This example points out that outlier elimination is only appropriate when you
are sure that you are fitting the correct model.

Outlier elimination is misleading when data points are not independent

7500+ ) 7500+
Outlier o A

50004

25004

Response

r T T T T T 1 r T T T T T 1
10° 10® 107 10°% 105 10* 10% 10° 10® 107 10°% 10° 10* 103

Dose Dose

The left panel above show data fit to a dose-response model with one point (in
the upper right) detected as an outlier. The right panel shows that the data
really come from two different experiments. Both the lower and upper plateaus
of the second experiment (shown with upward pointing triangles) are higher
than those in the first experiment (downward pointing triangles). Because these
are two different experiments, the assumption of independence was violated in
the analysis in the left panel. When we fit each experimental run separately, no
outliers are detected.

Outlier elimination is misleading when you chose incorrect weighting factors
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The left panel above shows data fit to a dose-response model. Four outliers
were identified (two are almost superimposed). But note that the values with
larger responses (Y values) also, on average, are further from the curve. This
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1.7.3

makes least-squares regression inappropriate. To account for the fact that the
SD of the residuals is proportional to the height of the curve, we need to use
weighted regression[z0l. The right panel shows the same data fit to the same

dose-response model, but minimizing sum of the squares of the distance of the
point from the curve divided by the height of the curve, using relative weighting.
Now no outliers are identified. Using the wrong weighting method created false
outliers.

Outliers aren't always 'bad’ points

Definition of an 'outlier’

The term 'outlier' is defined fairly vaguely, but refers to a value that is far from
the others. In Prism's nonlinear regression, an outlier is a point that is far from
the best-fit curve defined by robust regression.

Of course, there is some possibility that an outlier really comes from the same
Gaussian population as the others, and just happens to be very high or low.
You can set the value of QI to control how aggressively Prism defines
outliers.

Outliers are not always due to mistakes

Nonlinear regression is usually used with experimental data, where X is a
variable like time or concentration or some other variable you manipulate in the
experiment. Since all the scatter is due to experimental error, it can make
sense to eliminate any extreme outlier since it is almost certainly the result of
an experimental mistake.

In other situations, each data point can represent a different individual. In this
case, an outlier may not be due to experimental mistakes, but rather be the
result of biological variation, or differences in some other variable that is not
included in your model. Here, the presence of the outlier may be the most
interesting finding in the study. While the ROUT outlier method might prove
useful to flag an outlier in this situation, it would be a big mistake to
automatically exclude such outliers without further thought (or
experimentation).
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In quality control analyses, an outlier can tell you about a process that is out of
control. You wouldn't want to delete outliers, without first figuring out why the
value is far from the others. The outlier might be telling you something
important.

1.7.4 The ROUT method of identifying outliers
How the ROUT method of removing outliers works
Prism offers a unique approach to identifying and removing outliers, detailed in
reference 1.Because this method combines Robust regression and Outlier
removal, we call it the ROUT method.

The ROUT method of regression follows these steps.

1.0ur robust nonlinear regression(ssl method is used to fit a curve that is not
influenced by outliers.

2.The residuals of the robust fit are analyzed to identify any outliers. This step
uses a new outlier test adapted from the False Discovery Rate approach of
testing for multiple comparisons.

3.Remove the outliers, and perform ordinary least-squares regression on the
remaining data.

How to use the ROUT method with Prism

Although the ROUT method requires three steps (listed above), Prism does all
this automatically. All you have to do is check an option on the Fit tab of
nonlinear regression dialog:

Fitting method
() Least squares [ordinary) fit () Robust it (%) Autamatic autlier elimination

Prism then identifies the outliers, eliminates them, and fits the remaining points.
The outliers are shown in a separate table, and the number of outliers is
tabulated on the main results table.

The ROUT coefficient Q

The value of Q determines how aggressively the ROUT method defines outliers.

© 1995-2014 GraphPad Software, Inc.



58

GraphPad Curve Fitting Guide

The mathematical details are explained in reference 1. This value is set in the
Weights tablwol of the Nonlinear regression dialog.

If you set Q to a higher value, the threshold for defining outliers is less strict.
This means that Prism will have more power to detect outliers, but also will
falsely detect 'outliers' more often.

If you set Q to a lower value, the threshold for defining outliers is stricter. This
means that Prism will have a less power to detect real outliers, but also have a
smaller chance of falsely defining a point to be an outlier.

Unless you have a strong reason to choose otherwise, we recommend sticking
with the default value of 1%. Our simulations have shown that if all the scatter
is Gaussian, Prism will falsely find one or more outliers in about 2-3% of
experiments. This does not mean that a few percent of all values are declared
to be outliers, but rather that one or more outliers will be detected in a few
percent of experiments. If there really are outliers present in the data, Prism will
detect them with a False Discovery Rate less than 1%.

Unequal weighting, robust regression and outlier removal

As we explain in reference 1, unequal weighting is not useful with robust
regression. The problem is that outliers can get way too much weight.

If you choose both unequal weighting and robust fitting, therefore, Prism does
the fitting assuming equal weights. However it does use your weighting choice
when creating a table of residuals.

If you choose both unequal weighting and automatic outlier removal, Prism first
fits using robust regression (ignoring your weighting choice). It does use the
weighting factors when identifying the outliers, as explained in reference 1. It
then performs weighted nonlinear regression on the outlier-depleted data.

Referencet 1 | | [ [ | | | |

1.Motulsky HM and Brown RE, Detecting outliers when fitting data with
nonlinear regression — a new method based on robust nonlinear regression
and the false discovery rate, BMC Bioinformatics 2006, 7:123.
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1.7.5 Robustnonlinear regression
The need for robust regression

Nonlinear regression, like linear regression, assumes that the scatter of data
around the ideal curve follows a Gaussian or normal distribution. This
assumption leads to the familiar goal of regression: to minimize the sum of the
squares of the vertical or Y-value distances between the points and the curve.
This standard method for performing nonlinear (or linear regression) is called
least-squares.

Experimental mistakes can lead to erroneous values whose values are way too
high or too low- outliers. Even a single outlier can dominate the sum-of-the-
squares calculation, and lead to misleading results. One way to cope with this
problem is to perform a robust fit using a method that is not very sensitive to
violations of the Gaussian assumption. Another approach is to use automatic
outlier elimination(s3! to identify and remove the outliers, and then run least-
squares regression. Prism offers both choices.

How robust regression works

Based on a suggestion in Numerical Recipes (1), we based our robust fitting
method on the assumption that variation around the curve follows a Lorentzian
distribution, rather than a Gaussian distribution. Both distributions are part of a
family of t distributions:

» = « df=1 (Lorentzian or Cauchy
—df=4
—df=10

= df=co (Gaussian)

6 5 4 3 -2 -1 0 1 2 3 4 5 6
Normalized distance of point from curve

The widest distribution in that figure, the t distribution for df=1, is also known as
the Lorentzian distribution or Cauchy distribution. The Lorentzian distribution
has wide tails, so outliers are fairly common and therefore have little impact on
the fit.

We adapted the Marquardt[ ezl nonlinear regression algorithm to accommodate
the assumption of a Lorentzian (rather than Gaussian) distribution of residuals,
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and explain the details in reference 2.
When does it make sense to choose robust nonlinear regression?

If your goal is just to obtain best-fit values of the parameters, robust
regression works great. Outliers have little impact. Yet if all the data is
Gaussian, robust regression and least-squares regression give almost identical
results

Robust regression (as implemented by Prism) has three drawbacks:

e Robust regression cannot generate standard errors or confidence intervals
for the parameters.

e Robust regression cannot generate confidence or prediction bands.
e Robust regression cannot compare the fits of two models or two datasets.

The main use of robust regression in Prism is as a 'baseline' from which to
remove outliers[s3l. Its inability to compute standard errors or confidence
intervals of the parameters greatly limits the usefulness of robust regression.
We recommend it only to those who want to better understand the outlier-
removal method (which begins with robust regression).

References | [ [ | | | | |

1. PressWH, Teukolsky SA, Vettering WT, Flannery BP: Numerical Recipesin C. the Art
of Scientific Computing. New York, NY: Cambridge University Press; 1988.

2. Motulsky HM and Brown RE, Detecting outliers when fitting data with nonlinear regression
—anew method based on robust nonlinear regression and the false discovery rate, BMC
Bioinformetics 2006, 7:123. Download as pdf.

1.8 How nonlinear regression works

If you want to really understand how nonlinear regression
works, you will need to learn matrix algebra and study advanced
math books. But you can use nonlinear regression effectively so
long as you understand the basic principles of regression.

e Why minimize the sum-of-squares?|sil

© 1995-2014 GraphPad Software, Inc.


http://www.biomedcentral.com/content/pdf/1471-2105-7-123.pdf

PRINCIPLES OF CURVE FITTING 61

e How nonlinear regression works/ez]

e The need for unequal weighting in nonlinear
regression|sol

e How standard errors and confidence intervals
are computed|es)

e How confidence and prediction bands are
computed/ e

* Replicates|es

e How dependency is calculated| ol

1.8.1 Why minimize the sum-of-squares?

The goal of nonlinear regression is to adjust the values of the model's
parameters to find the curve that best predicts Y from X. More precisely, the
goal of regression is to minimize the sum of the squares of the vertical
distances of the points from the curve.

Why minimize the sum of the squares of the distances? Why not simply
minimize the sum of the actual distances?

If the random scatter follows a Gaussian distribution, it is far more likely to
have two medium size deviations (say 5 units each) than to have one small
deviation (1 unit) and one large (9 units). A procedure that minimized the
sum of the absolute value of the distances would have no preference over a
curve that was 5 units away from two points and one that was 1 unit away
from one point and 9 units from another. The sum of the distances (more
precisely, the sum of the absolute value of the distances) is 10 units in each
case. A procedure that minimizes the sum of the squares of the distances
prefers to be 5 units away from two points (sum-of-squares = 50) rather
than 1 unit away from one point and 9 units away from another (sum-of-
squares = 82). If the scatter is Gaussian (or nearly so), the curve determined
by minimizing the sum-of-squares is most likely to be correct.
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1.8.2

How nonlinear regression works
The basic idea of nonlinear regression

You won't be able to understand the mathematical details of nonlinear
regression unless you first master matrix algebra. But the basic idea is pretty
easy to understand. Every nonlinear regression method follows these steps:

1. Start with initial estimated values for each parameter in the equation.

2. Generate the curve defined by the initial values. Calculate the sum-of-
squares -- the sum of the squares of the vertical distances of the points from
the curve. (Or compute the weighted sum-of-squares if you are including
weighting factors.)

3. Adjust the parameters to make the curve come closer to the data points
-- to reduce the sum-of-squares. There are several algorithms for adjusting
the parameters, as explained below.

4. Adjust the parameters again so that the curve comes even closer to the
points. Repeat.

5. Stop the calculations when the adjustments make virtually no difference in
the sum-of-squares.

6. Report the best-fit results. The precise values you obtain will depend in part
on the initial values chosen in step 1 and the stopping criteria of step 5. This
means that repeat analyses of the same data will not always give exactly the
same results.

The Marquardt method

Step 3 is the only difficult one. Prism (and most other nonlinear regression
programs) uses the method of Marquardt and Levenberg, which blends two
other methods, the method of linear descent and the method of Gauss-
Newton. The best way to understand these methods is to follow an example.
Here are some data to be fit to a typical binding curve (rectangular hyperbola).
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Y ou wart to fit a binding curve to determine Bmax and K d using the equation
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K, + X

How can you find the values of Bmax and Kd that fit the data best? You can
generate an infinite number of curves by varying Bmax and Kd. For each of the
generated curves, you can compute the sum-of-squares to assess how well
that curve fits the data. The following graph illustrates the situation.

Sum-of-squares

The X- and Y-axes correspond to two parameters to be fit by nonlinear
regression (Bmax and Kd in this example). The Z-axis is the sum-of-squares.
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Each point on the surface corresponds to one possible curve. The goal of
nonlinear regression is to find the values of Bmax and Kd that make the sum-
of-squares as small as possible (to find the bottom of the valley).

The method of linear descent follows a very simple strategy. Starting from the
initial values, try increasing each parameter a small amount. If the sum-of-
squares goes down, continue. If the sum-of-squares goes up, go back and
decrease the value of the parameter instead. You've taken a step down the
surface. Repeat many times. Each step will usually reduce the sum-of-squares.
If the sum-of-squares goes up instead, the step must have been so large that
you went past the bottom and back up the other side. If this happens, go back
and take a smaller step. After repeating these steps many times, you will reach
the bottom.

The Gauss-Newton method is a bit harder to understand. As with the method
of linear descent, start by computing how much the sum-of-squares changes
when you make a small change in the value of each parameter. This tells you
the slope of the sum-of-squares surface at the point defined by the initial
values. If the equation really is linear, this is enough information to determine
the shape of the entire sum-of-squares surface, and thus calculate the best-fit
values of Bmax and Kd in one step. With a linear equation, knowing the slope at
one point tells you everything you need to know about the surface, and you
can find the minimum in one step. With nonlinear equations, the Gauss-Newton
method won't find the best-fit values in one step, but that step usually
improves the fit. After repeating many iterations, you reach the bottom.

This method of linear descent tends to work well for early iterations, but works
slowly when it gets close to the best-fit values (and the surface is nearly flat).
In contrast, the Gauss-Newton method tends to work badly in early iterations,
but works very well in later iterations. The two methods are blended in the
method of Marquardt (also called the Levenberg-Marquardt method). It uses
the method of linear descent in early iterations and then gradually switches to
the Gauss-Newton approach.

Prism, like most programs, uses the Marquardt method for performing

nonlinear regression.

References | | [ [ | || | | | |

Chapter 15 of Numerical Recipes in C, Second Edition, WH Press, et. Al. ,
Cambridge Press, 1992

Chapter 10 of Primer of Applied Regression and Analysis of Variance by SA
Glantz and BK Slinker, McGraw-Hill, 1990.
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1.8.3 Nonlinear regression with unequal weights
How Prism implements weighting

Prism 5 and 6 weight by the Y value of the curve. Prism 4 and earlier weighted
by the Y value of the data. The distinction is subtle and rarely matters much,
but our simulations show that the results are sometimes more accurate when
weights are based on the value of the curve rather than the data.

The situation is a bit tricky. The goal is to adjust the values of the parameters
to minimize the weighted sum-of-squares. But the values of the weights
depend on the values of those parameters. Here is how Prism 6 resolves this
issue:

1.Perform the first iteration without any weights. If the initial parameter
values are not very accurate, weighted regression can cause problems on
the first iteration. This step was introduced in Prism 5.02 and 5.0b. Without
it, some fits with bad initial values simply won't converge.

2.Compute Ycurve at all values of X based on the curve generated by this
first iteration of nonlinear regression, and use those values to compute
weights for each points.

3.Keeping those weights constant, use nonlinear regression to minimize the
weighted sum-of-squares.

4.Recompute Ycurve based on the results of that curve fit and generate a
new set of weights.

5.Keeping those new weights constant, use nonlinear regression again to
minimize the weighted sum-of-squares.

6.Repeat steps 4 and 5 until the weighted sum-of-squares no longer changes.
Weighting with robust regression or automatic outlier removal

As we explain in reference 1, it doesn't make sense to perform robust
regression using unequal weights. The problem is that outliers can get too much
weight.

If you choose both unequal weighting and robust fitting, therefore, Prism does
the fitting assuming equal weights. However it uses your weighting choice when
creating a table of residuals, and when counting the number of outliers (a
choice you can make in the preferences tab).
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If you choose both unequal weighting and automatic outlier removal, Prism first
fits using robust regression (ignoring your weighting choice), and then uses the
weighting factors in identifying the outliers, as explained in reference 1.

Reference

1. Motulsky HM and Brown RE, Detecting outliers when fitting data with nonlinear regression
—anew method based on robust nonlinear regression and the false discovery rate, BMC
Bioinformetics 2006, 7:123. Download as pdf.

1.8.4 How standard errors and confidence intervals are computed

Prism uses a standard method to compute the standard error and confidence
interval for each parameter fit with nonlinear regression.

How Prism calculates the standard error of parameters
Each parameter's standard error is computed using this equation:
SE(Pi) = sqrt[ (SS/DF) * Cov(i,i) ]
where:

Pi : i-th adjustable(non-constant) parameter

SS : sum of squared residuals

DF : degrees of freedom (the number of data points minus number of
parameters fit by regression)

Cov(i,i) : i-th diagonal element of covariance matrix

sqrt() : square root

How Prism computes the confidence intervals of parameters

The confidence intervals are always centered on the best-fit value of the
parameter, and extend above and below that value a distance equal to the
parameter's standard error multiplied by a critical value from the t distribution.
That value depends on how confident you want to be (95% is standard) and on
the number of degrees of freedom, which equals the humber of data points
minus the number of parameters that are being fit. With 95% confidence and
many degrees of freedom (more than a few dozen), this multiplier is very close
to 1.96.

The 95% confidence intervals are computed by this equation:

From [BestFit(Pi)- t(95%,DF)*SE(Pi)] TO [BestFit(Pi)+ t(95%),DF)*SE(Pi)]
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where BestFit(Pi) is the best fit value for the i-th parameter, and t is the value
from the t distribution for 95% confidence and DF degrees of freedom.

How Prism computes the confidence interval for the difference or ratio of
two parameters

See this document.

1.85 How confidence and prediction bands are computed

The calculation of the confidence and prediction bands are fairly standard, and
can only be expressed with matrices. If you want to know the details, here they
are:

First, define G|x, which is the gradient of the parameters at a particular value of
X and using all the best-fit values of the parameters. The result is a vector, with
one element per parameter. For each parameter, it is defined as dY/dP, where
Y is the Y value of the curve given the particular value of X and all the best-fit
parameter values, and P is one of the parameters.)

G'|x is that gradient vector transposed, so it is a column rather than a row of
values.

Cov is the covariance matrix/ . It is a square matrix with the number of rows
and columns equal to the number of parameters. Each item in the matrix is the
covariance between two parameters.

Now compute ¢ = G|x * Cov * G'|x. The result is a single number for any value
of X.

The confidence and prediction bands are centered on the best fit curve, and
extend above and below the curve an equal amount.

The confidence bands extend above and below the curve by:

= sgrt(c)*sqrt(SS/DF)*Critical T(Confidence%, DF)

The prediction bands extend a further distance above and below the curve,
equal to:

= sqrt(c+1)*sqrt(SS/DF)*Critical T(Confidence%, DF)
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In both these equations, the value of c (defined above) depends on the value of
X, so the confidence and prediction bands are not a constant distance from the
curve. The value of SS is the sum-of-squares for the fit, and DF is the humber
of degrees of freedom (number of data points minus humber of parameters).
CriticalT is a constant from the t distribution based on the amount of confidence
you want and the number of degrees of freedom. For 95% limits, and a fairly
large df, this value is close to 1.96. If DF is small, this value is higher

1.8.6 Replicates

If you entered data with replicates (in side-by-side subcolumns), Prism gives
you two choice for how to deal with the replicates.

e Consider each replicate as an individual point.
e Fit the means of each set of replicates.

The rest of this page explains how to decide. When in doubt, choose to fit
individual replicates. The other choice is only rarely useful.

Independent replicates

In most experiments, it is fair to consider each replicate to be an independent
data point. Each particular replicate is subject to random factors, which may
increase or decrease its value. Each random factor affects individual replicates,
and no random factor affects the replicates as a group. In any kind of
biochemical experiment, where each value comes from a test tube or plate
well, the replicates are almost certain to be independent.

When your replicates are independent, Prism will treat each replicate as a
separate point. If there are four replicates at one X value and two at another,
the four replicates will automatically get twice the weight, since the program
considers them to be four separate data points.

If you ask Prism to fit the mean values, rather than individual replicates, you
won't get valid standard errors and confidence intervals. If you have different
number of replicates at different X values, you will lose the extra weights that
the points with more replicates deserve, so will get incorrect best-fit values.

Replicates that are not independent

In some experimental situations, the replicates are not independent. Random
factors can affect all the replicates at once. Two examples:
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e You performed a binding experiment with a single tube at each
concentration, but measured the radioactivity in each tube three times.
Those three values are not independent. Any experimental error while
conducting the experiment would affect all the replicates.

e You performed a dose-response experiment, using a different animal at
each dose with triplicate measurements. The three measurements are not
independent. If one animal happens to respond more than the others, that
will affect all the replicates. The replicates are not independent.

Treating each replicate as a separate data point would not be appropriate in
these situations. Most of the random variation is between tubes (first example)
or animals (second example). Collecting multiple replicates does not give you
much additional information. Certainly, each replicate does not give independent
information about the values of the parameters. Here is one way to look at
this. Imagine that you have performed a dose-response experiment with a
separate animal for each dose. You measure one animal in duplicate (for one
dose) and another animal (another dose) ten times. It would be a mistake to
enter those as individual values, because that would give five times more
weight to the second dose compared to the first. The random factors tend to
affect the animal, not the measurement, so measuring an animal ten times
does not give you five times more information about the true value than
measuring it two times.

Since each tube (first example, above) or animal (second example) is the
experimental unit, you should enter each tube or animal once. If you measured
several replicates, average these and enter the average. Don’t enter individual
values. Don’t weight the means by sample size. Doing so would inflate the
number of degrees of freedom inappropriately, and give you SE that are too
small and CI that are too narrow. Doing so, when you have unequal number of
replicates would give artificial, and undeserved, weight to the tubes or animals
with more replicates, so would affect the best-fit curve and you would get less
than optimal best fit parameter values.

N . Tip: If you are confused by the choice of fitting to
N individual replicates vs. the mean, choose to fit individual
o replicates (which is the default).
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1.8.7 How dependency is calculated
What is dependency?

When the model has two or more parameters, as is almost always the case,
the parameters can be intertwined.

What does it mean for parameters to be intertwined? After fitting a model,
change the value of one parameter but leave the others alone. The curve
moves away from the points. Now, try to bring the curve back so it is close to
the points by changing the other parameter(s). If you can bring the curve closer
to the points, the parameters are intertwined. If you can bring the curve back
to its original position, then the parameters are redundant.

Prism can quantify the relationships between parameters by reporting the
correlation matrix or reporting dependency.

Interpreting dependency
You can interpret dependency|.1 without knowing much about how it is

calculated. Read on if you are interesting in knowing how the value is
computed.

Example of dependency calculations

This example is an exponential decay (taken from pages 128-130 of the MLAB
Applications Manual, www.civilized.com.
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We will focus on the rate constant, K. The best fit value is 0.2149 sec-1, which
corresponds to a half-life of 3.225 seconds. Its SE is 0.0248 sec-1, which
corresponds to a 95% confidence interval of 0.1625 to 0.2674 sec™?.

It is clear that the three parameters are not entirely independent. If you forced
K to have a higher value (faster decay), the curve would get further from the
points. But you could compensate a bit by starting the curve at a higher value
and ending at a lower one (increase Span and decrease Plateau). The SE values
of the parameters depend on one another.

Fix Span and Plateau to their best fit values, and ask Prism to fit only the rate
constant K. This will not change the best fit value, of course, since we fixed
Span and Plateau to their best-fit values. But the SE of K is lower now, equal to
0.008605. This makes sense. Changing the value of K has a bigger impact on
goodness-of-fit (sum-of-squares) when you fix the Span and Plateau than it
does when you allow the values of Span and Plateau to also change to
compensate for the change in K.

The lower value of the SE of K when you fix the other parameters tells you that
the uncertainty in K is dependent on the other parameters. We want to quantify
this by computing the dependency.

Before we can compare the two SE values, we have to correct for a minor
problem. When computing the SE, the program divides by the square root of
the number of degrees of freedom (df). For each fit, df equals the number of
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data points minus the number of parameters fit by the regression. For the full
fit, df therefore equals 20 (number of data points) minus 3 (number of
parameters) or 17. When we held the values of Plateau and Span constant,
there was only one parameter, so df=19. Because the df are not equal, the
two SE values are not quite comparable. The SE when other parameters were
fixed is artificially low. This is easy to fix. Multiply the SE reported when two of
the parameters were constrained by the square root of 19/17. This corrected
SE equals 0.00910.

Now we can compute the dependency. It equals 1.0 minus the square of the
ratio of the two (corrected) SE values. So the dependency for this example
equals 1.0-(0.0091/0.0248)2, or 0.866. Essentially, this means that 86.6% of
the variance in K is due to is interaction with other parameters.

Each parameter has a distinct dependency (unless there are only two
parameters). The dependency of Span is 0.613 and the dependency of Plateau
is 0.813.

The origin of the idea of dependency

There appears to be no paper to cite regarding the first use of dependency. The
idea of dependency apparently was developed by Dick Shrager at the NIH, and
then enhanced by Gary Knott. MLAB was the first software to compute
dependency, and it is explained well in the MLAB manual. GraphPad Prism simply
implements the method as it is explained there. (I learned this history in an
email from Gary Knott in 2007). Here is an early paper that discusses the basic
ideas of dependency, but it is defined differently (ranging from 1 to infinity,
rather than 0 to 1, and the math is not fully explained.

1.8.8 How confidence and prediction bands are computed
The difference between confidence and prediction bands
Note the difference between confidence and prediction bands:

e The 95% confidence bands enclose the area that you can be 95% sure
contains the true curve. If you have many data points, the confidence bands
will be near the line or curve, and most of your data will lie outside the
confidence bands.

e The 95% prediction bands enclose the area that you expect to enclose 95%
of future data points. They are wider than confidence bands -- much wider
with large data sets.
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Also distinguish between the 95% confidence interval of the parameters (a
range of values), and the 95% confidence bands around the curve.

How confidence and prediction bands are computed

First, let's define G|x, which is the gradient of the parameters at a particular
value of X and using all the best-fit values of the parameters. The result is a
vector, with one element per parameter. For each parameter, it is defined as
dY/dP, where Y is the predicted Y value of the curve given the particular value of
X and all the best-fit parameter values, and P is one of the parameters.)

G'|x is that gradient vector transposed, so it is a column rather than a row of
values.

Cov is the covariance matrix (inversed Hessian from last iteration). It is a
square matrix with the number of rows and columns equal to the humber of
parameters. Each item in the matrix is the normalized covariance between two
parameters (which always has a value between -1 and +1.

Now compute ¢ = G'|x * Cov * G|x. The result is a single number for any value
of X.

The confidence and prediction bands are centered on the best fit curve, and
extend above and below the curve an equal amount.

The confidence bands extend above and below the curve by:
= sqrt(c)*sqrt(SS/DF)*CriticalT(Confidence%, DF)

The prediction bands extend a further distance above and below the curve,
equal to:

= sqrt(c+1)*sqrt(SS/DF)*CriticalT(Confidence%, DF)

In both these equations, the value of ¢ (defined above) depends on the value of
X, so the confidence and prediction bands are not a constant distance from the
curve. The value of SS is the sum-of-squares for the fit, and DF is the humber
of degrees of freedom (number of data points minus number of fit

parameters). CriticalT is a constant from the t distribution based on the level of
confidence you want and the number of degrees of freedom. For 95% limits,
and a fairly large df, this value is close to 1.96. If DF is small, this value is

higher.

Read a more mathematical explanation.
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Computing confidence and prediction bands is easier for linear regression.

1.8.9 Who developed nonlinear regression?

According to wikipedia (Sept. 2011), the algorithm was first published by
Kenneth Levenberg, while working at the Frankford Army Arsenal. It was
rediscovered by Donald Marquardt who worked as a statistician at DuPont and
independently by Girard, Wynn and Morrison.

K Levenberg (1944). A Method for the Solution of Certain Non-Linear Problems
in Least Squares. The Quarterly of Applied Mathematics 2: 164-168.

DW Marquardt, An Algorithm for Least-Squares Estimation of Nonlinear
Parameters, J. Society for Industrial and Applied Mathematics, 11:431-441,
1963.

2 CURVE FITTING WITH PRISM 6

Prism offers several analyses that can fit lines and curves.

e Linear regression/ s

e Deming linear regression| ol

 Nonlinear regressionl:= (which also does
polynomial regression)

e Spline and Lowess/.

e Interpolating from a standard curvel..l (linear or
nonlinear)

2.1 What's new in Prism 6 (regression)?

e Easier interpolating. Many people use nonlinear regression for the purpose of
interpolating values from standard curves. With that purpose, most of the
options provided in the nonlinear regression dialog are not needed or helpful.
Prism 6 has a new analysis just for interpolating curves. It requires very few
options, so is super easy to use.

o Implicit and differential equations. It is no fun to struggle with algebra and
calculus to express a model as an equation that defines Y as a function of X
and parameters. It can even be impossible. Instead express your model as a
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differential equation (enter the equation that defines dY/dX) as or an implicit
equation (an equation where Y appears on both sides of the equals sign).

o Equation syntax. Prism 5 let’s you define different models for different data
sets by designating certain lines in the equation to only apply to a certain data
set. For example, a line in the equation preceded with <B> applies only to data
set B. Prism 6 extends this syntax to allow more complex equations. Precede
a line with <A:D> for it to apply only to columns A-D, or with <A:K,2> to
make it apply to every second data set between A and K (A, C, E, G, I, K).

e Hougaard's skewness. When you write a user-defined equation to fit to data
with nonlinear regression, you can choose to express the parameters in
multiple ways. For example choose between a rate constant or a half life.
Hougaard's measure of skewness can help you choose the best
parameterization.

e New weighting choice. When fitting a model to data with nonlinear
regression, it is important to weight the data appropriately. This choice is often
ignored, but it can affect the regression results. Prism always offered several
choices for weighting. Prism 6 offers a new weighting choice, weighting by 1/
YK. where K is a constant you enter on the weighting tab of the nonlinear
regression dialog.

e Adjusted R2. Prism reports the adjusted R? which takes into account the
number of degrees of freedom, and so can be compared between models with
different numbers of parameters.

e Convert from linear to nonlinear regression. Linear regression can be
viewed a special case of nonlinear regression. Prism’s nonlinear regression
analysis can be used to fit a straight line, and there are more than a dozen
reasons why you might want to do so. But few people think of using the
nonlinear regression analysis to fit a straight line. Prism 6 makes it easier to
switch - simply click the “*More choices” button on the linear regression dialog.

e Copy the linear regression equation. Prism always reported the best-fit
values for the slope and intercept, but not in the form of an equation. Prism 6
now reports the equation for the line, ready to copy and paste onto a graph or
into a manuscript.

2.2 Linear regression with Prism

Linear regression fits a straight line through your data to find
the best-fit value of the slope and intercept.

How to: Linear regression|7s
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Finding the best-fit slope and intercept/7s!

Interpolating from a linear standard curve[ s

Advice: When to fit a line with nonlinear regression|s2

Results of linear regression|es]

Slope and intercept]/sa

r2, a measure of goodness-of-fit of linear regression| sl

Is the slope significantly different than zero?|esl

Comparing slopes and intercepts|ss]

Runs test following linear regression/eo)

Analysis checklist: Linear regression|s1]

Graphing tips: Linear regression| 2|

Questions and answers/ss)

Deming regression| ol

Key concepts: Deming regression| ol

How to: Deming regression|il

O&A: Deming Regression| !

Analysis checklist: Deming regression/

2.2.1 Howto: Linear regression

2.2.1.1 Finding the best-fit slope and intercept
1. Create a data table
From the Welcome or New Table dialog, choose to create XY data table.

If you are just getting started, choose the sample data: Linear regression --
Compare slopes.

If you are entering your own data, choose the subcolumn format. Choose
replicate values if you have replicates to enter. Prism can plot error bars
automatically. You can also choose to enter data where the mean and SD (or
SEM) have already been calculated. In this case, if you want to take into
account variations in the SD from point to point, use nonlinear regression to fit
the linefs2).
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2. Enter data

If you chose sample data, you'll see these values:

T able format X |
b Munutes
| :] X l A
1 1.0 M
|2 2.0 38
3 30 57
4 40 65
|5 ] 5.0 76
[ 5.0 79
T 7.0 100
] 8.0 105
9 5.0 121
10.0 135

=
|| =

A
Control
A:Y2 AYD
29 28
49 83
E&
65 5Q
a1 84
83 98
107 a9
123 119
143 134
156

B:¥1

Xl

61
T8

134
156
167
178

198

B
Treated
B:Y2

29

99
111
108
145
134

192
203

B:Y3
44
89
T

109
141

129
167

180
175
234

If you enter Y values for several data sets (column A, B and C), Prism will
report regression results for X vs. YA, for X vs. YB, and for X vs. YC. It can
also test whether the slopes (and intercepts) differ significantly.

If the different data sets don't share the same X values, use different rows for
different data sets like this:

3. Analysis choices

e A e, s T S

P S P,

. X A B
Minutes Control Treated
A X [ AY1 [ AYZ | BY1 | BY2 |
1 1.0 3 5
2 2.0 5 7
3 30 8 7
4 14 4
5 2.5 8
6 3.5 9

- AN

Click Analyze, and then choose linear regression from the list of XY analyses.

Force the line to go through a specified point (such as the origin)?

If you choose regression, you may force the line to go through a particular
point such as the origin. In this case, Prism will determine only the best-fit
slope, as the intercept will be fixed. Use this option when scientific theory tells
you that the line must go through a particular point (usually the origin, X=0,
Y=0) and you only want to know the slope. This situation arises rarely.
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Use common sense when making your decision. For example, consider a
protein assay. You measure optical density (Y) for several known
concentrations of protein in order to create a standard curve. You then want to
interpolate unknown protein concentrations from that standard curve. When
performing the assay, you adjusted the spectrophotometer so that it reads
zero with zero protein. Therefore you might be tempted to force the regression
line through the origin. But this constraint may result in a line that doesn't fit the
data very well. Since you really care that the line fits the standards very well
near the unknowns, you will probably get a better fit by not constraining the
line.

If in doubt, you should let Prism find the best-fit line without any constraints.

Fit linear regression to individual replicates or to means?

If you collected replicate Y values at every value of X, there are two ways to
calculate linear regression. You can treat each replicate as a separate point, or
you can average the replicate Y values, to determine the mean Y value at each
X, and do the linear regression calculations using the means.

You should consider each replicate a separate point when the sources of
experimental error are the same for each data point. If one value happens to
be a bit high, there is no reason to expect the other replicates to be high as
well. The errors are independent.

Average the replicates and treat the mean as a single value when the replicates
are not independent. For example, the replicates would not be independent if
they represent triplicate measurements from the same animal, with a different
animal used at each value of X (dose). If one animal happens to respond more
than the others, that will affect all the replicates. The replicates are not
independent.

Test departure from linearity with runs test
See Runs test[
Test whether slope and intercept are significantly different

If you have entered data for two or more datasets, Prism can test whether the
slopes differ significantly/ ss.

Confidence and prediction bands

Learn about confidence and prediction bands| ez!.
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2.2.1.2 Interpolating from a linear standard curve
1. Create a data table
From the Welcome or New Table dialog, choose to create an XY data table.

If you are just getting started, choose the sample data: Linear regression --
Interpolate from standard curve

If you are entering your own data, choose the subcolumn format. Choose
replicate values if you have replicates to enter. Prism can plot error bars
automatically. You can also choose to enter data where the mean and SD (or
SEM) have already been calculated. In this case, if you want to take into
account variations in the SD from point to point, use nonlinear regression to fit
the linefsa).

2. Enter data

Enter the unknowns below the standards on the same table. Enter Y values
with no X values in those rows (example below), or X values with no Y values in
those rows. Optionally enter row titles to label those unknowns.
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T able format: | X I
XY | micrograms | Optical Density
4 4 x|
1 |[Title 1.0 0.040
2 |Title 2.0 0.059
3 |Title 3.0 0.083
4 |Title 4.0 0.102
5 |Title 5.0 0123
& |[Title 6.0 0.139
T |Title 7.0 0.160
8 |Unknown 1 0.067
9 |Unknown 2 0.073
10 (Unknown 3 0.098
3. View the graph
Assay
0.20
L]

:‘5: 0.154 .

= .

2 .10 .

g .

Soos| , °

0.00 T T T 1
0 2 4 L7 8
micrograms

4. Analysis choices

Click =4 and from the list of XY analyses choose: Interpolate a Standard

Curve.

Alternatively, you can click the “Interpolate a standard curve” button right on

top of the Analyze button.

R
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Parameters: Interpolate & Standard Cuwrve — .- g
- s

Model
Standard curves to intepalate [ Detas.. |

Line |

Sigmaidal, 4PL. iz lbglconcentration]

Asymmetnc Sigmodal, SPL. iz lbglconcentiaton]

Semiog ne

Hypeibola (% iz concentiaton)

Second ceder polynomial [quadrabic]

Third arder polynamial |cubic)

Duthers/robust
@ Mo zpecial handling of outiers
Rabiust regresaon so outhers have e mpact
Diztect and alminate outiers
Fapoit the pesenca of ouiss
Oplions
Relative weighling [weight by 15572
o H:pqlfg.:d;h niespalated valee with it .53: 'r. confdence nlenal

Pt carve with 95% conlidence band

| Make thase chaices the defauk for ubae nterpolations

Moe. | Lean | | Cancd | Ok |

Choose Line in the list of Standard curves to interpolate. Unless you have a
good reason, you can leave the other choices on that dialog set to their default
values.

5. Inspect the results

View the graph with the superimposed line.

Assay
0.209
2 0154
[7r]}
=
T
2 o.104
g
=
o 0.054
0.00 T T T 1
0 2 4 6 8
micrograms

The results will appear in several pages, including one with the interpolated values, which
will be in the same units as your original data.
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2.2.13

X A
E micrograms Optical Density
(Interpolated) (Entered)
X Upper Limit = Lower Limit Y
1 Unknown 1 2.307 2427 2.180 0.067
2 | Unknown 2 2607 2719 2489 0.073
Unknown 3 3.857 3952 3.762 0.098

The second page of results tabulates the best-fit values of the parameters and
much more. For this example, we aren't too interested in these results.

Advice: When to fit a line with nonlinear regression
Linear regression is a special case of nonlinear regression

Linear regression is just a simpler, special, case of nonlinear regression. The
calculations are a bit easier (but that only matters to programmers). You can
use Prism's nonlinear regression analysis to fit a straight-line model, and the
results will be identical to linear regression.

How to convert a linear regression analysis to nonlinear regression

To convert linear regression to nonlinear regression, bring up the Parameters
dialog for linear regression, and click "More Choices" at the bottom.

Nonlinear regression offers more options

Conceptually, linear regression is just a special case of nonlinear regression. But
Prism offers many more options when using nonlinear regression. Therefore, it
often makes sense to use Prism's nonlinear regression analysis to fit a straight
line. In particular, the nonlinear regression analysis lets you:

e Fit to both a linear and nonlinear model, and compare the two models|:s.

« Apply differential weightingf sol.

 Automatically exclude outliers] ssl.

e Use a robust/sdl fitting method.
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e Perform a normality test[. on the residuals.

« Inspect the correlation matrix or dependencies| .

e Compare the scatter of points from the line with the scatter among
replicates with a replicates test/:sn.

e Report the best-fit values with 90% confidence limits (or any others).
Prism's linear regression analysis only reports 95% CI. Nonlinear regression
lets you choose the confidence level you want.

e Report the results of interpolationl: from the line/curve along with 95%
confidence intervals of the predicted values. Prism's linear regression
analysis does not include those confidence intervals.

e With linear regression, the SE of the slope is always reported with the slope
as a plus minus value. With nonlinear regression, the SE values are a
separate block of results that can be copy and pasted elsewhere.

e Use global nonlinear regression[s1l to fit one line to several data sets. Or
share the intercept or slope among several data sets, while fitting the other
parameter individually to each data set.

e Run a Monte Carlo analysis.

e When you enter data with multiple replicates at each X value, Prism's
nonlinear regression can perform the replicates test[:4 to ask whether the
data deviate systematically from the straight line model. Prism does not
offer the replicates test with linear regression.

e Test whether the slope (or intercept) significantly differs from some
proposed value. For example, test whether the slope differs from a
hypothetical value of 1.0, or whether an intercept differs significantly from
0.0.

Situations where Prism can give different results with linear vs. nonlinear
regression

There are two situations where linear regression will give different results than
fitting a straight line with nonlinear regression:

e If you enter the Y values as Mean, SD (or SEM) and N. In this case, Prism's
linear regression analysis fits the means only, ignoring the scatter and sample
size. In contrast, Prism's nonlinear regression gives you a choice (in the
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Weights tabl.«l) of fitting just the mean, or of accounting for scatter and
sample size. With the latter choice, which is the default, the results will be
identical to what they would have been had you entered the raw data. If you
want to account for the SD among replicates, use nonlinear regression.

¢ If you enter replicate Y values and choose the runs test. With linear
regression, Prism averages the replicates and computes the runs test on
those mean Y values. With nonlinear regression, Prism won't compute the
runs test when you enter replicate Y values. Instead,

Lines that must be fit with nonlinear regression

There are two situations where you might first think that linear regression is the
best analysis, but in fact nonlinear regression is necessary:

e If your Y axis uses a logarithmic or probability scale, then a straight line on the
graph is created by a nonlinear model. In this case, although the line on the

graph is straight, the model is not actually linear. You need to fit the 'line'[=2
with nonlinear regression.

e If you want to fit two lines to different segments of the data, this cannot be
done with Prism's linear regression analysis. However, Prism's nonlinear
regression can fit segmental linear regressio nl s,

2.2.2 Results of linear regression

2.2.2.1 Slope and intercept
How Prism reports the slope and intercet

Prism first reports the best-fit values of the slope and intercept, along with their
standard errors. It also reports the X intercept and the reciprocal of the slope.

Below those values, it reports the 95% confidence interval of the slope and
both intercepts.

© 1995-2014 GraphPad Software, Inc.



CURVE FITTING WITH PRISM 6

85

E@ Linear req. a 5
Control Treated
d Y Y
1 |Bestfit values
2 Slope 12.42 + 05679 17.96 + 0.8684
3 Y-intercept when X=0.0 1742 +£3471 28.48 + 5 448
4 H-intercept when Y¥=0.0 -1.402 -1.585
3 1/slope 0.08050 0.05568
6 |95% Confidence Intervals
1 Slope 11.26 to 13.59 16.17 to 19.75
& Y-intercept when X=0.0 10.28 to 24 .55 17.26 to 39.69
9 #-intercept when Y¥=0.0 -2.163 to -0.7630 2432 to -0.8813

At the bottom of the results page, the slope and intercept are reported again in
the form of the equation that defines the best-fit line. You can copy this
equation and paste onto a graph, or into a manuscript.

24 |Equation Y =A1242% + 1742 |Y =17.96%K + 28 .48

Interpreting the slope and intercept

The slope quantifies the steepness of the line. It equals the change in Y for each
unit change in X. It is expressed in the units of the Y-axis divided by the units of
the X-axis. If the slope is positive, Y increases as X increases. If the slope is
negative, Y decreases as X increases.

The Y intercept is the Y value of the line when X equals zero. It defines the
elevation of the line.

AY

0 Slope=AY/AX

Y intercept 1

X
Interpreting the standard errors and confidence intervals

The standard error values of the slope and intercept can be hard to interpret,
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2.2.2.2

but their main purpose is to compute the 95% confidence intervals.

If you accept the assumptions of linear regressionl o1}, there is a 95% chance
that the 95% confidence interval of the slope contains the true value of the
slope, and that the 95% confidence interval for the intercept contains the true
value of the intercept. The width of the confidence intervals is determined by
the number of data points, their distances from the line, and the spacing of the
X values.

Prism can also plot either the confidence or prediction bands/ .

r2, a measure of goodness-of-fit of linear regression

The meaning of r?

The value r? is a fraction between 0.0 and 1.0, and has no units. An r? value of
0.0 means that knowing X does not help you predict Y. There is no linear
relationship between X and Y, and the best-fit line is a horizontal line going
through the mean of all Y values. When r? equals 1.0, all points lie exactly on a
straight line with no scatter. Knowing X lets you predict Y perfectly.

How r? is computed

This figure demonstrates how Prism computes r2.

88, = 0.86 5§54 =AB07

1

Fr

S8y , 086

= == _1_—

T 85, 181

The left panel shows the best-fit linear regression line This lines minimizes the
sum-of-squares of the vertical distances of the points from the line. Those
vertical distances are also shown on the left panel of the figure. In this example,
the sum of squares of those distances (SSreg) equals 0.86. Its units are the
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units of the Y-axis squared. To use this value as a measure of goodness-of-fit,
you must compare it to something.

The right half of the figure shows the null hypothesis -- a horizontal line through
the mean of all the Y values. Goodness-of-fit of this model (SStot) is also
calculated as the sum of squares of the vertical distances of the points from the
line, 4.907 in this example. The ratio of the two sum-of-squares values
compares the regression model with the null hypothesis model. The equation to
compute r? is shown in the figure. In this example r? is 0.8428. The regression
model fits the data much better than the null hypothesis, so SSreg is much
smaller than SStot, and r? is near 1.0. If the regression model were not much
better than the null hypothesis, r> would be near zero.

You can think of r? as the fraction of the total variance of Y that is "explained"
by variation in X. The value of r? (unlike the regression line itself) would be the
same if X and Y were swapped. So r? is also the fraction of the variance in X
that is "explained" by variation in Y. In other words, r? is the fraction of the
variation that is shared between X and Y.

In this example, 84% of the total variance in Y is "explained" by the linear
regression model. The variance (SS) of the data from the linear regression
model equals only 16% of the total variance of the Y values (SStot).

Why Prism doesn't report r? in constrained linear regression

Prism does not report r> when you force the line through the origin (or any
other point), because the calculations would be ambiguous. There are two
ways to compute r?2 when the regression line is constrained. As you saw in the
previous section, r? is computed by comparing the sum-of-squares from the
regression line with the sum-of-squares from a model defined by the null
hypothesis. With constrained regression, there are two possible null
hypotheses. One is a horizontal line through the mean of all Y values. But this
line doesn't follow the constraint -- it does not go through the origin. The other
null hypothesis would be a horizontal line through the origin, far from most of
the data.

Because r? is ambiguous in constrained linear regression, Prism doesn't report
it. If you really want to know a value for r?, use nonlinear regression to fit your
data to the equation Y=slope*X. Prism will report r? defined the first way
(comparing regression sum-of-squares to the sum-of-squares from a
horizontal line at the mean Y value).

Upper or lower case?

With linear regression, it is conventional to use the abbreviation r2. With
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nonlinear regression, the convention is to use R?. There appears to be no
reason for this distinction.

2.2.2.3 Isthe slope significantly different than zero?
Interpreting the P value when Prism fits both slope and intercept

Prism reports the P value testing the null hypothesis that the overall slope is
zero. The P value answers this question:

If there were no linear relationship between X and Y overall, what is the
probability that randomly selected points would result in a regression line as
far from horizontal (or further) than you observed?

Equivalently:

If there were no linear relationship between X and Y overall, what is the
probability that randomly selected points would result in an R? value as high
(or further) as you observed?

The P value is calculated from an F test, and Prism also reports the value of F
and its degrees of freedom. You would get exactly the same P value from the t
ratio computed by dividing the slope by its standard error.

Interpreting the P value when Prism fits only the slope
Beware of the P value from linear regression when you force the line to go

through the origin or some other point. It is easy to misinterpret. The graph
below demonstrates the problem:

10+ Slope =0.13
P<0.01
B-
" ° Slope = 0.00
L P=0.99
A
2
) T T T
0 20 40 60

The data points almost form a horizontal line.

When fit with linear regression the usual way (fit both slope and intercept;
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green line), the best fit value of the slope is 0.00. The P value answers the
question: If the true slope is zero, what is the chance that the slope will be
further from zero than the observed slope due only to random sampling. Since
the observed slope is zero, there is almost a 100% chance of obtaining a slope
that is further than zero than observed! So the P value is greater than 0.99, as
high as a P value can be. Some people are confused and think the P value
should be small purely because the points for a pattern. Not so. The P value,
from conventional linear regression fitting both slope and intercept, will be small
only when the points form a linear pattern that is not horizontal.

The results are very different when you fit linear regression with the constraint
that the line has to go through the origin (blue line). To make the line go
through the origin and also go near the points, the best-fit line has a slope is far
from zero. Since the line is far from horizontal, the P value is tiny. Given the
constraint that the line must go through the origin (X=0, Y=0; lower-left of
graph), the data are quite convincing that best fit line is far from horizontal, so
it makes sense that the P value is tiny.

Constraining a line to go through the origin (or some other point) can be very
useful in some situations. Usually this option is used to fit calibration curves
used for interpolation, in which case the P value is not useful. If you force the
line through the origin, be very wary when interpreting the P value. It is rarely
useful, and easy to misinterpret.

Download the Prism file.

2.2.2.4 Comparing slopes and intercepts

Prism compares slopes of two or more regression lines if you check the option:
"Test whether the slopes and intercepts are significantly different”.

Comparing slopes

Prism compares slopes first. It calculates a P value (two-tailed) testing the null
hypothesis that the slopes are all identical (the lines are parallel). The P value
answers this question:

If the slopes really were identical, what is the chance that randomly selected
data points would have slopes as different (or more different) than you
observed.
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If the P value is less than 0.05

If the P value is low, Prism concludes that the lines are significantly different. In
that case, there is no point in comparing the intercepts. The intersection point
of two lines is:

_Intercept; - Intercept;
Slope; - Slope;
Y = Intercept; + Slope; - X = Intercept; + Slope, - X

If the P value for comparing slopes is greater than 0.05

If the P value is high, Prism concludes that the slopes are not significantly
different and calculates a single slope for all the lines. Essentially, it shares[a1] the
Slope parameter between the two data sets.

Comparing intercepts

If the slopes are significantly different, there is no point comparing intercepts. If
the slopes are indistinguishable, the lines could be parallel with distinct
intercepts. Or the lines could be identical. with the same slopes and intercepts.

Prism calculates a second P value testing the null hypothesis that the lines are
identical. If this P value is low, conclude that the lines are not identical (they are
distinct but parallel). If this second P value is high, there is no compelling
evidence that the lines are different.

Relationship to ANCOVA and global regression

This method is equivalent to an Analysis of Covariance (ANCOVA), although
ANCOVA can be extended to more complicated situations. It also is equivalent
to using Prism's nonlinear regression analysis with a straight-line model, and
using an F test to compare a global model where slope is shared among the
data sets with a model where each dataset gets its own slope.

Referencg . | ([ [ | | [ ||
Chapter 18 of ] Zar, Biostatistical Analysis, 2nd edition, Prentice-Hall, 1984.

2.2.2.5 Runstest following linear regression

The runs test determines whether your data differ significantly from a straight
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line. Prism can only calculate the runs test if you entered the X values in order.

A run is a series of consecutive points that are either all above or all below the
regression line. In other words, a run is a consecutive series of points whose
residuals are either all positive or all negative.

If the data points are randomly distributed above and below the regression line,
it is possible to calculate the expected number of runs. If there are Na points
above the curve and Nb points below the curve, the number of runs you expect
to see equals [(2NaNb)/(Na+Nb)]+1. If you observe fewer runs than expected,
it may be a coincidence of random sampling or it may mean that your data
deviate systematically from a straight line. The P value from the runs test
answers this question:

If the data really follow a straight line, and you performed many experiments
like this one, what fraction of the time would you obtain as few (or fewer)
runs as observed in this experiment?

If the runs test reports a low P value, conclude that the data do not really
follow a straight line, and consider using nonlinear regression to fit a curve.

The P values are always one-tail, asking about the probability of observing as

few runs (or fewer) than observed. If you observe more runs than expected,
the P value will be higher than 0.50.

2.2.2.6  Analysis checklist: Linear regression

‘/Can the relationship between X and Y be graphed as a straight line?

In many experiments the relationship between X and Y is curved, making linear
regression inappropriate. It rarely helps to transform the data to force the relationship
to be linear. Better, use nonlinear curve fitting.

‘/Is the scatter of data around the line Gaussian (at least approximately)?

Linear regression analysis assumes that the scatter of data around the best-fit line is
Gaussian.

‘/Is the variability the same everywhere?

Linear regression assumes that scatter of points around the best-fit line has the same
standard deviation all along the curve. The assumption is violated if the points with
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high or low X values tend to be further from the best-fit line. The assumption that the
standard deviation is the same everywhere is termed homoscedasticity. (If the scatter
goes up as Y goes up, you need to perform a weighted regression. Prism can't do this
via the linear regression analysis. Instead, use nonlinear regression but choose to fit to
a straight-line model.

‘/Do you know the X values precisely?

The linear regression model assumes that X values are exactly correct, and that
experimental error or biological variability only affects the Y values. This is rarely the
case, but it is sufficient to assume that any imprecision in measuring X is very small
compared to the variability in Y.

‘/Are the data points independent?

Whether one point is above or below the line is a matter of chance, and does not
influence whether another point is above or below the line.

‘/Are the X and Y values intertwined?

If the value of X is used to calculate Y (or the value of Y is used to calculate X) then
linear regression calculations are invalid. One example is a Scatchard plot, where the Y
value (bound/free) is calculated from the X value. Another example would be a graph
of midterm exam scores (X) vs. total course grades(Y). Since the midterm exam score
is a component of the total course grade, linear regression is not valid for these data.

2.2.2.7 Graphing tips: Linear regression
Graphing the regression line

When Prism performs linear regression, it automatically superimposes the line
on the graph.

If you need to create additional graphs, or change which line is plotted on which
graph, keep in mind that the line generated by linear regression is seen by Prism
as a data set. You can add lines to a graph or remove lines from a graph on the
'Data sets on graph' tab of the Format Graph dialog.

Confidence and prediction bands

If you check the option box, Prism will calculate and graph either the 95%
confidence band or 95% prediction band of the regression line.
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Two confidence bands surrounding the best-fit line define the confidence interval

of the best-fit line.

The dashed confidence bands are curved. This does not mean that the

confidence band includes the possibility of curves as well as straight lines.

Rather, the curved lines are the boundaries of all possible straight lines. The
figure below shows four possible linear regression lines (solid) that lie within the

confidence band (dashed).

X

Given the assumptions of linear regression, you can be 95% confident that the
two curved confidence bands enclose the true best-fit linear regression line,

leaving a 5% chance that the true line is outside those boundaries.

Many data points will be outside the 95% confidence bands. The confidence
bands are 95% sure to contain the best-fit regression line. This is not the same

as saying it will contain 95% of the data points.

Prediction bands

Prism can also plot the 95% prediction bands. The prediction bands are further
from the best-fit line than the confidence bands, a lot further if you have many
data points. The 95% prediction band is the area in which you expect 95% of all
data points to fall. In contrast, the 95% confidence band is the area that has a
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95% chance of containing the true regression line. This graph shows both
prediction and confidence intervals (the curves defining the prediction intervals
are further from the regression line).

When to plot confidence and prediction bands

The confidence bands sort of combine the confidence intervals of the slope and
intercept in a visual way. Use confidence bands to learn how precisely your data
define the best-fit line.

Prediction bands are wider, to also include the scatter of the data. Use
prediction bands when your main goal is show the variation in your data.

Fine-tuning the appearance of the confidence and prediction bands

If you check the option on the Linear regression, Prism will automatically
superimpose the confidence or prediction band on the graph.

To adjust the appearance of the confidence or prediction bands, go to the
Format Graph dialog, select the dataset that represents the best fit curve, and
adjust the error bars and area fill settings. You can also choose to fill the area
enclosed by the confidence or prediction bands.

[] Show emor bars
Color., N - D |Bath vnes: Tpl  |w

Show connecling bnefcurve
Color: [ - Thackness: | 2 pt w | ] Shart e ot cegn

Shplsl | e Pl | c—
[] Leave gap at symbaols

[¥] Show area fill
Fil color: = | Area pather: Mone  w Pattesn colce: [ -

Fosfiont within eiiod band
- PN RSP PRIT U R ER P PR S TSI SRR SR TR

Mot . gl Wiy, i e s, L -
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Residuals

If you check an option on the linear regression dialog, Prism will create a results
table with residuals, which are the vertical distances of each point from the
regression line. The X values in the residual table are identical to the X values
you entered. The Y values are the residuals. A residual with a positive value
means that the point is above the line; a residual with a negative value means
the point is below the line.

When Prism creates the table of residuals, it also automatically makes a new
graph containing the residuals and nothing else. You can treat the residuals table
like any other table, and do additional analyses or make additional graphs.

If the assumptions of linear regression have been met, the residuals will be
randomly scattered above and below the line at Y=0. The scatter should not
vary with X. You also should not see large clusters of adjacent points that are
all above or all below the Y=0 line.

See an example[:#l of residuals from nonlinear regression.

2.2.2.8 Questions and answers

= What is the difference between correlation and linear regression?

The answer is in the Correlation section.| )

= Why is the 95% confidence interval of the X intercept asymmetrical?

The 95% confidence interval for the X-intercept is not symmetrical around
the X-intercept. It goes further in one direction than the other, as illustrated
in the graph below.
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95% CI
...

0.5733 to 3.651

2.649

00 == OO0 (N = L

Follow the Y=0 baseline from left to right. The region between the 95%
confidence bands for the best fit line (blue curves) is the 95% CI of the X
intercept. You can see that this confidence interval (between the two
outmost dotted lines) is not symmetrical around the X intercept (the middle
dotted line).

This asymmetry will be very noticeable if you only have a few points with lots
of scatter, and will be almost unnoticeable with lots of points with little
scatter.

GraphPad Prism reports the 95% confidence interval of the X intercept if you
check an option on the Linear regression parameters dialog.

Because the uncertainty is not symmetrical, it rarely makes sense to report a
standard error of the X-intercept. It is much better to report both ends of the
95% confidence interval, which Prism reports. If you really want to compute
a single standard error for the X intercept, you can do so by choosing
nonlinear regression, and fitting this user-defined equation to the data:

Y = sl ope*(X-Xi ntercept)

Prism will report the best-fit value of the X intercept along with a SE and 95%
confidence interval. Since this confidence interval will be computed from the
SE value it will be symmetrical around the X intercept, and so won't be as
accurate as the asymmetrical interval reported by linear regression.
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= How to test whether the slope from linear regression differs from 1.0 or some other value?

Prism tests whether the best-fit slope from linear regression line differs
significantly from zero. But you need to use extra steps to test whether the
slope differs from some other value.

Since Prism's linear regression analysis can't answer the question, use
nonlinear regression instead. Nonlinear regression can fit a straight line and
offers many advantages| s2\.

In the nonlinear regression parameters dialog, go to the Compare tab, check
the option to ask compare the best-fit value of a parameter to a theoretical
value, and then choose Slope and enter the theoretical value (1.0).

= Can Prism do weighted linear regression?
Prism's linear regression analysis cannot handle differential weighting.

However, Prism's nonlinear regression analysis can do weighted regression,
and you can fit a straight line using "nonlinear" regressionl 2\,

= How can Prism fit linear regression with the slope constrained to equal 1.0 (or some other
value)?

Prism's linear regression analysis cannot constrain the slope to a particular
value. However, Prism's nonlinear regression analysis can constrain any
parameter to any value, and you can fit a straight line using "nonlinear"

regression[ s2\.

= How to fit one linear regression line to multiple data sets?

Prism usually fits one line through each data set. But you can get it to fit one
line through all the data. Use the nonlinear regression analysis to fit the line[s2)
. Then go to the Constrain tab, and share both the slope and the intercept.
"Sharing" means that Prism fits one best-fit value for all the data sets, rather
than one for each data set. Since you share all the parameters, only one line
is fit to all the data.

= Why doesn't Prism report R2 for linear regression when | force the line through the origin
(or some other point)?

The problem is that when you constrain a line to go through a point, there
would be two ways to compute R?:

e Compare the fit of the best-fit line with the fit of a horizontal line at the
mean Y value. But that null hypothesis (horizontal line through the Ymean)
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doesn't obey the constraint that it go through the origin.

e Compare the best-fit line with a horizontal line at Y=0. This obeys the
constraint, but often fits the data really badly, pushing up the R? value.

Since R? is ambiguous when you constrain linear regression, Prism simply
does not report it when you force the line through the origin (or other
point).

If you fit the line with nonlinear regression, Prism will report R? using the first
definition above.

= Fitting the crossing point of two intersecting linear regression lines .

Enter your data onto one data table, with Y values in columns A and B next
to corresponding X values in the X column. If the X values don't match for
the two data sets, just leave some Y values blank.

Use nonlinear regression, and enter this user-defined equation.
Y= Ycross + (X - Xcross)*Sl ope

This equation defines the Y coordinate of any point along either line to equal
the Y coordinate of the crossing point plus the slope times the X distance
from the crossing point to that point.

Set these rules for initial values:

e Ycross: 1*Ymid (the average of the highest and lowest Y values)
e Xcross: 1*Xmid

e Slope: 1*(Ymax-Ymin)/(Xmax-Xmin).

Define Xcross and Ycross to both be shared parameters, so Prism will find
one global best-fit value for those parameters that applies to both data sets.
Do not share the slope parameter, as you want Prism to fit separate slopes
for each data set. Getting these sharing settings correct is essential.

Prism will fit four parameters:
e Slope for the first data set

e Slope for the second data set
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e Xcross (shared for both data sets)
e Ycross (shared for both data sets).

That makes sense. You have two lines, and it takes two parameters (usually
a slope and intercept) to describe each. Here, the equations were rearranged
so the program doesn't fit two separate Y intercepts, but rather fits the X
and Y values of the crossing point.

Here is an example, with the key results circled. Prism file.

m-
X | A B
0] 3 12 .
20| 5 1
0| & sf 107
40| 8 7 - -
50l 11 s
60l 14 s
70| 68 4

ﬂ L] L] L] L] L] L] L] 1

A <] X Glhobal (shared
BestTR v akes
YOROGE 838 5386
KCOROSS 3T AT
SLOPE 2214 -1.383
2d. Emor
YOROSS 02535 02535
XCROSES a1 01371
SLORE 009346 01424
5% Confdence inenak
YCROSS TA2 &8 T8 waes T7.821 o 5931
XCROSS 3417 04028 341704028 41T 04028
SLOPE 1995 W0 2.434 -1.710 10 -1.076
Goodness of FR
Degrees of Fredom 10
= 09506 09054 09555
Absolate Sum of SmaEnes 2714 5673 833
0 09161
Constraints
YCOROSS YCROSS Is shared YCOROSS B shared
XKCROSS XCROSS Esmared MZROES kb shared
D=tz
Number of X valbes 8 B
Number of ¥ replicaks 1 1
Total ramber of v alies T T
Mumber of mEshgvakes 1 1
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2.2.3

2.2.3.1

2.2.3.2

Deming regression

Key concepts: Deming regression

Standard linear regressionl13] assumes that you know the X values perfectly,
and all the uncertainty is in Y. It minimizes the sum of squares of the vertical
distance of the points from the line.

If both X and Y variables are subject to error, fit linear regression using a
method known as Deming, or Model II, regression.

If your goal is to compare two analysis methods, consider using a Bland-Altman
plot instead.

How to: Deming regression

1. Create a data table

From the Welcome or New Table dialog, choose to create XY data table.

If you are just getting started, choose the sample data: Linear regression --
Compare slopes.

If you are entering your own data, choose a to enter a single Y value for each
point (no replicates, no error values).

2. Enter data

If you enter Y values for several data sets (column A, B and C), Prism will
report regression results for X vs. YA, for X vs. YB, and for X vs. YC.

3. Analysis choices

Click Analyze and choose Deming regression from the list of XY analyses.

Most of the dialog is self-explanatory. The choices on top are the hardest to
understand, but also are the most important as the calculations depend on
knowing relative magnitude of the errors in X and Y.
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Parameters: Deming (Model 11} Linear Regression

Standand devastions
Dudnany near regeession assumes that wou know X precisely. and ol the uncestandy

it in Y. Defing egiession asumes then it uncedsarty m X s well, which mésns
you e bo knce [from other dista] the ralatie uncertainty of & and

G}K and " ate in the same urats, vith squal uncetarties. Find the lne that
marimnizes the perpendicudar distance bedveeen ne and pords

GH and " are in diferent units, of heave diferent uncedlanties. Ulze these valuss
o the SD

S0 of ¥ eron SO ol Y ereor

— s — i
o, meni T e RN b aBh L ath . geTem

X and Y have equal uncertainty

If you are comparing two analytical methods, X and Y, assessed in the same
units, you will probably find it reasonable to assume that both share the same
standard deviation. In this case, check the first option. There is no need to
estimate that standard deviation. It is enough to declare that X and Y have
equal standard deviations. In this case, Deming regression minimizes the sum
of the squares of the perpendicular distances of the points from the line. This is
also called orthogonal regression.

X and Y have different uncertainties

If you are not willing to assume that X and Y have the same amount of
uncertainty, then you need to enter the SD of each. Enter the SD of X values in
the same units as X values are entered, and the SD of Y values in the same
units as Y values are entered. Don't enter the SD of all X (or Y) values you
enter. Enter the average SD (determined separately) of repeated
measurements of X and Y.

How do you know what values to enter? To assess the uncertainty (error) of a
method, collect duplicate measurements from a number of samples using that
method. Calculate the standard deviation of the error using the equation
below(1), where each d. is the difference between two measurements of the

same sample (or subject), and N is the number of measurements you made (N
equals twice the number of samples, since each sample is measured twice).

Compute the SD of the error for each method or variable (X and Y), enter the
two SD values into the Deming regression analysis dialog, and Prism will fit

error

the line for you. If the X variable has a much smaller SD than the Y value, the
results will be almost identical to standard linear regression.

If you try to compare Prism’s results with those of another program or book,
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2.2.3.3

you may encounter the variable 1 (lambda), which quantifies the inequality
between X and Y errors.

2
)\: SDX error
SD

Y error

Prism requires you to enter individual SD values, but uses these values only to
calculate %, which is then used in the Deming regression calculations. If you
know A, but not the individual SD values, enter the square root of A as the SD
of the X values, and enter 1.0 as the SD of the Y error. The calculations will be
correct, since Prism uses those two values only to compute X.

Reference

1. PW Strike, Statistical Methods in Laboratory Medicine, ISBN:0750613459. Equation
8.15.

Q&A: Deming Regression

Why doesn't Prism report R? with Deming Regression results?

When Prism performs Deming regression, it reports the slope and intercepts
with confidence intervals, and reports a P value testing the null hypothesis that
the slope is really zero. However, Prism does not report any measure of
goodness-of-fit with Deming regression, and so does not report R2. The reason
is that we have been unable to find any paper or text that would explain how to
compute or interpret such a value. In ordinary linear or nonlinear regression, R?
is the fraction of the variation that is accounted for by the model. But with
Deming regression, this definition doesn't really make sense, and it isn't obvious
to us how to extend it.

Is Deming regression the same as orthogonal linear regression?

In Prism's Deming dialog, you specify whether X and Y are in the same units
with equal uncertainties (variation). If you choose this option, Deming
regression minimizes the sum of the square of the perpendicular distances of
the points from the line. This is also called orthogonal linear regression. If you
specify different SD values for X and Y, then Deming regression is not the same
as orthogonal linear regression.

How was the equation to compute the SD from a set of duplicate
measurements derived?

The previous page showed the equation for assessing the uncertainty (error) of
a method from duplicate measurements from a number of samples using that
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method:

It is easy to derive that equation. To compute the variance, you find the
average square of the difference between each value and the mean. For pairs,
the mean is half the difference. So take half that distance squared, but also
compute it for the other value of the pair. For both values, therefore, the
contribution is d, squared. Add that up for all the measurements and divide by

the number of measurements, and you have the variance. Take the square
root to get the SD.

Why N, rather than N-1? I suspect it should be N-1, but that won't matter
much. It will make the SD a bit smaller than it should be, but that will be true for
both the X and Y SD, so the ratio will hardly be changed.

2.2.3.4 Analysis checklist: Deming regression

‘/Can the relationship between X and Y be graphed as a straight line?

In many experiments the relationship between X and Y is curved, making linear
regression inappropriate. It rarely helps to transform the data to force the relationship
to be linear. Better, use nonlinear curve fitting.

‘/Are the data points independent?

Whether one point is above or below the line is a matter of chance, and does not
influence whether another point is above or below the line.

‘/Are the X and Y values intertwined?

If the value of X is used to calculate Y (or the value of Y is used to calculate X) then
linear regression calculations are invalid. One example is a Scatchard plot, where the Y
value (bound/free) is calculated in part from the X value (bound). Another example
would be a graph of midterm exam scores (X) vs. total course grades(Y), since Y is in
part computed from X.

v Do you know the relative uncertainty of X and Y?

Ordinary linear regression assumes that you know the X values perfectly, and all the
uncertainty is in Y. Deming regression assumes there is uncertainty in both variables.
You have to specify the relative uncertainties, either by specifying that X and Y are
equally uncertain or by entering the SD of each. If these values are incorrect, the
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Deming results won't be useful.

2.3 Interpolating from a standard curve

Prism makes it very easy to interpolate unknown values from a
standard curve. Enter the standards with both X and Y values,
fit a line or curve, and Prism will tell you which X values
correspond to Y values you entered on the same data table.

e Key concept: Interpolating/

e How to interpolate[:=

e Equations used for interpolating[]

e Where are the interpolated results?[s]

e When X values are logarithms/]

e Analysis checklist: Interpolating]s!

e Q&A: Interpolating]:)

e Standard Addition Method/:!

2.3.1 Key concept: Interpolating

A common use of nonlinear (and linear) regression is interpolating.The basic
idea is simple:

1.Enter a standard curve. Each point consists of a concentration (or logarithm
of concentration) and a response. The responses are commonly radioactivity,
fluorescence, or optical density.

2.Fit a line or curve through the standards. For this purpose, you don't much
care about the meaning of the model, or the interpretation of the best-fit
values of the parameters (EC50, etc.).

3.For unknown samples, you know the response, but not the concentration.
So read the concentration from the curve:
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C «
2
i
@ o
o
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log(Concentration)
Notes:

e This graph shows the response going up as the concentration gets larger. In
many cases, the response goes down as the concentration gets larger.
Interpolation works in either case.

¢ Sigmoid shaped dose-response curves are commonly used with many
assays. If the X values analyzed by the analysis are the logarithm of
concentration, then so are the interpolated values. You need to take the
antilogarithm of these values to return to concentration units.

e This example shows the most common use of interpolating. Finding an X
value (concentration) for a given Y value. Prism can also interpolate the other
way: Finding a Y value for an entered X value.

2.3.2 How to interpolate
Prism is not designed to analyze any particular kind of assay

Prism is a very general program, used by scientists in many fields. It is easy for
you to interpolate standard curves using Prism, but you must make some
decisions. Unlike some specialized programs, Prism is not set up so you can
blindly enter data and get results without thinking.

Entering data for interpolation

Enter the standard curve in the top rows of a table, and then enter the
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unknown values right below those standards. In most cases, as shown below,
you'll enter Y values and leave X blank. Prism can also interpolate the other
way. In this case, enter X values and leave Y blank.

Tabbe fioammat X l A
Y lagfConcantration)
4 x X | Avi [ A2 ]
1 |Tu a0 1597 1531
> [Tule B0 1453 1471
BENCT 7.0 1314 1245
& [Tl 5.0 781 m
5 |Ti 5.0 336 306
6 | 4.0 328 212
T (Tl a0 207 307
8 |Unknown 1 1123
9 'L.Inknu-.'.-nE 1345
10 |Unknown 3 1455
11 [Tul: 987
o = i

Entering labels for the unknowns, as shown below, is optional.

Note that it is essential that the unknowns go below the standard curve values.
If you place the unknowns above the standard curve, Prism will not interpolate.
Of course, the unknown Y values must be in the same units as the Y values you
entered for the standard curve.

Fitting a standard curve and interpolating

Four analyses in Prism let you interpolate values from curves. The top row of
buttons in the analysis block provide shortcuts to linear regression, nonlinlear
regression, and the simplified analysis for interpolating a standard curve.

Analysis

Lich

= Analvze 1\4\

Interpolate a standard curve

This analysis (new to Prism 6) is a simple way to interpolate using nonlinear
regression.

The choices on the dialog are simple. Choose a model to fit to your data. The most
commonly used models for standard curves|.al are shown in the dialog. Next choose how
to handle outliers. You can choose to use robust regression@, so outliers have little
impact. Or you can ask Prism to identify, and perhaps eliminate, outliers using the ROUT
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method/'s7). Finally, if the scatter among replicates is larger when the Y values are larger,
consider using relative weighting] o\

Note that this simplified analysis to interpolate is simply a subset of the
nonlinear regression analysis, with fewer choices on the dialog. If you want to
select options that aren't available, click the "More.." button at the bottom of
the dialog to convert the analysis to the full nonlinear regression analysis, with
many more options (six tabs worth). Once you switch to nonlinear regression
analysis, it is not possible to switch back (except by starting over).

Nonlinear regression
Nonlinear regression offers the interpolation option at the bottom of the first

(Fit) tab of the dialog. This is a good choice if you want to use options not
available on the simpler interpolation analysis.

Interpolaste
[+] bntepolate unknows fiom dandad curve, Confidence intervat | 35%  w

Linear regression

Linear regressionl 73] offers a checkbox to interpolate the top of the dialog.

Spline

Prism can also interpolate from a standard curve in the sglinem analysis. Splines go
through every point. The advantage of a spline is that you don't have to choose a model to
fit to your data. The disadvantage is that the curve may wiggle too much.

2.3.3 Example: Interpolating from a sigmoidal standard curve
1. Create the data table
From the Welcome or New Table dialog, choose to create an XY data table, and
select the sample data set: RIA or ELISA. Interpolate unknowns from sigmoidal
curve.
2. Inspect the data
The sample data may be partly covered by a floating note explaining how to fit

the data (for people who are not reading this help page). You can move the
floating note out of the way, or minimize it.
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Table foimat - | A
b logfConcantration)

4 x X | Aavi [ A2 |
T 5.0 1507 1531
2 [Tl 8.0 1453 1471

3 [Tl 7.0 1314 1245
4 |Tule 0 751 ™
5 |Title 5.0 336 308

6 | 4.0 328 12
T |Tal a0 207 307
8 |Unknown 1 1123
9 IL.Inknu'.'.-nE 1345
10 |Unknown 3 1455
11 T 987
o = i

The first seven rows contain the standard curve, in duplicate. Below that are
three unknown values. These have a Y values that you measured, but no X.
The goal of this analysis is to interpolate the corresponding X values
(concentrations) for these unknowns. Note that three of the four unknowns
are labeled, so you can later match up the results with the labels.

Why are X values negative? Because in this example, the X values are the
logarithm of concentrations expressed in molar. So a concentration of 1
micromolar (10-® Molar) would be entered as -6.

3. View the graph

RIA data
2000 -
15004 ¥
]
2
= 4000+
= .
5{”}-
* 3+ 3
ﬂ' ] | | 1
-0 8 ¥ 4 -2

log{Concentration)

The graph Prism makes automatically is fairly complete. You can customize the
symbols, colors, axis labels, etc. You can also choose to plot the individual
duplicates rather than plot the means. Since the unknowns have no X value,
they are not included on the graph.
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4. Choose the standard curve analysis

Click = #"¥?  and from the list of XY analyses choose: Interpolate a
Standard Curve.

Alternatively, you can click the “Interpolate a standard curve” button right on
top of the Analyze button.

5. Choose a model

Choose the equation: Sigmoidal, 4PL, X is log(Concentration). Note that 4PL
means four parameter logistic, which is another name for this kind of equation.

Parameter Inferpolate a Standard Curee £t

Maodel

Standard curves to interpolate [ Dietais... |
Line
Swgmoidal. 4PL. ¥ is log[conceniration)
Agpmmetnic Sigmoidal. 5FL. ¥ is loglconcenirabion)
Semilog line
Hyperbola [ iz concentration)
Second order polynomial |quadratic)
Third order pobmomial [cubic)

Dutliessiobust
@ Ho special handing of outhers
Robust regueszion g0 oullier: have litle impact
Dietect and elminate outiers

Report the presence of outhers
Dptions
Aelabive weaghing [eeight by 1/772)
| Repoit nbepolated values withther | 95% = corfidence nbenval

[ Plal curve with | 95% confidenceband = =

I ake these choices the defaul for fubure inteipolations

[ Mowe. || ieam | | Caew | [ ok |

For this example, leave all the other settings to their default values.

Click OK to see the curves superimposed on the graph.

© 1995-2014 GraphPad Software, Inc.



110 GraphPad Curve Fitting Guide

RIA data
20000 =
1500
=
= 4000 -
e
E{H}_
0 I 1 1 1
-10 -8 -6 -4 -2

log{Concentration)

6. Inspect the results
The results appear on several pages.

The first page shows you the interpolated values.

i - I = .
gL ] L
Ri& datalogiConcentration) (interpolated) | RUA dataData Set-Ac{Entered)

4 3| X | ¥ |

1 |Unknown 1 £ 649 1123.000
"2 |Unknown 2 7.175 1345 000
3 |Unknown 3 673 1456.000
g | 5408 557.000

The second page is the table of results for the overall curve fit. It tabulates the
best-fit values of the parameters and much more. For this example, we aren't
too interested in these results.

7. Transform the results

The X column of the results table has the interpolated values we want. These
are in the same units as the X values, so are the logarithm of concentration.
Prism can transform these values to concentration units.

Click = #m¥= | and choose Transform at the top of the Analyze dialog.

On the Transform dialog check the option to transform X values and choose
the transform X=10/X
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— X B i
i Transiom R4 databogiConcentration) (Interpolated) | RLA data:Data Set-A{Enterad)
4 s X | X |
| 1 |Unknown 1 2 24345940007 1123.000
2 |Unknown 2 £.686908:-008 1345.000
_ 3 [Unknown 3 2.125274e-008 1456.000
4 3.90415%90-007 587.000

Now the X column is in molar concentration units. Note that the column title

hasn't changed. Prism isn't smart enough to adjust the column titles when you
transform data.

Click and edit the column title to "Concentration (M)".

2.3.4 Equations used for interpolating

You can interpolate from any curve fit through a set of standards. However, the
equations listed below are used most commonly. These equations are instantly
available from the interpolation analysis. You'll also find this set of equations in
the equation tree used in nonlinear regression.

Notes:

e These graphs show the curve going up (increasing Y) as X increases. But all
will work for downward sloping curves too.

¢ All of these equations are also present in other equation folders in the
nonlinear regression dialog.

Sigmoidal, 4PL, X
is
log(concentratio

DI

Top4

Bottom+

log [agonist]
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Asymmetric -
Sigmoidal, 5PL, X
is
log(concentratio

DIE

Response
'l

L] L)
$ 40
G
Lo
& T
Log [Agonist] (M)

Biphasic/ s

Response

Log [Agonist] (M)

Straight line| =

>
Ay

Slope=AY [AX
Y intercept

Semilog line -- X
is log, Y is linear

376

Log
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Hyperbola (X is
concentration)/zs

Second order

polynomial
(quadratic)/ !

Third order

polynomial
g CUbiC! 384

Y=B0 + B1*X + B2*X"2

Y=B0 + B1*X + B2*X”"2 + B3*X”"3

2.3.5 Theresults of interpolation
Where are the interpolated results?

Prism places the interpolation results into its an additional results page (or two
additional pages).

- - I = §
gL ] L
Ri& data:logiConcentration) (inerpolated) | RLA data:Data Set-Ac{Entered)

P x| X | Y [

1 |Unknown 1 56549 1123.000
"2 |Unkngwn 2 7.175] 1345.000
3 |Unknown 3 673 1456.000
g | 5405 557.000

To view this table, click the interpolated results page of the results. In some
cases you may first need to click the + in front of the results main page to see
all the pages within.

© 1995-2014 GraphPad Software, Inc.



114 GraphPad Curve Fitting Guide

-} Data Tables

[—],_”_'4 Results

E'l.U.I'l Graphs
i|lz] RIA data

&1-|lf] Nonlin fit of RIA data
E @ Table of results

b @ Interpolated X mean values

What units are the results in?

The interpolated results are expressed in the same units as the standard
curves. If you entered a Y value, and Prism interpolated an X value, then that X
value is in the same units as the standards you entered.

If the X values in the table are the logarithm of concentration (common), then
the interpolated results are also logarithms of concentration.

In some assays, different samples are diluted differently. Prism does not correct
for dilution, so you'll need to make those corrections manually.

2.3.6

Interpolating with replicates in side-by-side subcolumns

Choices when entering data with replicates in subcolumns

It is common to enter replicate values for the unknowns, as shown below.

T able format: X Group A
xr log{Concentration) Data Set-A

4 & X A1 AY2
1 |Title -9.0 1597 1531
2 |Title -8.0 1453 1471
3 |Title -7.0 1314 1245
4 (Title -6.0 7a1 771
5 |Title -5.0 336 306
6 |Title 4.0 324 212
T |Title -3.0 207 307
& |Unknown 1 1123 121
9 |Unknown 2 1345 1298
10 |Unknown 3 1456 1523
1 |Title 937 1111
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Since Prism's results tables cannot be configured to put side-by-side replicates in
the X column, you have two choices for how to organize the results. These
choices are available at the bottom of the Output tab of the nonlinear regression
dialog.

Location of interpolated X values
@ ¥ column, with replicate values stacked

% calumn, maintaining the side-by-zide arrangement of replicates

Place computed unknown values into the X column, with replicate values
stacked

In this case, Prism creates two pages of results.

£ (g Famdy
= (23 Data Tabies
ol RIAdata
= (23 Info
) Propctinfo 1
= |23 Resuits
= 1] Honlin fit of RIA data
I—‘:;' Tabie of results
3
Lg] Interpolated X rephcates
= |3 Graphs
,_:| AIA data

The interpolation is the same for both tables. Prism interpolates each replicate
value individually.

The first page, Interpolated Mean X Values, shows the mean of the Y values
you entered and the mean of the interpolated X values. The X column shows
the concentrations (or logarithm of concentrations) to match the data you

entered.
A [
=5
RlA data:log{Concentration):{Interpolated) | RIA data:Data Set-A(Entered)

4 2 X hd
1 |Unknown 1 -6.735 1167.000
2 |Unknawn 2 -7.103 1321.500
3 |Unknown 3 -7.954 1489500
4 -6.515 1049.000

The second page, Interpolated X replicates, shows individual replicate values for
the interpolated results. The X column maintains the same meaning as it does in
the data table you entered. To do so, with only a single X column, requires that
the replicates be stacked.
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- A A
= RIA data:log{Concentration)-{Interpolated)| RIA data:Data Set-A(Entered)
4 3 X Y
1 |Unknown 1 -6.649 1123.000)
2 |Unknawn 1 -6.827 1211.000
3 |Unknown 2 - 175 1345 000
4 (Unknown 2 -7.036 1285.000
5 |Unknown 3 -7 B73 1456000
6 |Unknawn 3 -5.525 1523.000
7 -6.408 987 000
8 -6.627 1111.000

Place computed unknown values into a Y data set, maintaining the side-by-
side arrangement of replicates.

When you make this choice, the interpolated values appear in the Y column,
and the X column is blank. You can view the interpolated values, with their
name (if you entered row titles). But the values you entered are not shown.

The first page shows the mean values. The second page shows the interpolated
values in side-by-side replicates, to match the format you entered them. Even
though these values are concentrations (or logarithm of concentrations), note
that the results are in the Y column.

o X il
22|
RIA data:Data Set-A(Interpolated)

B x X A1 A2
1 |Unknown 1 -6.649 -5.827
2 |Unknown 2 7175 -7.036
3 (Unknown 3 7673 -§.525
4 -5.408 -6.627

2.3.7 Interpolating several data sets at once

Prism can interpolate from several data sets at once. To do this, put all the
unknowns on lower rows on the data table than all the knowns (left panel).
Prism won't be able to interpolate past the first data set if you put the second
data set below the first set of knowns (right panel).

Yes! All unknowns at the bottom. No! Unknowns everywhere.
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X Group A Group B Group C X Group A Group B
Aszzay 1a Aszzay 2a Aszay 1a Aszzay 2a
X Y Y v X Y y
1.0000) 165747.F00 1.0000| 165747.700
0.65000) 121733.900 0.5000| 121733.900
0.2500 75864 330 0.2500 THBE4.330
0.1250 32976.810 0.1250 32076.810
0.0625 14347.100 0.0625 14347.100
1.0000 153566.900 33598.080
0.5000 166835.100 13731.150
0.2500 84793.330 14745.600
0.1250 46807 410 TO36. 755
33598.000 A0ET 4386
13731.150 16198.060
14745.600
7035.755 1.0000 153566.900
4067438 0.5000 166835.100
16199.060 0.2500 94703.330
13168.850 0.1250 45907 .410
12158.780
16889.140 13168.850
B008.342 12158.780
7112.103 16889.140
9290377 B008.342
7112.103
9290.377

Why can't Prism handle the kind of data shown in the right panel above?
Because then it might get mixed up about which values are unknowns to be
interpolated, and which are simply adjacent to values left blank because they
are missing.

2.3.8 When X values are logarithms

In many situations, you'll fit the standard curve to a log(dose) vs. response
curve. In these cases, you'll enter the X values for the standard curve as the
logarithm of concentration or you'll transform the data to logarithms before
running nonlinear regression.

The interpolated X values are in the same units as the X values the analysis
sees. If you are analyzing data entered or transformed so X is the logarithm of
concentration, then the interpolated values will also be logarithms.
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If you want to transform these results back to concentrations, that is easy to
do:

1.From the interpolated results page of results, click Analyze.
2.Choose Transform at the very top of the Analyze dialog.
3.Choose the standard list of transforms.

4 .Depending on whether your interpolated values are in the X or Y column,[u3)
choose to transform that column.

5.From the list of transforms, choose Y=10/Y or X=10”"X. These choices are
about one third of the way down the long list of transforms.

6.The results sheets will have the interpolated values as concentrations, rather
than logs.

Why 107Y or 10~ X? Those are abbreviations for 10Y or 10* , which are the
antilogarithm functions. Review logarithms and antilogarithms.

2.3.9 Analysis checklist: Interpolating
Your approach in evaluating nonlinear regression depends on your goal.

In many cases, your goal is to learn from the best-fit values. If that is your
goal, view a different checklist/zs.

If your goal is to create a standard curve from which to interpolate unknown
values, your approach depends on whether this is a new or established assay.

Established assay

If the assay is well established, then you know you are fitting the right model
and know what kind of results to expect. In this case, evaluating a fit is pretty
easy.

v Does the curve go near the points?

v Is the R2? 'too low' compared to prior runs of this assay?

If so, look for outliers, or use Prism's automatic outlier detection.
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‘/ Are the confidence bands too wide?

The confidence bands[.. let you see how accurate interpolations will be, so we
suggest always plotting prediction bands when your goal is to interpolate from
the curve. If your are running an established assay, you know how wide you
expect the prediction bands to be.

New assay

With a new assay, you also have to wonder about whether you picked an
appropriate model.

v Does the curve go near the points?

Look at the graph. Does it look like the curve goes near the points.

v Are the confidence bands too wide?

How wide is too wide? The prediction bands show you how precise
interpolations will be. Draw a horizontal line somewhere along the curve, and
look at the two places where that line intercepts the confidence bands. This will
be the confidence interval for the interpolation.

v Does the scatter of points around the best-fit curve follow a Gaussian
distribution?

Least squares regression is based on the assumption that the scatter of points
around the curve follows a Gaussian distribution. Prism offers three normality
tests (in the Diagnostics tab) that can test this assumption (we recommend the
D'Agostino test). If the P value for a normality test is low, you conclude that
the scatter is not Gaussian.

‘/Could outliers be impacting your results?

Nonlinear regression is based on the assumption that the scatter of data
around the ideal curve follows a Gaussian distribution. This assumption leads to
the goal of minimizing the sum of squares of distances of the curve from the
points. The presence of one or a few outliers (points much further from the
curve than the rest) can overwhelm the least-squares calculations and lead to
misleading results.

You can spot outliers by examining a graph (so long as you plot individual
replicates, and not mean and error bar). But outliers can also be detected
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automatically. GraphPad has developed a new method for identifying outliers
we call the ROUT method. You can either ask Prism to simply identify outliers or
to eliminate them. These choices are adjacent on the Interpolate a Standard
Curve dialog. But they are in separate tabs in the Nonlinear Regression dialog.
The option to count outliers is on the Diagnostics tab, and the the option to
exclude outliers is on the Fit tab.

v Does the curve deviate systematically from the data?

If either the runs test or the replicates test yields a low P value, then you can
conclude that the curve doesn't really describe the data very well. You may
have picked the wrong model.

2.3.10 Reasons for blank (missing) results
Interpolated value is blank

When you ask Prism to interpolate X values from Y values you enter, it will
leave the result blank when it is unable to find a result. This can happen when:

e The input value for Y falls out of the vertical range of the standard curve. This
happens when you fit a sigmoidal log(dose) vs response curve. If you enter
an unpaired Y value that is larger than the best-fit value of Top, or smaller
than the best-fit value of Bottom, there simply is no corresponding X value,
and Prism will simply leave that part of the Results sheet blank. Note that
"top" and "bottom" apply to the best-fit values for those fitted parameters,
not the maximum and minimum values of the input data. It simply is
impossible to interpolate a X value if the Y value is too high, or too low, to be
on the curve.

e The interpolated X value falls way outside the output range of X for the fitted
curve. Prism will try to extrapolate a bit beyond the range of X values for
which it calculates and draws the curve. But it won't extrapolate far from the
ends of the curve. You can extend this range. From the Nonlinear regression
Parameters dialog, choose the Range tab and enter a lower value for the
minimum X and/or a higher value for the maximum X.

e You entered the unknowns in rows above the standard curve values. The
unknowns must be entered in rows below the standards.

e You mistakenly entered the unknowns in the wrong units. The unknown
values must be in the same units as the standards. If you enter unknown Y
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values and expect Prism to interpolate an X value, then the unknown Y values
must be entered in the same units as the Y values for the standards.

Confidence interval of interpolated value is blank
Prism can also report the 95% confidence interval for the interpolated values. It
only does this when the interpolated X value is within the range of the standard

curve. If the interpolated value is extrapolated beyond that range, Prism leaves
the confidence interval blank.

2.3.11 Q&A: Interpolating

| Expand all | | Collapse all

= Can Prisminterpolate several data sets at once?

Yes, Prism can interpolate X values from Y values entered into several data
sets. Note the following:

e Prism has to figure out which values are unknowns. It uses this rule: X(or
Y) values are considered as unpaired (and are used for calculation of
unknowns) when they are lower in the table than all XY pairs in the data
table. It is not enough that the unpaired Y values (from which you want
Prism to interpolate X) is lower on the table than the paired XY values for
that particular data set. They must be on lower rows in the table than all
the paired XY values of all data sets in the table.

e Prism offers an option in the Output tabls] of nonlinear regression that let
you choose where the interpolated X values should go (into the X column
staggered, or onto Y columns). If you have replicates and have unknowns
in more than one data set, choose the option to show the unknowns in'Y
columns.

= What units are the interpolated values expressed in?

When you enter a Y value, and ask Prism to interpolate the X value, that X value is in
the same units as the X values you entered. Usually this is concentration. If it is the
logarithm of concentration, you can transform it back to a concentration scale. 7]

= What happens when there are two X values corresponding to the entered Y value?

In some cases, there are two X values that correspond to a Y value you enter. To
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understand how Prism handles this situation, you need to know how it interpolates. It
starts at the minimum X value and works its way to the largest X value. It stops when it
finds the Y value you entered. If it doesn't find a Y value matching the one you entered,
it then looks at X values lower than the minimum shown on the graph and to X values
larger than the maximum. If there are two points on the curve that have the Y value you
entered as an unknown, Prism will find the lower of the two corresponding X values.

Y value you
entered as
unknown

X value X value
Prism Prism
reports ignores

= Can Prism plot the interpolated values?

Sure. The interpolated values are tabulated on a results table. If you want to
plot only these values, start from this table, click the New button, and
choose New Graph of Existing data. If you want to add these interpolated
values to the graph of the unknowns and its fit, go to that graph, double-click
to go to Format Graph, go to the middle (Data on graph) tab, and choose to
add the table of interpolated values.

2.3.12 How Prism interpolates

If you ask Prism to compute Y for a given X, it does so by evaluating the
equation that defines the curve. That is very straightforward.
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If you ask Prism to compute X for a given Y, it is more complicated. Prism does
not try to solve the equation algebraically but rather does the interpolation
numerically. The results are accurate to at least 6-7 decimal places.

Prism decides on the range of X values to consider. To allow for extrapolation a
bit beyond the range of the data, Prism creates an interpolation/extrapolation
range that includes the range of the data, and extends in each direction by a
distance equal to half the difference between Xmax and Xmin. There are two
special cases. When all the data are positive (or zero), that range is clipped to
exclude negative numbers. Similarly, when the data are all negative (or zero),
the interpolation/extrapolation range is clipped to exclude positive numbers.

Prism then divides that interpolation/extrapolation range into 1000 line
segments.

For each value to be interpolated or extrapolated, Prism first tries to interpolate
within the range of the X values of the data.

1.1t starts with the lowest X value (scans from left to right on the graph). If
more than one line segment includes the Y value, Prism only finds the first
(lowest X value).

2.Prism then interpolates within that line segment to determine X as accurately
as possible. In most cases, it does this by binary bisection. It divides the
segment in half and figures out which contains Y. Then it divides that half in
half again. And again. This continues until X is determined as accurately as
possible given the numerical precision of the computer. In rare cases, it is
possible that Y is not monotonic within the range determined in step 1. In this
case, Prism uses linear interpolation rather than binary bisection.

If Prism is not able to interpolate a Y value that corresponds to the entered X
value within the X range of the data, it will try to extrapolate a value to the
extended range mentioned above. It first looks at X values below the minimum
X value in the data, and then at X values above the maximum X value in the
data.

When Prism interpolates a value (the X value is in the range of the data), it will
also compute a confidence interval if you request it to do so. It does this by
determining where the two confidence bands intersect the Y value you entered.
When Prism extrapolates a value from the curve, it will not compute a
confidence interval for that extrapolated value.

2.3.13 Standard Addition Method

Prism can easily interpolate from a linear or nonlinear standard curve. You
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perform the assay at a number of known concentrations, fit a line or curve, and
interpolate the unknown values.

But there is a problem with interpolating from a standard curve. The results can
be incorrect when the unknown sample are contaminated with other
substances that alter the assay. This is known as the matrix effect problem.

The Standard Addition Method is a way to bypass this problem. Add various
known concentrations (including zero) of known substance to a constant
amount of the unknown, and perform the assay. This ensures that all the
samples have the same amount of unknown, including any substances that
interfere with the assay.

Fit the data with linear regression. The Standard Addition Method only works
when the assay measurement (Y) is proportional to the concentration of
substance you are measuring.

The dotted line in the figure below shows how the assay results (usually optical
density) varies as you change the concentration of the substance you are
assaying. The circles and solid line show the assay results in the presence of an
unknown concentration of the substance you are assaying. This pushes the line
up and to the left.

The value you want to know is how far the solid line is shifted to the left of the
dotted line. There is an easy way to find out: Extrapolate the line down to Y=0.
One of the parameters that Prism reports is the X intercept, which will be
negative. Take the absolute value, and that is the concentration of the
unknown substance. The confidence interval for the X intercept gives you the
confidence interval for the concentration of the unknown. Simply multiply both
confidence limits by -1.
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0.4+
£ 03 _ _
E The X intercept is -2.93,
@ so the concentration
o 0.2- of unknown is 2.93 nM.
E 'l
IE
-1
O 0.1
u-'c' ¥ L] L L = . L L L
-4 -2 1] 2 4 6

Concentration (nM) of known substance
added to a constant amount of unknown

To plot the data in Prism, you'll want to extend the linear regression line to start
at an X value equal to the X intercept (a choice in the Linear regression
parameters dialog). You may also want to move the origin to the lower left, a
choice on the first tab of the Format Axis dialog. Prism file.

2.4 Nonlinear regression tutorials

Prism makes it quite easy to fit a model to your data. If you
are new to Prism, choose from the sample XY data sets. These
not only show you how to use Prism, but also review the
principles of nonlinear regression, including comparing models,
identifying outliers, global fitting, and more.

e Example: Fitting an enzyme kinetics curve[..l

e Example: Comparing two enzyme kinetics
models/1l

e Example: Automatic outlier elimination
(exponential decay)l:

e Example: Global nonlinear regression (dose-
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response curves )|

e Example: Ambiguous fit (dose-response) [«

Prism 6 now has a new, separate, analysis for interpolating
from a standard curve, with its own example:

Example: Interpolating from a sigmoidal standard
curvel

2.4.1 Example: Fitting an enzyme kinetics curve
1. Create the data table

From the Welcome or New Table dialog, choose to create an XY data table, and
select the sample data "Enzyme kinetics -- Michaelis-Menten".

2. Inspect the data
The sample data will be partly covered by a floating note explaining how to fit

the data (for people who are not reading this help page). You can move the
floating note out of the way, or minimize it.

‘Eahlel‘mm X | A

> [Substrate] Enzyme Activity
4 x| X A AW A3 |

1 2 265 241 185
2 | 4 521 437 505
[ 3| B 662 805 754
| 4 | B 485 4901 898
I 10 854 B50
[ 6 | 12 gs2 914
7 | 14 932 1110 #51
[ 8 16 987 954 999
5] 18 954 961 1105
10| 20 954 1021 987

The data are in triplicate. Some values are missing, and Prism always handles
these just fine.

3. View the graph

Prism automatically created a graph and gave it the same name as the data
table. Click on the Michaelis-Menten graph in the graphs section.
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Since this is the first time you are viewing the graph, Prism will pop up the
Change Graph Type dialog. Select the fifth choice, to plot individual replicates
rather than mean and error bars.

Michaelis-Menten data

1500 =
. .
1000
@ eess®®?
= s
; »
5000 = ]
'
0 1 I 1 I 1
0 5 10 15 20 25
[Substrate]

The graph Prism makes automatically is fairly complete. You can customize the
symbols, colors, axis labels, position of legend, etc.

4. Choose nonlinear regression

Click = #m?=  and choose Nonlinear regression from the list of XY analyses.
Even faster, click the shortcut button for nonlinear regression.
Anglysis

= Analvee

5. Choose a model

On the Fit tab of the nonlinear regression dialog, open the equation folder,
Enzyme Kinetics - Substrate vs. Velocity. Then choose the Michaelis-Menten
equation.
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Parameters: Monlinear Regression

Fit ; Compare | Constiain | Weights | Inbal vakues | Range | Output | Disgnostics |

Chooze an equation

Einshcs of competitve binding
Sigmondal deseesponse [vanshle dope [ [ietails .
One phase decay ’
| User-dehined equations
il Standard curves to interpolate
il Doze-iesponse - Shimulalion
+ Dose-iesponse - Imhibition
+ Doze-rezponse - Special =
i Binding - 5aturation
i Binding - Competibive
I Binding - Kinetics
+ Enzyme kinelics - Inhibition
- Enzyme kimetics - Sublrate ¥ Yelocity
Michaediz-Meanten
Ecal
Allosten: sgmaidal
+ Exponential -

Substrate s, velocily Lo determire Km and Ymax

L
Fittimg method

@ Least squares [oodmany] bt Robust fi Automatic outher eliminabon
Interpolate

__| Interpolate unknowns fiom standand curve, Confidence intercal | None

Lean | [ Cancel | |

Shaght ine 2| [ New =

Michiaskz-# enten §) Leam about this eguation

]

ok |

Learn more about the principles of enzyme kinetics[== and about fitting

Michaelis-Menten curves| s,

For this example, leave all the other settings to their default values.

Click OK to see the curves superimposed on the graph.
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6. Inspect the graph

Michaelis-Meanten data

1500 5
L ] L ]
1000
] L ]
= ) *
500 =
'D | ] | ] 1
1] 5 10 15 20 25
[Substrate]
7. Inspect the results
BX Mondin fit A
- " Enzyme Activity
y [
1 |Michasliz-Meanten
2 | Best-fit values
3 [ wMax [1383
4 K |5.686
5 |Std. Emor |
6 WhAX [75.93
7| KM |0.5498
8 |95% Confidence Interals |
9 WhiAX {1157 ta 1509
10| KM [3.93310 7 839
11 | Goodness of Fit |
12 Dagrees of Freedom _2‘5
13 R |0.8044
14 Absolute Sum of Squares | 170343
15| Syx |80.94
16 |Constramnts |
17 KM [KM =00
18 | Mumber of points [
19 Analyzed 2B
S ST

The goal of nonlinear regression is to find the best-fit values of the parameters.
These are reported at the top of the table. You can't really interpret the best-fit
values without knowing how precise they are, and this is reported both as
standard errors and confidence intervals|:s..

© 1995-2014 GraphPad Software, Inc.



130

GraphPad Curve Fitting Guide

8. Go back and perform the replicates test

The replicates test assesses the adequacy of the fit by comparing the scatter
among the triplicates with the scatter of points around the curve. It is not
calculated by default, so the results do not appear in the results of step 7.

You don't have to do the fit over again. Instead click the button in the upper left
corner of the results table to return to the nonlinear regression dialog.

_hl
T :
¥n ) Honlin fil Enzyme
F

1 |Michaslis-fdenten

2 |Best-it values

3 WA 1270

4 KM £E172
7T

s DR Sn Rt ot e e o it s, il B

Go to the Diagnostics tabls), and check the option to perform the replicates
test[:s1. Note that you can also check an option to make your settings here

become the default for future fits.

Parameters: Nonlinear Regression

Do the initial parameter values define & curve near the data?

(%) FRL the cuve, Moo numbes of lesstons | 500 =

How precize aie the best-fit values of the palmﬂm‘l?.
SE of pararmestegs

Ot |95% confidercs band  |w
How to quantify goodness-of-fit?

[#] R soquared [#] Sumecf-Squae:  [#] Smx
Mosmality tests. Aue the residuals Gaussian?

[ D&gostive-Peatzon [recommendad)

[ Shapino-wik

[ Klknogeson-Srmana [nol tecommended

Flephcates be
Are the parameters infslaed ol o

[ Covasinnes of patarmedess [C] Dependancy
Ciould ouatleers impact the results?

[[] Conrt the oushers

Would it help to use sticler convergence crilena?

l [l M e ez cRagrcstacs choices Ehe default for fubure fits l

Fit | Compae | Corstain | Weights | nifial values | Rangs | Output| Disgnashcs

) Dot i the crsve, Instead plot the curve defined by the nitisl values of the pasmetens

Ol of pavametsee: | 352 - Outpt Foemat: | Flange [1.2310 4 56

Madam ™ [#] Axtomatically swatch Lo stict comwengence when nesded

[_tean J [ Concel ]|

OF

© 1995-2014 GraphPad Software, Inc.



CURVE FITTING WITH PRISM 6 131

The P value is small (0.013). This means that the scatter of the data from the
curve is greater than you'd expect from the variation among triplicates. This

suggests that you might want to consider fitting an alternative model, which we
do in the next example[w:.

16 |Replicates test for lack of fit

17 SD replicates £0.86
18 3D lack of fit 113.3
19 Discrepancy (F) 3.499
20 P value 0.0130
il Evidence of inadequate model? Yas

2.4.2 Example: Comparing two enzyme kinetics models

1.0Open analysis parameters dialog

This example continues from the previous onel::l. Click the analysis parameter
button again.

.hl
I ) .
| <2 Honlin fil Enzyme
F

1 |Michaelis-fenten

2 |Best-it values

3 WA 1270

4 KM BAT2
T

T b B T L]

2. Choose the first model

On the Fit tab, choose (or make sure you still have chosen) the Michaelis-
Menten equation.
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Parameters: Monlinear Regression

Fit Compare | Conshian | ‘Weights | Irvtaal values | Rangs Dutput | Disgnastics

Chooze an equation

Stranghit fine -
Einetcs of competithe binding
Sigmodal deceesponde [varishle dope
One phase decay
Uszer-defined equations
Standard curves to interpolate
Doze-iesponze - Stimulation
Dose-responze - Inhibition
Doze-rezponze - Special =
Binding - 5 aturation
Binding - Competibive
Binding - Kinetics
Enzyme kinelics - Inhibilion
Enzyme kinetics - Subtrate v Velocity
Michasliz-Mantan
kcal
Alkastenc sgmaidsl
+ Ewponential -

THEHEEEEBMEBEBEEE

Subshale vi, velocly lo determine Km and Wmar

Fitting method

@ Least squares [oodmary] it Robust fit Automaticc outher eliminabion
Interpolate

L Imtespolate unknowng fiom standand curve, Confidence interval | None

[ [ New -

Michasks-enter K} Leam about this eguation

Lesm | | Cancel

Details.. |

ok |

3. Choose the other model

Go to the Compare tablus.

Choose: For each data set, which of two equations (models) fits best?

There are two ways to compare models. For this example, choose the extra

sum-of-squares F test/ sol.

For the second equation, choose "Allosteric sigmoidall=" from the Enzyme

kinetics section.
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Parameters: Nonlinear Regression

Fit | Lompwe  Conshan | Weights  Iniial values | Range | Qupal | Disgnostics

wWhal quetlion aie pou azking ¥

' %) Fo mach data ssl, which of two squstions [modelz) s bast?
gt ettt bbbttt ;m-}

) For each dala ssl, doss the best 4l vakee of a paramedes difer from 2 hypothetical value?
Comparnzon methoed
i3 Akalie's Infoemation Cabena §41Cc]

(%) Evira surerof-squaies F best
Sedect the smplss model unbass: the P vales lezz than | 005

= Enzyme kinslics s

Foe each data set, compare the it of “Wichasis-Merten™ [chopen on the Fit Lab) with the it of &
second model [which pou chooss sbova)

Fatgrn vall bt both modals bo wour dista and comparne them. Mote that if you choose 1o compate with the
endtra sunol-squates F bast, the models must be nested - one moded mud be a special case of the
oithwer. IF pows models ane ok ested, chooss the AIC comparizon

[ Lean | [ cComce | [ ox |

4. View the results of the model comparison

The top part of the results summarizes the comparison. The P value is low,
suggesting that the simpler (Michaelis-Menten) model is too simple and should
be rejected. The allosteric model fits significantly better.

g Nonkin it A I
Enzyme Actnaty
|4 ¥ |
1 |Companzon of Fits
2 Hull hypothesis Michaelis-tenten
3 Alternative hypothesis Allosteric sigmaidal
4 P value P<0.0001
5 Cenclusion (alpha = 0.05) Reject null hypothesis
6 Preferred model Adlosteric sigmeidal
I ‘?‘_ E (OFn, OFd) ! 22 06 (1,25)

5. View the numerical results of the fit to the allosteric model

Scroll down to the best-fit parameter values for the allosteric model.
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33 |Allestenc sigmoidal
34 |Bestfit values
35 WNAK 1038
36 H 2.007
i KPRIME 1510
38 [Std Error
39 WNLAK 3249
Al H 02385
41 KPRIME 4599
42 |95% Confidence Intenals
43 WAX D636 to 1102
44 H 1.515t0 2 499
45 KPRIME 5 B22 to 24 5T
46 |Goodness of Fit
47 Degrees of Freedoem 25
48 2% 0.9490
43 Abselute Sum of Squares 50501
50 | Syx §0.17
51 |Replicates test for lack of ft
52 5D rephcates B0 86
53 | SDlack of ft 58.35
54 Discrepancy (F) 0.9193
55 F valug 0.5145
56 Ewdence of inadequate madel? Mo
[ STgponaiciammetertssmsttormn s Lo o

The P value of the replicates test[.l is high, which means the scatter of points
around the curve is consistent with variability of replicates from each other.

The parameter H equals 2.0, with a 95% confidence interval ranging from 1.5
to 2.5. A value of 2.0 suggests that this enzyme might be a dimer. When H
equals 1.0, the allosteric model is identical to the Michaelis-Menten model.

Further interpretation must, of course, be in the context of what is known
about this enzyme from prior work. Statistics is only part of analyzing scientific
data.

6. View the graph

Since the allosteric model fit significantly better, that is the model that Prism
uses when it plots a curve on the graph. You can barely see that it has a
sigmoidal shape. You can also see that you should collect more data with
substrate concentrations between 0 and 5 to fully define this curve.
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Michaelis-Menten data

1500 =
. .
1000
= .

5000 =

0 1 I 1 I 1

1] 5 10 15 20 25

[Substrate]

2.4.3 Example: Automatic outlier elimination (exponential decay)

Prism implements a unique method to identify outliers when fitting curves with
nonlinear regression. This example shows you how easy it is to identify outliers
with Prism. Learn more about how this method worksls?, when it is usefull 53,
and when it should be avoided)|sal.

1. Create the data table

From the Welcome or New Table dialog, choose to create XY data table, and
select the sample data "Eliminating outliers during nonlinear regression".

2. Inspect the data table and graph

The data table has values for two data sets (control and treated) with triplicate
subcolumns.

Since this is the first time you are viewing the graph, Prism will pop up the
Change Graph Type dialog. Select the fifth choice, to plot individual replicates
rather than mean and error bars.
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Exp decay with outlier

15000
&« Control
m [reated
10000
2
= s *
5000 * .
h »
Iy s
11 I
I:Il ) I | | )
0 20 40 60

Minutes

3. Choose nonlinear regression

Click ' =#"v2= | and choose Nonlinear regression from the list of XY analyses.
Alternatively, click the shortcut button for nonlinear regression.
Anglysis

= Analvze

4. Choose a model, and choose automatic outlier detection

On the Fit tab of the nonlinear regression dialog, open the panel of exponential
equations and choose: One phase decay.

Also choose automatic outlier elimination. Learn about when outlier elimination
is helpfull 53, when it should be avoidedIss), and how it works[s7.
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Parameters: Honlinear Regression

Choase an equalion

Receantly used
Uszar-delined equations
Doze-response - 5lamalaton
Dosa-response - Inhibition
Dosa-responze - Special
Binding - Satuiation
Binding - Compelitive
Binding - Kinetics
Enzyme kineti

I

Platea olovesd by one phate aspociation
Twn phase aspcastion
Exponential geowth equation

Fit | Compate | Constiain ‘weights | Initial vabies  Range | Output | Diagnostics

IF wons buanv subliracted off the norspeciic sgnal. constram Flatesu bo & constant vales of LD

L

ki Lear sbout this equstion

Fitting methad
() Least squares jordinasy] fit (}HM&‘ (% Automatic cuther elimnation }
Interpolate

[ Irterpolate urkriowns biom stendand curve. Confidence interval |/

| Lean

J [ comc | [ ox |
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5. View the graph

Exp decay with outlier

15000
-2= Control
-2 [reated
10000 + Control
2
= »
5000 -
u ) ] ) ]
0 20 40 60
Minutes

Prism identified the outlier, and plotted it in red, overlaid on top of the data
graph. After identifying the outlier, Prism fit the remaining data points as if the
outlier wasn't present. Before accepting the results, think about why the point
was an outlier. Remember, not all outliers are "bad" pointsl ssl.

Double click on the graph to bring up the Format Graph dialog. Go to the
second tab. You can see that this graph now has three data sets, the data, the
curve fit, and the outliers. Read more about graphing outliers[ .

2.4.4 Example: Global nonlinear regression (dose-response curves)
1. Create the data table
From the Welcome or New Table dialog, choose to create an XY data table, and
select the sample data "Dose-response: EC50 shift by global fitting". Note that
this choice is in a drop down menu of sample data sets.
2. Inspect the data
The sample data may be partly covered by a floating note explaining how to fit

the data (for people who are not reading this help page). You can move the
floating note out of the way, or minimize it.
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] X | A [ B

S| leglagenist) Contral Treated

4 x | Aan [ ave | BV | BYZ2 |
1 1.5 31 208 295 385
2 -T.0 B71 752 616 481

=N 5.5 BT4 721 362 412
4 &0 1000 951 444 Too
3 5.5 1305 1265 a2 652

6 | 5.0 1254 1351 1354 1089
7 45 1265 1411 1452 1354

The X values are the logarithm of the concentration of agonist. The Y values are
responses, in duplicate, in two conditions.

3. View the graph
Since this is the first time you are viewing the graph, Prism will pop up the

Change Graph Type dialog. Select the first choice, to plot mean and error bars,
and choose the kind of error bars you prefer.

EC50 shift
2000 =
* Control
1500~ ’ B Treated
e * 4
= 1000+ *
= . @ i
500 u '
[ ] |
0 1 1 1 1
-8 - -G -5 -4
loglagonist)

4. Choose nonlinear regression

Click = #m? ' and choose Nonlinear regression from the list of XY analyses.

Alternatively, click the shortcut button for nonlinear regression.

= Analyze
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5. Choose a model

On the Fit tab of the nonlinear regression dialog, open the panel of inhibitory
dose-response models and choose: log(inhibitor) vs. response -- variable
slope.

For now, leave all the other settings to their default values.

Click OK to see the curves superimposed on the graph.

EC50 shift
20005
== Contral
15004 =8= Treated
.
=
E 1000+
500+
{I | | | 1
i 7 5 5 4
loglagonist)
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6. Inspect the results

o . A | B

Gt AEls Control [ Treated
y I v

1 |log{agonist) vs. response — Vanable slope |Ambiguous

7 |Best-fil values

3 BOTTOM ~ 3763 4254

4 TOR 1580 1478

3 LOGECS0 ~ -9.29% -5.312

& HILLSLOPE 0. 2654 1.441

T EC50 ~ 5.028e-010 4 §T4e-006

8 Span - 5343 1045

9 |Swd. Error

10 BOTTOM ~ 32657 58 82

1 TOR 5301 1723

12 LOGECSD ~14 .38 0.1605

13 HILLSLOPE 0.5036 06254

14 Span ~ 33164 197 5

15 |95% Confidence Interals

16 BOTTOM (Very wide) 297 3 1o 559.4

17 | ToP tﬂ?ﬁﬂtn 2m1 (1084 10 1862

18 LOGECS0 Very wide) 5. 670 to -4.954

1% HILLSLOPE -0.8327 to 1411 |004TED 1o 2834

20 EC50 {Very wide) 2.139e-006 to 1.111e-005

2 Span Mery wide) 6019.2 ta 1489

22 | Goodness of Fil

23 Degrees of Freedom 10 10

24 R 0.9501 0.9210

25 Absalute Sum of Squares arand 169762

26 Sy.x 93.76 130.3

The control results are labeled ambiguous. This means that Prism is unable to
find a unique curve through the data. Lots of other sets of parameter values
would lead to curves that fit just as well. You can see which parameters are
ambiguous by looking at the 95% confidence intervals. Instead of reporting an
interval, Prism reports 'very wide' for the Bottom and logeC50.

The data do not define a bottom plateau for the control (circles) data set, so its
best-fit value is ambiguous. The EC50 is the concentration that gives a

response half way between the bottom and top plateaus of the curve. If the
bottom is ambiguous, so is the EC50.

The treated curve is not labeled 'ambiguous', but the confidence intervals are
wider than you'd like.

7. Go back to the dialog, and share three parameters

You can get much better results from this data set if you are willing to assume
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that that the top and bottom plateaus, and the slope, are the same under
control and treated conditions. In other words, you assume that the treatment
shifts the EC50 but doesn't change the basal response, the maximum
response, or the Hill slope.

Return to the nonlinear regression dialog by clicking the button in the upper left
of the results table.

| 4

leg(agonist) va. response - Varnable slope

1
2 |Best-ft values
N e Y S ——

Go to the constraints tab and choose to share the value of Bottom, Top, and
HillSlope. When you share these parameters, Prism fits the data sets globally to
find one best-fit value for Bottom, Top and HillSlope (for both data sets) and
separate best-fit values for the logeC50.

Parameters: Honlinear Regression

| F# | Compae Consbain ‘weghts | Indisl vabees | Range | Dutpud | Disgnostics
T
BOTTOM [ Shased vakes lee ol dsts sels

Wakue

Shaed vahee for ol dals sets

HILLSLOFE Sheed vahes for ol dala gelz

8. View the revised graph and results
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ECS50 shift
2000
== Control
1500~ === Treated
k-t
= 10004
; [ ]
500 -
o T T T
-8 -T -G -5
loglagonist)
A B c
& R Control ] Treated Glebal {shared)
4 Y | Y | Y
1 | logiagonist) vs. respense - Vanable slope
2 Bestfit values
3 BOTTOM 3954 3954 395 4
4 TOP 13538 1388 1388
3 LOGECS0 -6.304 -5.430
6 HILLSLOPE 1.098 1.099 1.099
T EC50 4. 960e-007 3.719e-006
& Span 992.2 992.2 992.2
9 |Std. Error
10 BOTTOM G219 6219 6219
11 TOF 7422 T4.22 74 22
12 LOGECS0 0.1349 0.1333
13 HILLSLOPE 0.3013 0.3013 03013
14 Span 111.4 1114 1114
15 |95% Confidence Infervals
16 BOTTOM 266.7 to 524.1 266.7 to 5241 266.7 to 524.1
17 TOP 1234 to 1541 1234 1o 1541 1234 to 1541
18 LOGECS0 -6.584 to -6.025 -5.705 to -5.154
19 HILLSLOPE 0.4755 to 1.722 0.4755 to 1.722 0.4755 to 1.722
20 ECA0 2 606e-007 to 94340007 |1.971e-006 to 7.019a-006
A Span 761.7 to 1223 761.7 to 1223 761.7 to 1223

The fit is no longer labeled 'ambiguous' and the confidence intervals are much

tighter.

9. Statistically compare the two logeC50 values

Go back to the parameters dialog for nonlinear regression and go to the
Compare tab. Check the option to test whether one curve adequately fits all
the data sets.
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- . L
Parameters: Nonlinear Regression ul

Fit Compare | Conztrain | Wieights | [nitial walues | Range | Cukput | Diagrostics

What question are you aszking?
71 Mo comparisan
) Far each data set, which of bwao eguations [models) fits best?
) Do the best-fit values of selected unshared parameters differ between data sets?
(71 For each data set, does the bestfit value of a parameter differ frarn a hppathetical value?
@ Does one curve adequately fit all the data sets?
Comparizon method

) Akaike's Information Critenia [&1Cc). Select the model that iz [f ame fit iz ambiguous,
mozt likely to have generated the data. choosze the -:uther without
i@ Ewstra sum-of-squares F test formnal eomp arizan

Select the simpler model unless the P value less than  0.05

Compare the fit of one curve fit bo all the data setz with the fit of individual curves fit to each data set.
Thiz tests whether there iz any evidence that the data zets differ from each other.

Prism will now fit the data two ways. The first is the same as before, fitting a
separate IC50 for each data set. The second fit shares all the parameters. In
this case, three parameters were already shared but one wasn't. So in this
second fit, all four parameters are shared, so Prism fits one curve through all
the data, ignoring which treatment group they are in. It compares the sum-of-
squares (really the sum-of-sum-of squares since there are two data sets fit in
each case), using the extra sum-of-squares F test. The results are shown at
the top of the results sheet.

~ o A B C
B Monlin fit - -
Control Treated Global (shared)
d 0t hd hd
1 |Comparison of Fits
2 MNull hypothesis LoglC50 same for all data sets
3 Alternative hypothesis LoglC5a0 different for each data set
4 P value < 0.0007
5 Conclusion (alpha = 0.05) Reject null hypothesis
B Preferred model LoglCa0 different for each data set
7 F (DFn, DFd) 33.57 (1.23)

The P value is tiny, so we reject the null hypothesis that the two IC50 values
are identical in the population, and instead conclude that the two IC50 values
are different.
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10. Fit the ratio of two IC50 values directly

From the results in step 8, you can compute what you want to know -- the
ratio of the two EC50 values.

But Prism can calculate this value directly.

Go back to the analysis parameters dialog, and on the Fit tab, change the
equation to "EC50 shift" from the "Dose-response - Special" group of
equations. Accept all defaults and click OK. The graph will look identical, as the
model is equivalent. But now, rather than fitting two logeC50 values, Prism fits
one and also fits the ratio.

E'ﬂ #Hanlin i A s b l
Control Treated Global (shared)
4 ¥ Y [ Y g
1 |ECS0 shift
2 |Best-fit values
3 LOGECS0CONTROL |-6.304 Py -6.304
4 ECSORATIO |{not used) Li7ass ] |
5 BOTTOM [305.4 395 4
B TOP |1388 1388 1388
T HILLSLOPE _1 099 1.099 1.099
B ECS0Contral 4 9602007 |4.960=-007 |4.960=-007
9 |S1d. Ervor [ [ [
10 LOGECS0CONTROL [0.1349 0.1349 0.134%
1" ECS0RATIO _(nn‘t used) 2393
12 BOTTOM |62 20 |62 20 |62 20
13| TOP (7422 7422 7422
4 | HILLSLOPE 0303 0.3013 0.3013
15 |95% Confidence Intervals
16 | LOGECS0CONTROL (658410 6025 Py |5 58410 6025
17 | ECS0RATIO |inot used) { 2546101245 Y
18 | BOTTOM |266.7 to 524.1 URRETERT 266.7 to 524.1
18 [ ToOP 1234 to 1541 1234 to 1541 1234 to 1541
20 | HILLSLOPE (0475810 1722 (0475410 1722 (0475410 1722
b1 EC50Cantrol |2 60Be-007 to 9.434e-007 |2 608e-007 to 9.434e-007 |2 60Be-007 to 9 434-007

This equation was designed to do exactly what is needed for this example. Read
about how this equation was set upl:»), so you can construct your own
equations when necessary.

245 Example: Ambiguous fit (dose-response)
1. Create the data table

From the Welcome or New Table dialog, choose to create XY data table, select
the sample data "Dose-Response - Ambiguous until constrained". Note that this
choice is in a drop down menu of sample data sets.
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2. Inspect the data table

The X values are the logarithms of molar concentration. The Y values are
responses, entered as mean and SD. With Prism, you can either enter replicate
values or enter error values (here SD) computed elsewhere.

Taabide fomat X | A

= leg( agonist) Responsa

J &= X | Mean sD | N

1 | 7.0 135 24 3
2 | 4.5 258 20 3
3| £.0 322 19 .
4 | 55 398 35 4
5 | 50 458 21 3
6 | 4.5 509 26 3
T 4.0 512 3 3

3. View the graph

Since this is the first time you are viewing the graph, Prism will pop up the
Change Graph Type dialog. Select the first choice, to plot mean and error bars,
and choose the kind of error bars you prefer.

ambiguous DR

B0 -
s 7 ¢
400+ ’
a
= ]
= s
200
+
o 1 1 1 1 1
& 7 N 5 4 q
log(agonist)

4. Choose nonlinear regression

Click ' =#mv2= | and choose from the list of XY analyses.

Even faster, click the shortcut button for nonlinear regression.
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_ Apglysis |

= Analvze

5. Choose a model

On the Fit tab of the nonlinear regression dialog, open the panel of Stimulatory
dose-response equations and choose: log(agonist) vs. response -- Variable
slope.

Parameters: Monlinear Regression

Ft | Compaee | Conshizn | Weights | Initial values | Range | Oupat | Disgnostics

Choose an equalion
+ Recently uzed -
[saids.

+ Usei-delined equalions
= Dose-rezponses - Slmualation

Rl agoniad] we respones

ol agonist] wel Tesponse =W anabls dope
Rl agorizd] we Foireizesd (e pones
Rl agonizt] we poimesizesd 1eponeos - Wadisbis dope
Dose-responze - Inhibilion
Dose-tesponse - Special
Binding - Satuwation
Binding - Compelitive
Binding - Einetics
Enzyme kinetics
Exponential
Lines
Polpnomial
Gaustian
Sine waves w

BB B B B B

[ i ¥ is not sbheady the lop of dose, go back and ransiorm your data
AF ary basal iesponde has been subltacied, conmder constramng Bollom 10 4 constant velee of (L0

L i Lo about this equstion
Fitting meLhod

(%) Laast squares jordnany] it iAottt (O AutomaBic cuther slimination
Interpolata

[ irhenpolste urkrowns bicen standand curve. Confidence nbervat ||

[ Lean || Coce | [ ox |

Learn more about fitting dose-response curves|zs.

For this example, leave all the other settings to their default values.

Click OK to see the curves superimposed on the graph.
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6. Inspect the graph

The curve goes through the point nicely, and looks fine.

ambiguous DR
600

400+

¥Title

200+

0 1 1 1 1 1

i T 6 5 4 3
log(agonist)

7. Inspect the results

Go to the results page, and view the results.
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4 I Y
1 |log{agonist) vs. response - Variable slope | Ambiguous
2 |Bestil values
3 BOTTOM ~-1067
4 | TOP |550.4
5 LOGEC50 ~ - 359
6 HILLSLOFE 0.3133
T EC50 ~ 4 3T2e-009
8 Span [~ 1658
9 Std. Emor
10 BOTTOM ~ 4633
1 TOP 1020
12 LOGECSD ~6.263
13 HILLSLOPE 02918
14 Span ~ 4727
15 |95% Confidence Intenvals
16 |  BOTTOM [Very wide)
17 TORP 375.1to 805.7
18 LOGECS0 (Very wide)
19 | HILLSLOPE |-0.3024 to 0 9289
20 ECs0 (WVery wida)
Fa Span [Very wide)
i‘lﬁundnezis of Fit |
23 Degrees of Fraedom 17
24 R® 0.9669
25 Absolute Sum of Squares 11996
26 Syx 26.56
27 | Number of paints |
28 Analyzed 21

Note the word 'ambiguous' at the top of the results. This means that Prism was
unable to find a unique fit to these data. Lots of sets of parameter values would
lead to curves that fit just as well. Learn more about ambiguous fits|zsl.

Prism does not report confidence intervals for the logeC50 or the Bottom of
the curve, but instead simply says the intervals are 'very wide'. That tells you it
was impossible to fit those parameters precisely.

While the Y values of the data rum about 100 to about 600, the best-fit value
for the bottom of the curve is -1067. Furthermore, the best-fit value of the
logEC50 is outside the range of the data.

Even though the curve is close to the points (the R? is 0.9669), the best-fit
parameter values are useless.

8. Constrain the Bottom of the curve

The problem is simple. You have asked Prism to find best-fit value for four
parameters representing the bottom and top plateaus of the curve as well as
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the mid point and steepness. But the data simply don't define the bottom of the
curve. In fact, Prism the best fit value of Bottom is very very far from the data.

These data were calculated so the basal nonspecific response was subtracted
away. This means that you know that the response (Y) at very low
concentrations of agonist (very low values of X) has to be zero. Prism needs to
know this to fit the data sensibly.

You don't have to do the fit over again. Instead click the button in the upper left
corner of the results table to return to the nonlinear regression dialog.

leg(agonist) va. response - Varnable slope
Best-ft values
o I T b i, ot i e i i

]
1
Fd
e

Go to the Constrain tab, and check constrain the parameter Bottom to have a
constant value which you set to 0.0.

Parameters: Nonlingar Regression

| F# | Compate Constiamn | \/might | Iratial valuez | Rangs | Ouipat | Disgrastics |

Paramater Mame Concirant Type ity o ook
BOTTOM @ v (]
ToOP : v | )
LOGECSD Ho contiart v &)
HILLSLOFE Ho constisr v [&]

STl et et e e el e Tt e S T e il st Sl e ST A St iR

9. Inspect the revised results

Now the results make sense. The logeC50 is in the middle of the range of X
values. The confidence intervals are reasonably tight. And, of course, the results
are no longer 'ambiguous’.
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A
Eﬂ Hondin 11 Response
P Y
1 |lag{agonist) vs. response - Vanable slope
2 |Best-ft values
3 BOTTOM =0.0
4 TOP 5374
5 LOGECED 6318
B HILLSLOPE 05974
T EC30 4.813e-007
g Span =53T4
9 |5td. Emor
10 TOP 20.51
11 LOGECSD 008411
12 HILLSLOPE 0.07021
13 |95% Confidenca Intenals
14 TOP 494 3o 5805
15 LOGECSD -6.4%4 to -6.141
16 HILLSLOPE 0.4459 ta 07450
17 ECS50 3 2042-007 to 7 230e-007
18 |Goodness of Fit
13 Cegrees of Freedom 18
20 R 0.9633
Fal Absalute Sum of Squares 13317
bl Sy.x 27.20
23 |Constraints
24 BOTTOM BOTTOM = 0.0
25 |Mumber of paints
i Analyzed 2

2.5 Nonlinear regression with Prism

Prism's nonlinear regression dialog has seven tabs, explained
here. It can seem overwhelming at first. But you don't have to
learn about all the choices when you first fit a curve. Start by
focussing on the choices in the first (Fit) tab, and then learn
about the other choices later.

e Before learning all the details, first understand
the big picturel: -- the basic steps required to
fit a model to data.

e So many choices! Which ones are essential?[!
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25.1 How to fitamodel with Prism
Step 1. Enter data

Create an XY table, and enter data. If you have replicate Y values at each X
value, format the table for entry of replicates.

From an XY table or graph, click the shortcut button to fit a model with
nonlinear regression. Or click Analyze and select from the analyze dialog.

Acalizis

|

= fnalyze

Step 2. Choose a model

Nonlinear regression fits a model to your data. You must, therefore, choose a
model or enter a new model.

Why a computer program cannot pick a model for youl 12l.

Step 3. Choose (or review) initial values

Nonlinear regression is an iterative procedure. The program must start with
estimated values for each variable that are in the right "ball park" - say within a
factor of five of the actual value. It then adjusts these initial values to improve
the fit. See How nonlinear regression works.

GraphPad Prism provides initial values automatically if you use a built-in
equation. If you enter your own equation, you can also enter rules for initial
values. For example the initial value of one parameter may be twice the
maximum Y value in the data, while the initial value of another parameter may
equal the average of the highest and lowest X values. Once you define these
rules, Prism will compute appropriate initial values based on the range of your
data.

The Initial Values[:! tab of the Nonlinear regression dialog lets you review, and
override, the computed initial values.

You'll find it easy to estimate initial values if you have looked at a graph of the
data, understand the model, and understand the meaning of all the parameters
in the equation. Remember that you just need an estimate. It doesn't have to
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be very accurate. If you are having problems estimating initial values, set aside
your data and simulate curves using the model. Change the variables one at a
time, and see how they influence the shape of the curve. Once you have a
better feel for how the parameters influence the curve, you might find it easier
to estimate initial values.

When fitting a simple model to clean data, it won't matter much if the initial
values are fairly far from the correct values. You'll get the same best-fit curve
no matter what initial values you use, unless the initial values are extremely far
from correct. Initial values matter more when your data have a lot of scatter or
your model has many variables.

Step 4. Decide whether to constrain any parameters

When performing nonlinear regression, you don't have to fit each parameter in
the equation. Instead, you may fix one or more of the parameters to constant
values. It is often helpful to define constants when you have only a few data
points. For example, you might fix the bottom plateau of a sigmoid curve or
exponential decay to zero.

Remember that nonlinear regression programs have no "common sense". You
need to think about how you did the experiment, and decide whether some of
the parameters should be fixed. For example, if a background signal has already
been subtracted, it makes sense to fix the bottom plateau of a dose-response
curve or an exponential decay curve to zero.

Prism also let you constrain parameters to a certain range of values.

Step 5. If you are fitting two or more data sets at once, decide whether to
share any parameters

If you enter data into two or more data set columns, Prism will fit them all in
one analysis. But each fit will be independent of the others unless you specify
that one or more parameters are shared. When you share parameters, the
analysis is called a global nonlinear regressionl41l.

Step 6. Decide on a weighting scheme

Nonlinear regression programs generally weight each point equally. But there
are many ways to differentially weight the points/.el.

Step 7. Choose other options

Read about choices on the Rangel:s, Outputf:s: and Diagnostics| s tab.
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252

253

Which choices are essential?

So many choices! Prism's nonlinear regression dialog has seven tabs, and can
seem overwhelming at first. But you don't have to learn about all the choices
when you first fit a curve.

If your goal is to fit a standard curve from which to interpolate unknown values

If your goal is to interpolate from a standard curve, you can ighore most of the
choices that Prism offers. You do need to pick a model, but you should judge
the adequacy of the model visually. If it goes through the points without
wiggling too much, it is fine for interpolation. Note that Prism 6 offers a
simplified curve fitting analysis for interpolationl .

If your goal is to fit a model to determine best-fit parameters

If your goal is to fit a model to determine parameter values, then choosing a
model is the essential first step. You should not expect a computer (or a
software company's tech support) to choose a model for you. Choosing a
model, and deciding which parameters should be constrained and which should
be shared among data sets, is a scientific decision that is fundamental to
analyzing your data. The other choices are useful, but can be put aside when
you are first learning curve fitting..

Nonlinear regression choices

e Choose the model (equation) on the Fit tabl:sl. This is also where you
choose to eliminate outliers and to interpolate values from the fit
curve.

e Compare tabl:1. Choose to compare the fit of two models
to each data set, or to compare the fit of two (or more)
data sets.

e Constrain tabl=s. Fix parameter values to constant values
and/or designate parameters to be shared among all data
sets.

e There are many situations where you don't want to weight
all points equally. Set unequal weighting on the Weights
@ 1601,
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e Nonlinear regression is an iterative procedure. The program
must start with estimated initial values for each parameter.
It then adjusts these initial values to improve the fit. View
those values on the Initial values tablwsl.

e Range tabl«l. Set the X range of data to fit, the starting
and ending X values for the plotted curve, and whether you
want to view a table of XY coordinates that define the
curve.

e Output tab[:

e Diagnostics tabl«. Prism can create more detailed results
tables.

2.53.1 Fittab
Choose an equation

Selecting an equation is the most important step in fitting a curve. The choice
cannot be automated|12).

If your goalis to fit a model in order to understand your data and make
comparisons, then choosing a model is a scientific decision that you must make
with care. If your goal is to interpolate unknowns from a standard curve, then it
matters less which equation you pick, so long as it ends up creating a smooth
curve through your data.

Some tips:
e Prism provides a long list of equations that you can choose. But if these don't

fit your needs, don't be afraid to create or clone an equation[«s! to fit your
needs.

e Part of choosing a model is choosing constraints[:s. Don't skip that step. For
example, if you choose a sigmoidal dose response model, you must decide
whether you wish Prism to find the best fit value of the bottom plateau based
on the trend of the data. The alternative is to constrain the bottom plateau to
equal zero, if you have subtracted off a baseline, or some other value
(defined by controls). A computer can't make these decisions for you.
Choosing which constraints to apply to your model is a fundamental decision
in data analysis that can have a huge impact on the results.

¢ If you are fitting several data sets at once, part of choosing a model is
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deciding which parameters you want to share between data sets. When you
share a parameter (a choice on the Constrain tabl:sl), Prism finds one best-fit
value for the parameter that applies to all the data sets. Read morela1l about
shared parameters (global fitting).

Fitting method

Prism offers three methods to fit curves.

Fitting method
() Least squares [ordinary] it () Robust it (&) Autamatic outlier elimination

If you aren't sure which method to choose, pick least-squares regression, as it
is standard. Robust regressionlsol is less affected by outliers, but it cannot
generate confidence intervals for the parameters, so has limited usefulness.
Automatic outlier removal is extremely useful, but can lead to invalid (and
misleading) results in some situations[s3), so should be used with caution.

Interpolate

Check this option in order to interpolate the concentration of unknown samples
from the best-fit curve. Learn more.[:]

Interpolste
[+] Interpolate: unknosws flom standsd cuve, Corfidence interval | 95%  « |

With this option, Prism will report the Y value for any X values you enter, and
the X value for any Y values you enter (including extrapolating in each direction
a distance equal to half the length of the X axis).
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2.5.3.2 Compare tab

Pararneters: Monlinear Regression

Fit Compare | Congtrain | Weights | Initial walues | Range | Output | Diagnostics

What question are you asking?
@ Mo comparizon
For each data zet, which of two equations [models] fits best?
Do the best-fit values of selected unshared parameters differ between data sets?

For each data zet, does the best-fit value of a parameter differ from a hypothetical value?

Does ane curve adequately fit all the data zets?

When fitting biological data with regression, your main objective is often to
discriminate between different models, to ask if an experimental intervention
changed a parameter, or to ask if the best-fit value of a parameter differs
significantly from a theoretical value. Learn more about these four kinds of
comparisons[ 4. Your choice, of course, has to be based on your experimental
goals.

Prism can perform the comparison using two alternative methods[48!: the extra
sum-of-squares F test[sol, and using Akaike's information criterial 1. Use these
guidelines to choose:

¢ In most cases, the two models will be 'nested'. This means that one model is
a simpler case of the other. For example, a one-phase exponential model is a
simpler case of a two-phase exponential model. Either the F test or the AICc
method may be used with nested models. The choice is usually a matter of
personal preference and tradition. Basic scientists in pharmacology and
physiology tend to use the F test. Scientists in fields like ecology and
population biology tend to use AICc.

¢ If the models are not nested, then the F test is not valid so you should
choose AICc. Note that Prism does not enforce this. It will calculate the F test
even if the models are not nested, but the results won't be useful.

Both these methods only make sense when the models being compared have
different numbers of parameters, and so have different numbers of degrees of
freedom. If you want to compare two models with the same number of
parameters, there is no need to use either the F test or AIC. Simply choose the
model that fits the data the best with the smallest sum-of-squares.
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2.5.3.3 Constrain tab

The importance of constraints

Prism lets you constrain each parameter to a constant value, constrain to a range of
values, share among data sets (global fit), or define a parameter to be a column
constant. This is an important decision, and will influence the results.

Paramebers: Nonlinear Regresslon
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Constrain to a constant value

You won't always want to fit all the parameters in a model. Instead, you can fix
one or more parameters to constant values. For example, if you have
normalized a dose-response curve to run from 0 to 100, constrain Top to
equal 100 and Bottom to 0.0. Similarly, if you have subtracted a baseline so
you know that the exponential decay curve has to plateau at Y=0.0, you can
constrain the Bottom parameter to equal 0.0.

Deciding to constrain a parameter to a constant value can make a huge
difference in the results. Remember Prism has no common sense. It doesn't
know if a curve has to plateau at zero unless you tell it.

Constrain to a range of values

Constrain to a range of values to prevent Prism from letting parameters take
on impossible values. For example, you should constrain rate constants to only
have values greater than 0.0, and fractions (say the fraction of binding sites
that are high affinity) that have a value between 0.0 and 1.0. Setting this kind
of constraint can have four outcomes:

e The constraint is irrelevant, as the parameter never would have taken on a
value in the forbidden range.

e The constraint helped speed up the fit. Nonlinear regression works by
iteratively changing the values of the parameters. With some complicated
fits, the nonlinear regression process can 'get confused' and end up
spending time exploring parameter values that make no sense. Constraining

© 1995-2014 GraphPad Software, Inc.



CURVE FITTING WITH PRISM 6 159

the values of one or more parameters can prevent the nonlinear regression
process from being led astray. With huge numbers of data points, you might
see a noticeable speeding up of the fitting process.

e The constraint helped nonlinear regression choose from several local
minima. Nonlinear regression works by changing parameter values step by
step until no small change affects the sum-of-squares (which quantifies
goodness-of-fit). With some models, there can be two sets of parameter
values that lead to local minima in sum-of-squares. Applying a constraint
can ensure that nonlinear regression finds the minimum with scientifically
relevant values, and ignores another minimum that fits the curve well but
using parameter values that make no scientific sense (i.e. negative
concentrations).

e The constraint prevents nonlinear regression from finding a minimum sum-
of-squares. Instead, the best the program can do (while obeying the
constraint) is set the parameter to the limit of the constrained range. Prism
then reports that the fit 'hit constraint'.

In the first case, the constraint is harmless but useless.

In the next two cases, the constraint helps the nonlinear regression reach
sensible results. Essentially, the constraint can give the nonlinear regression
process some scientific judgment about which parameter values are simply
impossible. These cases are really what constraints are for.

The last case, when the fit ends with a parameter set to one end of its
constraint, it is tricky to interpret the results. | z)

Sharing parameters among data sets. Global nonlinear regression.

If you are fitting a family of curves, rather than just one, you can choose to share
some parameters between data sets. For each shared parameter, Prism finds
one (global) best-fit value that applies to all the data sets. For each non-shared
parameter, the program finds a separate (local) best-fit value for each data set.
Global fitting is a very useful tool in two situations:

e The parameter(s) you care about are determined from the relationship
between several data sets. Learn more.[43)

e Each dataset is incomplete, but the entire family of datasets defines the
parameters. See example.[42)
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Data set constant

When you fit a family of curves at once, you can set one of the parameters to
be a data set constant.Prism offers two data set constants.

Column title. The value comes from the column title, which can be different
for every data set. This parameter becomes almost a second independent
variable. It has a constant value within any one data set, but a different value
for each data set. For example, when fitting a family of enzyme progress
curves in the presence of various concentrations of inhibitor, the inhibitor
concentration can be entered into the column title of the data table. View an

examplel ..

Mean X. The value is the mean of all the X values for which there are Y values
in that data set. This is used in centered polynomial regression.

2.5.3.4 Weightstab
ROUT coefficient

If you ask Prism to automatically exclude outliers (a choice on the Fit tab) or to
count (but not remove from the analysis) outliers (a choice on the Diagnostics
tab), set the ROUT coefficient to determine how aggressively Prism defines
outliers.

We recommend using a value of 1%. Our simulations have shown that if all the
scatter is Gaussian, Prism will falsely find one or more outliers in about 2-3% of
experiments. If there really are outliers present in the data, Prism will detect
them with a False Discovery Rate less than 1%. See reference 1.

If you set Q to a higher value, the threshold for defining outliers is less strict.
This means that Prism will have more power to detect outliers, but also will
falsely detect 'outliers' more often. If you set Q to a lower value, the threshold
for defining outliers is stricter. This means that Prism will have a less power to
detect real outliers, but also have a smaller chance of falsely defining a point to
be an outlier.

If you set Q to 0, Prism will fit the data using ordinary nonlinear regression
without outlier identification.
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Unequal weighting
It is often useful to differentially weight the data points. Learn why.[z0)
Prism offers seven choices on the Weight tab of nonlinear regression:

No weighting. Regression is most often done by minimizing the sum-of-
squares of the vertical distances of the data from the line or curve. Points
further from the curve contribute more to the sum-of-squares. Points close to
the curve contribute little. This makes sense, when you expect experimental
scatter to be the same, on average, in all parts of the curve.

Weight by 1/Y”2. In many experimental situations, you expect the average
distance (or rather the average absolute value of the distance) of the points
from the curve to be higher when Y is higher. The points with the larger scatter
will have much larger sum-of-squares and thus dominate the calculations. If
you expect the relative distance (residual divided by the height of the curve) to
be consistent, then you should weight by 1/Y2.

Weight by 1/Y. This choice is useful when the scatter follows a Poisson
distribution -- when Y represents the number of objects in a defined space or
the number of events in a defined interval.

Weight by 1/YX. Also called "General weighting". Read more.[31]

Weight by 1/X or 1/X?.These choices are used rarely. Only choose these
weighting schemes when it is the standard in your field, such as a linear fit of a
bioassay.

Weight by 1/SD?2. If you enter replicate Y values at each X (say triplicates), it
is tempting to weight points by the scatter of the replicates, giving a point less
weight when the triplicates are far apart so the standard deviation (SD) is high.
But unless you have lots of replicates, this doesn't help much. The triplicates
constituting one mean could be far apart by chance, yet that mean may be as
accurate as the others. Weighting needs to be based on systematic changes in
scatter. The choice to weight by 1/SD? is most useful when you want to use a
weighting scheme not available in Prism. In this case, enter data as mean and
SD, but enter as "SD" weighting values that you computed elsewhere for that
point. In other words, the values you enter in the SD subcolumn are not
actually standard deviations, but are weighting factors computed elsewhere.

Notes on weighting

¢ If you have normalized your data, weighting rarely makes sense.
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e Simulations can show you how much difference it makes if you choose the
wrong weighting scheme.

« If you choose unequal weighting, Prism takes this into account/ =l when
plotting residuals.

e Prism accounts for weighting when it computes R[:sR*,

e Learn about the math of weighting| sl and how Prism does the weighting] e5\.

Replicates

Replicates
{(# Congider each replicate ¥ walue as an individual point,

{73 Only consider the mean ' value of each paint.

In most experiments, it is fair to consider each replicate to be an independent
data point, and you should choose that first choice unless you have a strong
reason not to.

Here is an example where you would want to fit only the means: You
performed a dose-response experiment, using a different animal at each dose
with triplicate measurements. The three measurements are not independent. If
one animal happens to respond more than the others, that will affect all the
replicates. Since the replicates are not independent, you should fit the means.

Reference

1. Motulsky HM and Brown RE, Detecting outliers when fitting data with
nonlinear regression — a new method based on robust nonlinear regression
and the false discovery rate, BMC Bioinformatics 2006, 7:123..

2.5.3.5 Initial values tab
Why initial values?

Nonlinear regression is an iterative procedure. The program must start with estimated
initial values for each parameter. It then adjusts these initial values to improve the fit.

How does Prism provide initial values automatically?

Every equation built-in to Prism, as well as equations you define, include rules to
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compute initial values. These rules use the range of the X and Y values to come
up with initial values, which become the original automatic initial values. You
can change the rules| . for user-defined equations, and can clone built-in
equations to make them user-defined. The new rules will be invoked when you
next choose this equation for a new analysis. It won't change the initial values
for the analysis you are working on.

Are the initial values reasonable?

If nonlinear regression doesn't report any results, or if they seem wrong, the problem
might be bad initial values. To check whether the initial values are reasonable, check
"Don't fit the curve. Instead plot the curve defined by initial values.” on the
Diagnostics tab. When you click OK from the nonlinear regression dialog, Prism will not fit
a curve but will instead generate a curve based on your initial values. If this curve is not
generally in the vicinity of the data points, change the initial values before running
nonlinear regression.

Changing the initial values

In most cases, the automatic initial values will work fine. If you have trouble getting a
sensible fit, you might need to tweak the initial values. You can override the automatic
initial values for each parameter for each data set:

1. Select a data set on the top part of the initial values tab. Or hold down the Ctrl key
and select several data sets. Or click "Select all" in the top right of the tab.

2.Uncheck "choose automatically" and enter the new initial value.

you will find it easy to estimate initial values if you have looked at a graph of the data,
understand the model, and understand the meaning of all the parameters in the
equation. Remember that you just need an estimate. It doesn't have to be very
accurate.

How much difference do initial values make?

When fitting a polynomial model, it makes no difference what values you enter
as initial values. When fitting other models, the importance of the initial values
depends on how well the data define the curve and on how many parameters
are in the model. Initial values matter the most when your data have a lot of
scatter and don't define the model very well, and your model has many
parameters.
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2.5.3.6 Range tab
Ignore points outside of a specified X range

If you choose these options nonlinear regression will completely ignore all data

where the X value is less than, or larger than, the thresholds you set. This could
be useful if you collect data over time, and only want to fit data within a certain
range of time points.

Define the curve

In addition to fitting the model to your data, Prism also superimposes the curve
on your graph. Choose where the curves should begin and end.

Table of XY coordinates

Check this option if you want to see a table of XY coordinates of line segments
defining the curve.

In prior versions of Prism, this table was critical to plotting the curve and
interpolating unknowns. But Prism 5 can graph the curve and interpolate
unknowns from the curve, without creating this table. Check the option to
create this table only if you want to copy (or export) the table into another
program. In most cases, you will have no need to view this table, and so should
leave the option unchecked.

2.5.3.7 Output tab
Summary table

When analyzing several data sets, the results table is rather lengthy. To display
key results on a summary table, check the option box to create a summary
table and select the variable you wish to summarize. Prism creates a summary
table (as an additional results view) that shows the best-fit value of that
parameter for each data set, and graphs this table.

Depending on your choices in the dialog, this may be a bar graph or an XY
graph. It shows the best-fit value of a selected parameter for each data set on
the table. In some cases, you may analyze the summary table with linear or
nonlinear regression. For example, the summary graph may show the best-fit
value of a rate constant as a function of concentration (obtained from the
column titles of the original data). You can fit a line or curve to that graph.

When Prism compares the fits of two equations, it shows only the results for
the second equation. Since this may not be helpful, we suggest that you only
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make summary tables when fitting a single equation.
Number of digits in output

Choose how many significant digits you want to see in the main results table.
This is especially useful if you embed the results table on a graph or layout.

For the table of residuals and the curve itself, you can choose a number format
by selecting column(s) and bring up the Decimal Format dialog.

Additional output

Prism offers two options here (dose ratios, and Ki from IC50). These are
available only to be compatible with earlier versions of Prism (so Prism can
open files made with older versions). They are almost always unavailable,
becoming available only if you select certain equations from the classic
equations list.

Since Prism 5, you can calculate a Gaddum/Schild EC50 shiftl- directly, without
need to separately compute dose ratios. Similarly, you can fit competitive
binding curves directly to determine the Ki for onels2 or two[« sites, without a
separate Cheng-Prusoff calculation of Ki from IC50(1).

1. Cheng, Y. and Prusoff, W. H. Relationship between the inhibition constant
(K1) and the concentration of inhibitor which causes 50 per cent inhibition (I50)
of an enzymatic reaction. Biochem Pharmacol, 22: 3099-3108, 1973.

2.5.3.8 Diagnostics tab

Do the initial parameter values define a curve near the data?

Do the initial parameter valuez define a curve near the data?

(" Dian't fit the curve. Instead plat the curve defined by the initial values of the parameters

(¢ Fit the curve. Masimurn number of ikerations  |1000 3:

Nonlinear regression works iteratively, and begins with initial values| .l for each
parameter. Check "don't fit the curve" to see the curve generated by your initial
values. If the curve is far from the data, go back to the initial parameters tab
and enter better values for the initial values. Repeat until the curve is near the
points. Then go back to the Diagnostics tab and check "Fit the curve". This is
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often the best way to diagnose problems with nonlinear regression.

While fitting a curve, Prism will stop after the maximum number of iterations set
here. If you are running a script to automatically analyze many data tables, you
might want to lower the maximum number of iterations so Prism won't waste
time trying to fit impossible data.

How precise are the best-fit values of the parameters?

How precize are the best-fit values of the parameters?

[v SE of parameters
[v Cl of parameters: | 953 - Output Farmat: |Hange ["1.23 to 4.55"] ﬂ
[ Plat |EIE.‘3£ confidence band j

If your goal is to find the best-fit value of the parameters, you will also want to
know how precise those estimates are. We suggest that you report
confidence intervals, as inspecting the confidence intervals of best-fit
parameters is an essential part of evaluating any nonlinear fit. Standard errors
are intermediate values used to compute the confidence intervals, but are not
very useful by themselves. Include standard errors in the output to compare
Prism's results to those of another program that doesn't report confidence
intervals.

Choose to report confidence intervals as a range or separate blocks of lower
and upper confidence limits (useful if you want to paste the results into another
program).

10 [95% Confidence intervals 10 | Liorwesr 95% cond. it

11 SPAN BE49 10 995D " SPARN |BR4g

12 3 0 05586 fo 00TESE 12 K 005556

13 | Haflite G171 10 12 45 13| Hale CXTL
14 | Upper 955 cont imit |
16 | SPAN |2958
8 K o755

7| Hallse [1Z45
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1500+ 15001
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Response
Response

500 5004

95% confidence band 95% prediction band

log(Dose) log(Dose)

The 95% confidence bands enclose the area that you can be 95% sure
contains the true curve. It gives you a visual sense of how well your data define
the best-fit curve.

The 95% prediction bands enclose the area that you expect to enclose 95%
of future data points. This includes both the uncertainty in the true position of
the curve (enclosed by the confidence bands), and also accounts for scatter of
data around the curve. Therefore, prediction bands are always wider than
confidence bands. When you have lots of data points, the discrepancy is huge.

Learn more about confidence and prediction bands.| ol

How to quantify goodness-of-fit

How to quantify goodness-of-fit?
[+ R szquare [ Adjusted B squared [+ Sum-of-Squares [v Spx

You will probably want to ask Prism to report R2[:s7, simply because it is
standard to do so, even though knowing R? doesn't really help you interpret the
results. Reporting the sum-of-squares and S, x will only be useful if you want to

compare Prism's results to those of another program, or you want to do
additional calculations by hand.

The adjusted R[:R*? takes into account the number of parameters fit to the
data, so has a lower value than R? (unless you fit only one parameter, in which
case R? and adjusted R? are identical).

Prism also lets you choose to report the AICc[sil. This would be useful only if
you separately fit the same data to three or more models. You can then use
the AICc to choose between them. But note that it only makes sense to
compare AICc between fits, when the only difference is the model you chose. If
the data or weighting are not identical between fits, then the comparison of
AICc values would be meaningless.
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Normality tests

Mormality tests. Are the residuals Gaussian?
D'&gostino-Pearson [recommended]
[ Shapiro-wilk,

[ ] k.almogoroy-Smirmoy [not recommended)

Least-squares nonlinear regression assumes that the distribution of residuals
follows a Gaussian distribution (robust nonlinear regression does not make this
assumption). Prism can test this assumption by running a normality test[. on
the residuals. Prism offers three normality tests. We recommend the
D'Agostino-Pearson test.

Does the curve systematically deviate from the points?

Does the curve systematically deviate from the points?
[ ] Runs test [ ] Residual plat [create a separate graph)

Does the curve follow the trend of the data? Or does the curve systematically
deviate from the trend of the data? Prism offers two tests that answer these
questions.

If you have entered replicate Y values, choose the replicates test[.s to find out
if the points are 'too far' from the curve (compared to the scatter among
replicates). If the P value is small, conclude that the curve does not come close
enough to the data.

The runs test [.lis available if you entered single Y values (no replicates) or
chose to fit only the means rather than individual replicates (weighting tab). A
'run' is a series of consecutive points on the same side of the curve. If there are
too few runs, it means the curve is not following the trend of the data.

If you choose a residual plotl.), Prism creates a new graph. The X axis is the
same as the graph of the data, while the Y axis plots the distance of each point
from the curve (the residuals). Points with positive residuals are above the
curve; points with negative residuals are below the curve. Viewing a residual
plot can help you assess whether the distribution of residuals is random above
and below the curve.
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Are the parameters intertwined or redundant or skewed?

Are the parameters intertwined, redundant or skewed?

[ Covanance of parameters [ Dependency [ Hougaard's measure of skewness

What does it mean for parameters to be intertwined? After fitting a model,
change the value of one parameter but leave the others alone. The curve
moves away from the points. Now, try to bring the curve back so it is close to
the points by changing the other parameter(s). If you can bring the curve closer
to the points, the parameters are intertwined. If you can bring the curve back
to its original position, then the parameters are redundant. In this case, Prism
will alert you by labeling the fit 'ambiguous'[zs.

We suggest that you report the dependency| s, and not bother with the
covariance matrix/ 1. When you are getting started with curve fitting, it is OK to
leave both options unchecked.

Even though nonlinear regression, as its name implies, is designed to fit
nonlinear models, some of the inferences actually assume that some aspects of
the model are close to linear, so that the distribution of each parameter is
symmetrical. This means that if you analyzed many data sets sampled from the
same system, the distribution of the best-fit values of the parameter would be
symmetrical and Gaussian.

If the distribution of a parameter is highly skewed, the reported SE and CI for
that parameter will not be very useful ways of assessing precision. Hougaard's
measure of skewness|:4 quantifies how skewed each parameter is.

Could outliers impact the results?

Could outlier: impact the results?
Couril s cothers

Nonlinear regression is based on the assumption that the scatter of data
around the ideal curve follows a Gaussian distribution. The presence of one or a
few outliers (points much further from the curve than the rest) can overwhelm
the least-squares calculations and lead to misleading results.

Check this option to count the outliers, but leave them in the calculations.
Choose how aggressively to define outliers by adjusting the ROUT coefficient] !

If you chose the option in the Fit tab[:sl to exclude outliers from the
calculations, then this option to simply count outliers (in the Diagnostics tab) is
not available.
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Would it help to use stricter convergence criteria?

Would it help to uze stricter convergence criteria?

Quick: Twa iterations that chanage less than 0,07 % W

Autarnatically switch ta strict convergence when needed

Nonlinear regression is an iterative process. It starts with initial values|:l of the
parameters, and then repeatedly changes those values to increase the
goodness-of-fit. Regression stops when changing the values of the parameters
makes a trivial change in the goodness of fit.

Prism lets you define the convergence criteria in three ways. The medium
choice is default, and will work fine in most cases. With this choice, nonlinear
regression ends when five iterations in a row change the sum-of-squares by
less than 0.0001%. If you are having trouble getting a reasonable fit, you might
want to try the stricter definition of convergence: five iterations in a row
change the sum-of-squares by less than 0.00000001%. It won't help very
often, but is worth a try. The only reason not to always use the strictest choice
is that it takes longer for the calculations to complete. That won't matter with
small data sets, but will matter with large data sets or when you run scripts to
analyze many data tables.

If you are fitting huge data sets, you can speed up the fit by using the 'quick’
definition of convergence: Two iterations in a row change by less than 0.01%.

2.5.4 Graphing tips: Nonlinear regression

Prism automatically graphs the best-fit curves from nonlinear
regression, and you'll rarely need to think about this step.

e Tips[.4 on graphing curves

e Graphing prediction and confidence bands|.

e Adding an equationl.s), or a table of best-fit
parameters, to the graph.

e Graphing outliers|:s.

e Graphing residuals/:».
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2.5.4.1 Graphing best-fit curves
Automatic vs. manual plotting

When Prism performs nonlinear regression, it automatically superimposes the
curves on the graph.

If you need to create additional graphs, or change which curve is plotted on
which graph, keep in mind that from Prism's point of view, a curve generated
by nonlinear regression is simply a data set. You can add curves to a graph or
remove curves from a graph on the 'Data on graph' tab of the Format Graph
dialog.

Plotting curves after comparing models

If you ask Prism to compare two models, only the selected model is graphed. If
you want to graph both models, you will need to analyze the data twice, once
with each model.

Plotting on logarithmic axes

With Prism 5 and 6, it is Ok to stretch an axis to a log scale, a choice on top of
the Format Axis dialog. With prior versions, this didn't work well. The curve was
defined as a series of line segments, and these would be far from equally
spaced on a log axis. Prism 5 and 6 are smarter, so the curve will look smooth
on either a linear or logarithmic axis.

Plotting only a portion of the curve

Let's say that the X values of your data range from 0 to 100, and you fit a
curve with nonlinear regression. Now you want to create a graph showing only
the data with X values between 0 and 10. The curve will look ragged. The
problem is that Prism defines the entire curve using 150 line segments. In this
example, you only plot 10% of the range, so the curve will have only 15 line
segments.

To fix this problem, go to the Range tab of nonlinear regression and choose to
define the curve with more line segments. In this example, increasing the value
tenfold, to 1500, would be about right.

2.5.4.2 Graphing confidence and prediction bands
The difference between confidence and prediction bands

The 95% confidence bands enclose the area that you can be 95% sure
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contains the true curve. It gives you a visual sense of how well your data define
the best-fit curve.

The 95% prediction bands enclose the area that you expect to enclose 95%
of future data points. This includes both the uncertainty in the true position of
the curve (enclosed by the confidence bands), and also accounts for scatter of
data around the curve.

Choose in the Diagnostics tabl . of the Nonlinear regression parameters dialog.
Learn how they are calculated 7.

Prediction bands are always wider than confidence bands. When you have lots
of data points, the discrepancy is huge.

1500+ 15004

1000 10004

Response
Response

500 500+

95% confidence band 95% prediction band

log(Dose) log(Dose)

Plotting confidence or prediction bands

After you choose to create a confidence or prediction band in the diagnostics
tab, it should just appear on the graph. You can fine tune its appearance on the
graph. Note the following:

e The fit curve is seen by the Format Graph dialog as one more data set to
plot. be sure to select one of those nonlinear fits first (top of dialog) before
adjusting its properties.

e To plot the confidence bands, choose to show error bars, and set the style to

e You can also choose to show an area fill within the error bands.
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Format Graph @

Appearance | Data Sets on Graph | Graph Settings

— Data sek JNanlin fit of Exponential decay: Curve: Contral v]—-'[Glohal ~ ]—

Style
Appearance: [Mean and Ermor v] Flat:
Show bol:
Calor: Shape: Border color:
Size: Border thickness:
Show bars/spikes/drop
Color: Width: Border color:
D i = - Ecdlar thiolo

Show error bars

Color: E] Dir.: Sty | — Thickness:

Calar: E] Thickness: Start line at arigin

Style: — Pattern: — One line for each subcolumnn

ioline 1l eaue gapat subal

Show area fill
Fill colar: Mreapatter: [ |+ Pattem colar
Fosition: | 'within error bands =

Plotor: @) Lefty aniz [F] Show legend
() Right ' asis Fievert legend to column title

Label each paoint with itz row title

) (o) o) (o]

Why do so many points lie outside the confidence bands?

Confidence bands show you how well you know the location of the best fit line
or curve. Given all the assumptions of the analysis, you can be 95% sure that
the true curve (nonlinear regression) or line (linear regression) lies within the
bands.

Prediction bands show you where you can expect the data to lie. You expect
95% of all data points to lie within the prediction bands.

With many data points, you expect a large fraction of the data points to lie
outside the confidence band, but 95% to lie within the prediction bands. The
confidence bands aren't supposed to show you the scatter of the data, but
rather the uncertainty in the position of the line or curve. With lots of data, the
line or curve is known fairly precisely, so only a small fraction of data lie within
the bands. The figure below demonstrates this with linear regression.
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95% Confidence Bands 95% Prediction Bands

160+
140+

> 120+
.

1004

&80

Plotting both confidence and prediction bands

Prism lets you choose either a confidence band or a prediction band as part on
the diagnostics tabl:l. But not both. To plot both on one graph, analyze your
data twice, choosing a confidence band the first time and a prediction band the
second time. The curves are data sets that you can add to any graph by drag-
n-drop or using the Change menu from the graph.

One-sided confidence (or prediction) bands

Confidence and prediction bands are usually two-sided. But you can get Prism
to show the band on only one side.

One use for a one-sided confidence band would be on a graph that plots purity
of a substance over time. You want to know, with a certain confidence, how
low the purity could be at a certain time. You don't really care about quantifying
how high the purity could be.

To plot a one-sided 95% confidence (or prediction) band:

1.Choose "90%" confidence bands in the Diagnostics tab of the nonlinear
regression dialog. With 90% bands, there is a 5% chance that the true value
is larger than the upper band, and 5% it is lower than the lower band. When
you plot only one of these bands, therefore, it is really a 95% confidence
band, which is probably what you want.

2.0n the Format Symbols dialog, choose the best-fit line or curve and make
sure that error bars are turned on with the "---" style. Then choose either Up
or Down (but not Both) in the Direction drop-down menu.
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Viewing the XY coordinates of confidence or prediction bands

1.Go to the Diagnostics tab and check the option to plot confidence or
prediction bands.

2.Go to the Range tab of the nonlinear regression dialog.

3.Check the option to create a table of XY coordinates. This table will include
the confidence or prediction bands.

4.When viewing the results, expand the results sheet in the navigator and go to
the page labeled 'Curve'. For each X value, you'll see the y value and the
distance the confidence or prediction curve is above and below that value.
Why won't Prism plot confidence or prediction bands?
Prism will not plot confidence or prediction bands in several situations:
« If the best-fit value of a parameter hit a constraint/.x, the fit is unlikely to be

useful. Prism does not plot confidence or prediction bands, because they
would almost certainly be misleading.

« If the results of nonlinear regression are ambiguous|-, the confidence or
prediction bands would be super wide, maybe infinitely wide. They would not
be useful, so Prism does not plot them.

« If you choose robust[ss nonlinear regression, Prism does not compute
confidence or prediction bands, as it cannot compute standard errors or
confidence intervals of the parameters.

e The fit is perfect[=3l. If the sum-of-squares is 0.0 and R2 is 1.0, it is not
possible to compute or interpret confidence or prediction bands.

« If the fit is interrupted[ =, confidence and prediction bands are not computed.
2.5.4.3 Adding the equation to the graph

Prism does not automatically write equations on the graph. There are two
approaches you can use to do so.

Microsoft Office comes with an equation editor. If Microsoft Equation Editor is
installed on your system, you will see a quick-access button on your toolbar
when you are on either a graph or a layout sheet.
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va |# &
T [T]

You can create either a generic equation, or an equation with the best-fit values

of the parameters substituted for the variable names.

If the button doesn't appear on your toolbar, create the equation inside of

Microsoft Word or some other program, and then copy and paste.

Another approach is to simply show the parameter values from the curve of

best fit in tabular form. Copy selected results and then paste onto a graph. The

table will be linked, so its values will change if you edit or replace the data. This

doesn't show the form of the equation (exponential decay, in this example) but
gives you the results of this particular experiment, which may be more

important.

The example below shows use of the equation editor to write both a generic

and specific equation (for the control data set) and an embedded table showing

the results for both data sets.

¥ = Plateau +(Y0— Plateau)e™™*

10000 o Contro T =087 + (9992 —987)g " %2
-& [reated
= Control Treated
Eﬂ Y0 oooz2 0503
& Plaleau | 0570 | 1154
] 008927 | 03042
Half Life 7.765 2278
Tau 11.20 3.287
Span 9005 8440

60

Minutes

2.5.4.4 Graphing outliers

How to identify or eliminate outliers

Prism can identify outliers from the curve fit, and you can choose whether
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these should simply be plotted or also ignored by the curve fitting process.
Choose to count the outliers on the Diagnostics tabm, and to eliminate outliers
on the Fit tablsel of the nonlinear regression dialog.

You can adjust the value of Q[ to redefine how aggressively Prism defines
outliers.

How Prism plots outliers

If you choose to either count or eliminate outliers, Prism tabulates any outliers
in @ page of the results sheet called 'outliers' and plots them in red (unless data
are plotted in red, in which case the outliers are blue).

12000
=I-{ Data Tables 10000
& Exp.32-G 8000 ®
=& Info Z 6000
) Projectinfo 1 O ®
=-{5 Results 4000 . o
= Q Monlin fit of Exp. 32-G 2000 ' 9 &
Lc| Equation ¢ L 3
ahle of results 0

N L) ] L) L) N L) | L}

0 5 1015 20 25 30 35 40

=3 Graphs Minutes
l£] Exp. 32-G

__1 Layouts

The example above shows a graph where each replicate is plotted individually.
The example below shows a graph which plots mean and SD error bars. The
error bars are computed from all the data, including any outliers. The outliers
are then superimposed on the graph as well.
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Note that Prism does not remove the outlier from the regular data set. When
you plot mean and error bar, the outlier is included in the calculation. When you
plot individual data points, the outlier is still plotted with the full dataset. Then
Prism superimposes the outlier(s) as a separate dataset plotted in front.

Look back at the first example, showing each replicate. You can see that the
curve goes over the data points. If you want the curve to go under the data
points, click the Reverse/Flip/Rotate button.

Change Arange || Craw Write Text
E_‘i'ﬁ g B |# -.LJLJ]Q,
G i
Fép bo Portrast
12000
10000
8000
E 6000
4000 ..
2000 . $
SR S
5 1I] 15 2I'.I 25 3I] 354!]

Minutes

The results, above, are not exactly what you want. Indeed the relative front-to-
back order of data and curve has reversed, so the curve is now behind the
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points. But the relative front-to-back order of the full dataset and the outlier
dataset is also reversed, so the outlier is now behind the regular data point, so
is invisible. This demonstrates that Prism does not really change the color of the
data points of outliers. Rather, it plots the outliers twice -- once as part of the
full data set and again as part of the outlier dataset superimposed on the graph.
To get the effect you want here, go to the Data on Graph tab of the Format
Graph dialog, and fine-tune the back-to-front order of data sets (with the
outlier(s) and curve considered to be data sets).

2.5.4.5 Residual plot
When to plot residuals

A residual is the distance of a point from the curve. A residual is positive when
the point is above the curve, and is negative when the point is below the curve.
The residual table has the same X values as the original data, but the Y values
are the vertical distances of the point from the curve.

Create a residual plot if you aren't sure that your data really follow the model
you selected. Mild deviations of data from a model are often easier to spot on a
residual plot.

How to graph residuals

Choose to create a residual plot by checking an option on the Diagnostics tab
of the nonlinear regression dialog. Prism will automatically make a new graph.
The residuals are tabulated in a separate page of results, and you can use these
like any other table (make additional graphs, plot on other graphs,
transform...).

Interpreting a residual plot
The X axis of the residual plot is the same as the graph of the data, while the Y
axis is the distance of each point from the curve. Points with positive residuals

are above the curve; points with negative residuals are below the curve.

An example is shown below, with a graph of the data and curve combined with
a residual plot in a layout. If you look carefully at the curve on the left, you will
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see that the data points are not randomly distributed above and below the
curve. There are clusters of points at early and late times that are below the
curve, and a cluster of points at middle time points that are above the curve.
This is much easier to see on the graph of the residuals in the inset. The data
are not randomly scattered above and below the X-axis.

2007 l

Residual

Residuals with weighted fits

If you choose (or accept the default) standard weighting, then the residuals are
the difference between the actual Y value you entered and the Y value predicted
by the model. If the data point is above the curve, the residual is positive. If the
data point is below the curve, the residual is negative. Least-squares
regression works to minimize the sum of the squares of these residuals.

If you choose another weighting scheme, Prism adjusts the definition of the
residuals accordingly. The residual that Prism tabulates and plots equals the
residual defined in the prior paragraph, divided by the weighting factor. The
most common common alternative weighting is "Weight by 1/Y? (minimize
relative distances squared)". In this case, the residual is defined to be the
distance of the point from the curve divided by the Y value of the curve.
Weighted nonlinear regression minimizes the sum of the square of these
residuals.

Note the ambiguity in defining weighting. The Prism dialog gives the choice to
weight by 1/Y2. This means that the squared residual is divided by Y2. The
weighted residual is defined as the residual divided by Y. Prism minimizes the
sum of the squares of these weighted residuals.

Earlier versions of Prism (up to Prism 4) always plotted basic unweighted
residuals, even if you chose to weight the points unequally.
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2.6 Interpreting nonlinear regression results

Interpreting nonlinear regression results can be confusing.

e If Prism reported error message on the top of
the results column, here are the explanations/

e Help with graphingl:»! best-fit curves, with their
confidence or prediction bands and residual
plots.

e Read detailed explanations of the results, and
review analysis checklists. Where to go
depends on your goal.

Goal: Determine best-fit  Analysis Learn more. /)
values checklist/zs)
Goal: Compare models Analysis Learn more. /2]
Goal: Interpolate unknowns Analysis Learn more. /]
from a standard curve checklist/23)

2.6.1 Interpreting results: Nonlinear regression

When evaluating nonlinear regression results, first consider what your
goalis. If your goal is to interpolate unknowns from a standard curve,
skip this page and go right to this analysis checklist[.:.

If your goal is to determine the values of the best-fit
parameters or to compare models, answer the three questions
below before looking at parameter values, R?, etc.

e Are your results free of error messages? Prism
sometimes puts a short message at the top of the
table of results. Read about the meaning of "Bad
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initial values" [, "Interrupted" [+, "Not converged"[]
, "Ambiguous" [, "Hit constraint"[zs1, "Don't fit"[2=),
"Too few points"[=), "Perfect fit"[=x], "Impossible
weights" [z, and "Equation not defined"|z:\.

e Does the curve go near your data points? In
rare cases, the curve may be far from the data
points. This may happen, for example, if you
picked the wrong equation. Look at the graph to
make sure this didn't happen.

e Are the best-fit values of the parameters
scientifically sensible? Nonlinear regression
programs have no common sense and don't
know the context of your experiment. The curve
fitting procedure can sometimes yield results
that make no scientific sense. For example with
noisy or incomplete data, nonlinear regression
can report a best-fit rate constant that is
negative, a best-fit fraction that is greater than
1.0, or a best-fit Kd value that is negative. All
these results are scientifically meaningless.
Also check whether the best-fit values of the
variables make sense in light of the range of
the data. The results make no sense if the top
plateau of a sigmoid curve is far larger than the
highest data point, or an EC50 is not within the
range of your X values.If the results make no
scientific sense, they are unacceptable, even if
the curve comes close to the points and R? is
close to 1.0.

If the answer to all three questions is yes, then it makes
sense to delve into the numerical results of nonlinear
regression in detail.

e Standard errors and confidence intervals of

e Normality tests of residuals|usl

e Goodness of fit of nonlinear regression[.

e Runs testlul
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e Replicates test/s:

e Dependency and covariance matrix/:|

e Hougaard's measure of skewness| i

e Could the fit be a local minimum? /[l

e Outliers|z]

2.6.1.1 Standard errors and confidence intervals of parameters
Standard errors of best-fit parameters
Interpreting the standard errors of parameters

The only real purpose of the standard errors is as an intermediate value used to
compute the confidence intervals. If you want to compare Prism's results to
those of other programs, you will want to include standard errors in the output.
Otherwise, we suggest that you ask Prism to report the confidence intervals
only (choose on the Diagnostics tabl:). The calculation of the standard errors
[671 depends on the sum-of-squares, the spacing of X values, the choice of
equation, and the number of replicates.

'Standard error' or 'standard deviation' ?

Prism reports the standard error of each parameter, but some other programs
report the same values as 'standard deviations'. Both terms mean the same
thing in this context.

When you look at a group of numbers, the standard deviation (SD) and
standard error of the mean (SEM) are very different. The SD tells you about the
scatter of the data. The SEM tells you about how well you have determined the
mean. The SEM can be thought of as "the standard deviation of the mean" -- if
you were to repeat the experiment many times, the SEM (of your first
experiment) is your best guess for the standard deviation of all the measured
means that would result.

When applied to a calculated value, the terms "standard error" and "standard

deviation" really mean the same thing. The standard error of a parameter is the
expected value of the standard deviation of that parameter if you repeated the
experiment many times. Prism (and most programs) calls that value a standard
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error, but some others call it a standard deviation.

Confidence intervals of parameters

Do not ighore the confidence intervals

In most cases, the entire point of nonlinear regression is to determine the best-
fit values of the parameters in the model. The confidence interval tells you how
tightly you have determined these values. If a confidence interval is very wide,
your data don't define that parameter very well. Confidence intervals are
computed/ 7 from the standard errors of the parameters.

How accurate are the standard errors and confidence intervals?

The standard errors reported by Prism (and virtually all other nonlinear
regression programs) are based on some mathematical simplifications. They
are called "asymptotic" or "approximate" standard errors. They are calculated
assuming that the equation is linear, but are applied to nonlinear equations. This
simplification means that the intervals can be too optimistic. You can test the
accuracy of a confidence interval using Monte Carlo analyses with simulated
data.

Sometimes Prism reports "very wide" instead of reporting the confidence interval

If you see the phrase 'very wide' instead of a confidence interval, you will also
see the phrase 'ambiguous'[==l at the top of the results tables. This means that
the data do not unambiguously define the parameters. Many sets of
parameters generate curves that fit the data equally well. The curve may fit
well, making it useful artistically or to interpolate unknowns, but you can't rely
on the best-fit parameter values.

Confidence intervals of transformed parameters

In addition to reporting the confidence intervals of each parameter in the model,
Prism can also report confidence intervals for transforms|«l of those
parameters. For example, when you fit an exponential model to determine the
rate constant, Prism also fits the time constant tau, which is the reciprocal of
the rate constant.

When you write your own equation, or clone an existing one, choose/ !
between two ways to compute the confidence interval of each transformed
parameter. If you pick a built-in equation, Prism always reportd asymmetrical
confidence intervals of transformed parameters.
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Do not mix up confidence intervals and confidence bands

It is easy to mix up confidence intervals and confidence bands. Choose both on
the Diagnostics tabl:sl.

The 95% confidence interval tells you how precisely Prism has found the
best-fit value of a particular parameter. It is a range of values, centered on the
best-fit value. Prism can display this range in two formats:

10 [95% Confidence infervals 10 | Liorwesr 95% cond. it
1 SPAN BE4D 1 D050 " SPAMN 2845

12 K 0. 05566 1o 0 0TSS5 12| K | 5566
13 | HaflLite G171 10 1245 13| Halde CXTL
14 Upper 95% cont imit |
16 | SPAN G
1B K |0 07558

7| HalLde [1245

The 95% confidence bands enclose the area that you can be 95% sure
contains the true curve. It gives you a visual sense of how well your data define
the best-fit curve. It is closely related to the 95% prediction bands , which
enclose the area that you expect to enclose 95% of future data points. This
includes both the uncertainty in the true position of the curve (enclosed by the
confidence bands), and also accounts for scatter of data around the curve.
Therefore, prediction bands are always wider than confidence bands.

1500+ 15001

10004 10004

Response
Response

500 500+

95% confidence band 95% prediction band

r T T T T T 1 T T T T T T 1
9 8 7 6 5 -4 3 9 -8 7 6 5 -4 -3
log(Dose) log(Dose)

2.6.1.2 Normality tests of residuals

Interpreting a normality test
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The result of a normality test is expressed as a P value that answers this
question:

If your model is correct and all scatter around the model follows a Gaussian
population, what is the probability of obtaining data whose residuals deviate
from a Gaussian distribution as much (or more so) as your data does?

If the P value is large, then the residuals pass the normality test. If the P value is
small, the residuals fail the normality test and you have evidence that your
data don't follow one of the assumptions of the regression. Things to consider:

e Fit a different model
o Weight[wl the data differently.

e Exclude outliers| s9l.

A large P value means that your data are consistent with the assumptions of
regression (but certainly does not prove that the model is correct). With small
numbers of data points, normality tests have little power to detect modest
deviations from a Gaussian distribution.

How the normality tests work

We recommend relying on the D'Agostino-Pearson normality test. It first
computes the skewness and kurtosis to quantify how far from Gaussian the
distribution is in terms of asymmetry and shape. It then calculates how far each
of these values differs from the value expected with a Gaussian distribution, and
computes a single P value from the sum of these discrepancies. It is a versatile
and powerful (compared to some others) normality test, and is recommended.
Note that D'Agostino developed several normality tests. The one used by Prism
is the "omnibus K2" test.

An alternative is the Shapiro-Wilk normality test. We prefer the D'Agostino-
Pearson test for two reasons. One reason is that, while the Shapiro-Wilk test
works very well if every residual is unique, it does not work well when several
residuals are identical. The other reason is that the basis of the test is hard for
non mathematicians to understand.

Earlier versions of Prism offered only the Kolmogorov-Smirnov test. We still
offer this test (for consistency) but no longer recommend it. This test
compares the cumulative distribution of the data with the expected cumulative
Gaussian distribution, and bases its P value simply on the largest discrepancy.
This is not a very sensitive way to assess normality, and we now agree with
this statement!: "The Kolmogorov-Smirnov test is only a historical curiosity. It
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should never be used."

The Kolmogorov-Smirnov method as originally published assumes that you
know the mean and SD of the overall population (perhaps from prior work).
When analyzing data, you rarely know the overall population mean and SD. You
only know the mean and SD of your sample. To compute the P value,
therefore, Prism uses the Dallal and Wilkinson approximation to Lilliefors’
method (Am. Statistician, 40:294-296, 1986). Since that method is only
accurate with small P values, Prism simply reports "P>0.10" for large P values.

Referencet 1 | | [ [ [ | | | | |

1 RB D'Agostino, "Tests for Normal Distribution" in Goodness-Of-Fit Techniques
edited by RB D'Agostino and MA Stepenes, Macel Decker, 1986.

2.6.1.3 Rsquared
Meaning of R2
Key points about R?
e The value R? quantifies goodness of fit.

¢ It is a fraction between 0.0 and 1.0, and has no units. Higher values indicate
that the model fits the data better.

e When R? equals 0.0, the best-fit curve fits the data no better than a
horizontal line going through the mean of all Y values. In this case, knowing X
does not help you predict Y.

e When R?=1.0, all points lie exactly on the curve with no scatter. If you know
X you can calculate Y exactly.

e You can think of R? as the fraction of the total variance of Y that is explained
by the model (equation). With experimental data (and a sensible model) you
will always obtain results between 0.0 and 1.0.

e There is really no general rule of thumb about what values of R? are high,
adequate or low. If you repeat an experiment many times, you will know
what values of R? to expect, and can investigate further when R? is much
lower than the expected value.

e By tradition, statisticians use uppercase (R?) for the results of nonlinear and
multiple regression and lowercase (r?) for the results of linear regression, but
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this is a distinction without a difference.

Don't overemphasize R2

A common mistake is to use R? as the main criteria for whether a fit is
reasonable. A high R? tells you that the curve came very close to the points.
That doesn't mean the fit is "good" in other ways. The best-fit values of the
parameters may have values that make no sense (for example, negative rate
constants) or the confidence intervals may be very wide. The fit may be
ambiguous. You need to look at all the results to evaluate a fit, not just the R2.

How R? is calculated -- unweighted fits

R? is computed from the sum of the squares of the distances of the points from
the best-fit curve determined by nonlinear regression. This sum-of-squares
value is called SSreg, which is in the units of the Y-axis squared. To turn R? into
a fraction, the results are normalized to the sum of the square of the distances
of the points from a horizontal line through the mean of all Y values. This value
is called SStot. If the curve fits the data well, SSres will be much smaller than
SStot.

The figure below illustrates the calculation of R?. Both panels show the same
data and best-fit curve. The left panel also shows a horizontal line at the mean
of all Y values, and vertical lines showing how far each point is from the mean
of all Y values. The sum of the square of these distances (SStot) equals 62735.
The right panel shows the vertical distance of each point from the best-fit
curve. The sum of squares of these distances (SSres) equals 4165.

e
4

R? is calculated using this equation:

R? = 1.0 - (SSres/SStot) =1.0-4165/62735= 0.9336

How R? is calculated -- weighted fits

Prism (since 5.02 and 5.0b) calculates the R? of a weighted fit as detailed
below:

1.Fit the model using relative (1/Y?) or Poisson (1/Y) or general (1/XX)
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weighting to compute the weighted sum-of-squares (wSSmodel). This is the
weighted sum-of-squares of the residuals from your model.

2.Fit the data to a horizontal line model (Y=Mean + 0*X) using the same
weighting to compute the weighted sum-of-squares (wSShorizontal). This is
the weighted sum-of-squares of the residuals from the null hypothesis model,
a horizontal line.

The weighted R? is:
1.0 - (wSSmodel/wSShorizontal)
Rz can be negative!

Appearances can be deceptive. R? is not really the square of anything. If SSres
is larger than SStot, R2 will be negative (see equation above). While it is
surprising to see something called "squared" have a negative value, it is not
impossible (since R? is not actually the square of R).

How can this happen? SSres is the sum of the squares of the vertical distances
of the points from the best-fit curve (or line). SStot is the sum of the squares
of the vertical distances of the points from a horizontal line drawn at the mean
Y value. SSres will exceed SStot when the best-fit line or curve fits the data
even worse than does a horizontal line.

R? will be negative when the best-fit line or curve does an awful job of fitting the
data. This can only happen when you fit a poorly chosen model (perhaps by
mistake), or you apply constraints to the model that don't make any sense
(perhaps you entered a positive number when you intended to enter a negative
number). For example, if you constrain the Hill slope of a dose-response curve
to be greater than 1.0, but the curve actually goes downhill (so the Hill slope is
negative), you might end up with a negative R? value and nonsense values for
the parameters.

Below is a simple example. The blue line is the fit of a straight line constrained
to intercept the Y axis at Y=150 when X=0. SSres is the sum of the squares of
the distances of the red points from this blue line. SStot is the sum of the
squares of the distances of the red points from the green horizontal line. Since
Sres is much larger than SStot, the R? (for the fit of the blue line) is negative.
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Prism file

If R? is negative, check that you picked an appropriate model, and set any
constraints correctly.

Adjusted R?

The R? quantifies how well a model fits the data. When you compare models,
the one with more parameters can bend and twist more to come nearer the
points, and so almost always has a higher R2. This is a bit misleading.

The adjusted R? accounts for the number of parameters fit by the regression,
and so can be compared between models with different numbers of
parameters. The equations for the regular and adjusted R? are compared here
(SSresiduals is the sum-of-squares of the discrepancy between the Y value of
the curve and the data; SStotal is the sum-of-squares of the differences
between the overall Y mean and each Y value; n is the number of data points,
and K is the number of parameters fit):

; 58

R- = l 2 residuals
S“gnlm.r
‘E‘S“r exiduals 7 g
Adjusted R* =1 /(n-K)
Justed® =1="gs

tatal

(n-1)
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The adjusted R? is smaller than the ordinary R> whenever K is greater than 1.

2.6.1.4 Sum-of-squares
Sum-of-squares

Nonlinear regression finds the curve that minimizes the sum of square of the
distances of the points from the curve. So Prism reports that sum-of-square
value. This is useful if you want to compare Prism with another program, or
compare two fits manually. Otherwise, the value is not very helpful.

If you choose to differentially weight your data, Prism reports both the absolute
and the weighted sum-of-squares.

Standard deviation of residuals

The value sy.x is the standard deviation of the residuals, expressed in the same
units as Y.

Prism calculates sy.x from the sum-of-squares (SS) and degrees of freedom
(df, equal to number of data points minus the humber of parameters fit) as:

53
Syxz E
If you chose robust regression, Prism computes a different value we call the
Robust Standard Deviation of the Residuals (RSDR). The goal here is to
compute a robust standard deviation, without being influenced by outliers. In a
Gaussian distribution, 68.27% of values lie within one standard deviation of the
mean. We therefore calculate this value, which we call P68. It turns out that this
value underestimates the SD a bit, so the RSDR is computed by multiplying the
P68 by N/DF, where N is the number of points fit and DF is the number of
degrees of freedom (equal to N -K, where K is the number of parameters fit).

2.6.1.5 Why Prism doesn't report the chi-square of the fit
Some programs report a chi-square value with the results of nonlinear

regression. Prism doesn't. This page explains how the chi-square value could be
useful and why we don't report it.
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Is the sum-of-squares too high?

Nonlinear regression minimizes the sum of the squared vertical distances
between the data point and the curve. But how can you interpret the sum-of-
squares, abbreviated SS? You can't really, as it depends on the number of data
points you collected and the units you used to express Y.

The chi-square approach is to compare the observed scatter of the points
around the curve (SS) with the amount of experimental scatter you expect to
see based theory. This is done by computing chi-square using this equation:

2'3=Z!

Chi-square is the sum of the square of the ratio of the distance of a point from
the curve divided by the predicted standard deviation at that value of X. Note
that the denominator is the predicted standard deviation, not the actual
standard deviation computed in this particular experiment.

2
F_f_}?r:uwe
L#)

If you know that the SD is the same for all values of X, this simplifies to:

The standard deviation value must be computed from lots of data so the SD is
very accurate. Or, better, the SD can come from theory.

If you assume that replicates are scattered according to a Gaussian distribution
with the SD you entered, and that you fit the data to the correct model, then
the value of chi-square computed from that equation will follow a known chi-
square distribution. This distribution depends on the number of degrees of
freedom, which equals the number of data points minus the number of
parameters. Knowing the value of chi-square and the number of degrees of
freedom, a P value can be computed.

How can you interpret a small P value? If you are quite sure the scatter really is
Gaussian, and that predicted SD is correct, a small P value tells you that your
model is not right -- that the curve really doesn't follow the data very well. You
should seek a better model.

But often a low P value just tells you that you don't predict the SD as well as
you thought you would. It is hard to determine the SD values precisely, so hard

© 1995-2014 GraphPad Software, Inc.



CURVE FITTING WITH PRISM 6 193

to interpret the chi-square value. For this reason, Prism doesn't attempt the
chi-square computation. We fear it would be more misleading than helpful.

Alternatives

Several approaches have been devised to answer the question of whether the
SS is too high:

e The value of sum-of-squares can be used to compute R2. This value is
computed by comparing the sum-of-squares (a measure of scatter of points
around the curve) with the total variation in Y values (ignoring X, ignoring the
model). What values of R> do you expect? How low a value is too low? You
can't really answer that in general, as the answer depends on your
experimental system.

e If you have collected replicate Y values at each value of X, you can compare
the SS with a value predicted from the scatter among replicates. Prism calls
this the replicates test[:l. This is very useful, but only if you have collected
replicate Y measurements at each X.

e You can propose alternative models, and compare their fit to the data
Summary

Chi-square compares the actual discrepancies between the data and the curve
with the expected discrepancies (assuming you selected the right model) based
on the known SD among replicates. If the discrepancy is high, then you have
some evidence that you've picked the wrong model. The advantage of the chi-
square calculation is that it tests the appropriateness of a single model, without
having to propose an alternative model and without having to have replicate
values. The disadvantage is that the calculation depends on knowing the SD
values with sufficient precision, which is often not the case.

Recommended alternatives are to compare the fits of two models|s), or use
the replicates test/ .

2.6.1.6 Runstest
Goal of the runs test

The runs test asks whether the curve deviates systematically from your data.
The runs test is useful only if you entered single Y values (no replicates) or
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2.6.1.7

chose to fit only the means rather than individual replicates (weighting tab). If
you entered and analyzed replicate data, use the replicates test[: instead.

A run is a series of consecutive points that are either all above or all below the
regression curve. Another way of saying this is that a run is a consecutive
series of points whose residuals are either all positive or all negative. After fitting
a curve, Prism counts the actual number of runs and calculates the predicted
number of runs (based on number of data points). The runs test compares
these two values.

How the runs test works

If the data points are randomly distributed above and below the regression
curve, it is possible to calculate the expected number of runs. If there are Na
points above the curve and Nb points below the curve, the number of runs you
expect to see equals [(2NaNb)/(Na+Nb)]+1.

If the model fits the data poorly, you will tend to see clusters of points on the
same side of the curve. This means you will have fewer runs than predicted
from sample size, and the runs test will produce a low P value.

Interpreting the P value from a runs test

The P value answers this question:

If the data are randomly scattered above and below the curve, what is the
probability of observing as few runs (or even fewer) than actually observed
in this analysis?

If the runs test reports a low P value, conclude that the curve doesn't describe
the data very well. The problem might be that some of the errors are not
independent, that outliers are mucking up the fit, or that you picked the wrong
model.

Note that the P value is one-tailed. If you observed more runs than expected,
the P value will be higher than 0.50.

Replicates test

Goal of the replicates test

When evaluating a nonlinear fit, one question you might ask is whether the
curve is 'too far' from the points. The answer, of course, is another question:
Too far compared to what? If you have collected one Y value at each X value,
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you can't really answer that question (except by referring to other similar
experiments). But if you have collected replicate Y values at each X, then you
can ask whether the average distance of the points from the curve is 'too far'
compared to the scatter among replicates.

If you have entered replicate Y values, choose the replicates test to find out if
the points are 'too far' from the curve (compared to the scatter among
replicates). If the P value is small, conclude that the curve does not come close
enough to the data.

Example

3500-
3000- .
2500 .
2000~ 3

1500~
1000-

Response

500~

)
10° 40° 407 405 40% 404 403
Dose

The response at the last two doses dips down a bit. Is this coincidence? Or
evidence of a biphasic response?

One way to approach this problem is to specify an alternative model, and then
compare the sums-of-squares of the two fits. In this example, it may not be
clear which biphasic model to use as the alternative model. And there probably
is no point in doing serious investigation of a biphasic model in this example,
without first collecting data at higher doses.

Since replicate values were obtained at each dose, the scatter among those
replicates lets us assess whether the curve is ‘too far’ from the points.

After checking the option (on the Diagnostics tab) to perform the replicates
test, Prism reports these results:
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Replicates test for lack of fit

SO replicates 117.1
SD lack of fit 2363
Discrepancy (F) 4077
F value 0.0043

Evidence of inadequate model? |Yes

The value in the first row quantifies the scatter of replicates, essentially pooling
the standard deviations at all X values into one value. This value is based only
on variation among replicates. It can be computed without any curve fitting. If
the replicates vary wildly, this will be a high value. If the replicates are all very
consistent, this value will be low.

The value in the second row quantifies how close the curve comes to the mean
of the replicates. If the curve comes close the the mean of the replicates, the
value will be low. If the curve is far from some of those means, the value will be
high.

The third row (F) is the square of the ratio of those two SD values.

If the model is correct, and all the scatter is Gaussian random variation around
the model, then the two SD values will probably be similar, so F should be near
1. In this example, F is greater than 1 because the SD for lack of fit is so much
greater than the SD of replicates. The P value answers this question:

If the model was chosen correctly and all scatter is Gaussian, what is the chance of
finding a F ratio so much greater than 1.0?

A small P value is evidence that the data actually follow a model that is different
than the model that you chose. In this example, this suggests that maybe
some sort of biphasic dose-response model is correct -- that the dip of those
last few points is not just coincidence.

How the replicates test calculations are done

This test for lack of fit is discussed in detail in advanced texts of linear
regression (1,2) and briefly mentioned in texts of nonlinear regression (3, 4).
Here is a brief explanation of the method:

The SD of replicates is computed by summing the square of the distance of
each replicate from the mean of that set of replicates. Divide that sum by its
degrees of freedom (the total number of points minus the humber of X values),
and take the square root. This value is based only on variation among
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replicates. It can be computed without any curve fitting.

The SD lack of fit is a bit trickier to understand. Replace each replicate with the
mean of its set of replicates. Then compute the sum of square of the distance
of those points from the curve. If there are triplicate values, then each of the
three replicate values is replaced by the mean of those three values, the
distance between that mean and the curve is squared, and that square is
entered into the sum three times (one for each of the replicates). Now divide
that sum of squares by its degree of freedom (number of points minus number
of parameters minus number of X values), and take the square root.

The F ratio is the square of the ratio of the two SDs.

The P value is computed from the F ratio and the two degree of freedom
values, defined above.

References, 1 | | [ [ [ | | | | |

1. Applied Regression Analysis, N Draper and H Smith, Wiley Interscience, 3rd
edition, 1998 page 47-56.

2. Applied Linear Statistical Models by M Kutner, C Nachtsheim, J Neter, W Lij,
Irwin/McGraw-Hill; 5th edition (September 26, 2004), pages 119-127

3. Nonlinear Regression Analysis & its applications, DM Bates and DG Watts,
Wiley Interscience, 1988, pages 29-30.

4. Nonlinear Regression, CAF Seber and CJ Wild, Wiley Interscience, 2003,
pages 30-32.

2.6.1.8 Dependency of each parameter
Intertwined parameters

When your model has two or more parameters, as is almost always the case,
the parameters can be intertwined.

What does it mean for parameters to be intertwined? After fitting a model,
change the value of one parameter but leave the others alone. this will move
the curve away from the points. Now change the other parameter(s) in an
attempt to to move the curve close to the data points. If you can bring the
curve closer to the points, the parameters are intertwined. If you can bring the
curve back to its original position, then the parameters are completely
redundant.
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Prism can quantify the relationships between parameters in two ways. If you
are in doubt, we suggest that you focus on the dependency values and not
bother with the covariance matrix.[ s

Ane the paramelers mtertwined on iedundant?
[[] Covanance of parameters

] Dapendency
Dependency
What is dependency and how do | ask Prism to compute it?

Dependency is reported for each parameter, and quantifies the degree to which
that parameter is intertwined with others. Check a check box on the
Diagnostics tab of nonlinear regression to view dependencies for each
parameter.

Interpreting dependency
The value of dependency always ranges from 0.0 to 1.0.

A dependency of 0.0 is an ideal case when the parameters are entirely
independent (mathematicians would say orthogonal). In this case the increase
in sum-of-squares caused by changing the value of one parameter cannot be
reduced at all by also changing the values of other parameters. This is a very
rare case.

A dependency of 1.0 means the parameters are redundant. After changing the
value of one parameter, you can change the values of other parameters to
reconstruct exactly the same curve. If any dependency is greater than 0.9999,
GraphPad labels the fit 'ambiguous|z=!.

With experimental data, of course, the value will almost always lie between
these extremes. Clearly a low dependency value is better. But how high is too
high? Obviously, any rule-of-thumb is arbitrary. But dependency values up to
0.90 and even 0.95 are not uncommon, and are not really a sign that anything
is wrong.

A dependency greater than 0.99 is really high, and suggests that something is
wrong. This means that you can create essentially the same curve, over the
range of X values for which you collected data, with multiple sets of parameter
values. Your data simply do not define all the parameters in your model. If your
dependency is really high, ask yourself these questions:

e Can you fit to a simpler model?
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e Would it help to collect data over a wider range of X, or at closer spaced X
values? It depends on the meaning of the parameters.

e Can you collect data from two kinds of experiments, and fit the two data
sets together using global fitting?

e Can you constrain one of the parameters to have a constant value based
on results from another experiment?

If the dependency is high, and you are not sure why, look at the covariance
matrix (see below). While the dependency is a single value for each parameter,
the covariance matrix reports the normalized covariance for each pair of
parameters. If the dependency is high, then the covariance with at least one
other parameter will also be high. Figuring out which parameter that is may help
you figure out where to collect more data, or how to set a constraint.

How dependency is calculated

This example[79] will help you understand how Prism computes dependency.

2.6.1.9 Covariance matrix
What is the covariance matrix and how do | ask Prism to compute it?

The normalized covariance is reported for each pair of parameters, and
quantifies the degree to which those two parameters are intertwined. Check a
check box on the Diagnostics tab of nonlinear regression to view this
covariance matrix.

Interpreting the normalized covariance matrix

Each value in the normalized covariance matrix ranges from -1.0 to 1.0. A
value equal to -1.0 or 1.0 means the two parameters are redundant. A value of
0.0 means the parameters are completely independent or orthogonal -- if you
change the value of one parameter you will make the fit worse and changing
the value of the other parameter can't make it better. You can interpret a
normalized covariance much as you interpret a correlation coefficient.

Note the difference between covariance and dependencyl:. Each value in the
covariance matrix tells you how much two parameters are intertwined. In
contrast, each dependency value tells you how much that parameter is
intertwined with all other parameters.
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How to convert to the nonnormalized variance/covariance matrix

Some other programs report the actual (not normalized) variance-covariance
matrix. Compute the actual covariance -- cov(i,j) -- of any two parameters (so
i does not equal j) from the normalized matrix Prism reports -- NormCov(i,j) --
and the standard errors of the parameters using this equation:

Cov(i, j) = NormCov(i, j) * SE(i) * SE(j)

Prism does not report the normalized covariance matrix for a parameter with
itself, because the normalized covariance of any parameter with itself equals,
by definition, 1.0. The covariance of any parameter with itself is better called its
variance. You can calculate the variance of any parameter (a diagonal value in
the variance-covariance matrix) using this equation:

Cov(i, i) = SE(i)2

2.6.1.10 Confidence and prediction bands

What are confidence and prediction bands?

The 95% confidence bands enclose the area that you can be 95% sure
contains the true curve. It gives you a visual sense of how well your data define
the best-fit curve. It is closely related to the 95% prediction bands , which
enclose the area that you expect to enclose 95% of future data points. This
includes both the uncertainty in the true position of the curve (enclosed by the
confidence bands), and also accounts for scatter of data around the curve.
Therefore, prediction bands are always wider than confidence bands.

1500+ 15001

10004 10004

Response

Response

500 5004

95% confidence band 95% prediction band

log(Dose) log(Dose)
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How to plot confidence bands, prediction bands or both

Choose to plot confidence or prediction bands by an checking option on the
Diagnostics tab .

Prism lets you choose either a confidence band or a prediction band, but not
both. To plot both on one graph, you need to analyze your data twice,
choosing a confidence band the first time and a prediction band the second
time.

The regression lines or curves are data sets that you can add to any graph by
drag-n-drop or using the Change menu from the graph.

How to view the XY coordinates of the confidence or prediction bands

Prism can also show you the XY coordinates that define the curve and
confidence bands (or prediction bands). But it only shows this table if you ask
for it:

1.Go to the Diagnostics tab and check the option to plot confidence or
prediction bands.

2.Go to the Range tab of the nonlinear regression dialog.

3.Check the option to create a table of XY coordinates. This table will include
the confidence or prediction bands.

4 .Enter the number of XY pairs you want to define the curve. 150 is a
reasonable starting value, but of course it all depends on why you want these
values.

5.When viewing the results, expand the results sheet in the navigator and go to
the page labeled 'Curve'. For each X value, you'll see the Y value and the
distance the confidence or prediction curve is above and below that value.

How to plot a one-sided confidence or prediction band

In some situations, it makes sense to plot only one side of the confidence or
prediction band. One use for a one-sided confidence band would be on a graph
that plots purity of a substance over time. You want to know, with a certain
confidence, how low the purity could be at a certain time. But you don't really
care about quantifying how high the purity could be.

To plot a one sided 95% confidence or prediction band:
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1.Check the option (on the Diagnostics tab) to plot "90%" confidence (or
prediction) bands. When you plot in only one direction, this is really a 95%
confidence band.

2. On the Format Graph dialog, choose the data set that defines regression
curve and make sure that error bars are turned on with the "---" style.

3.Choose to plot those error bands in one direction.

Show error bars

Color: _E Diir.: Stle: o v Thickness:

Do not mix up confidence intervals and confidence bands

It is easy to mix up confidence intervals and confidence bands. Choose both on
the Diagnostics tabliss.

The 95% confidence interval tells you how precisely Prism has found the
best-fit value of a particular parameter. It is a range of values, centered on the
best-fit value. Prism can display this range in two formats:

10 |95% Confidience infanvals 10 | Lower 95% cond hm
11 | sPan : 11 | SPaN | BB
2| K 12| K [0 0556
13 | HafLile 13 | Hafla CX
14 | Upper 95% cont imit I
15 | SPAN G
0| K |0 07558

Don't mix up confidence bands and prediction bands

Note the difference between confidence and prediction bands:

The 95% confidence bands enclose the area that you can be 95% sure
contains the true curve. If you have many data points, the confidence bands will
be near the line or curve, and most of your data will lie outside the confidence
bands.

The 95% prediction bands enclose the area that you expect to enclose 95% of
future data points. They are wider than confidence bands -- much wider with
large data sets.

Situations where Prism won't plot confidence or prediction bands

Prism will not plot confidence or prediction bands in several situations:
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« If the best-fit value of a parameter hits a constraint[a), the fit is unlikely to be
useful. Prism does not plot confidence or prediction bands, because they
would almost certainly be misleading.

« If the results of nonlinear regression are ambiguous|-z, the confidence or
prediction bands would be super wide, maybe infinitely wide. They would not
be useful, so Prism does not plot them.

¢ If you choose robust nonlinear regression, Prism does not compute
confidence or prediction bands, as it cannot compute standard errors or
confidence intervals of the parameters.

e The fit is perfect[=3. If the sum-of-squares is 0.0 and R2 is 1.0, it is not
possible to compute or interpret confidence or prediction bands.

« If the fit is interrupted[ ==, confidence and prediction bands are not computed.
How are confidence and prediction bands computed?

First, let's define G|x, which is the gradient of the parameters at a particular
value of X and using all the best-fit values of the parameters. The result is a
vector, with one element per parameter. For each parameter, it is defined as
dY/dP, where Y is the Y value of the curve given the particular value of X and all
the best-fit parameter values, and P is one of the parameters.)

G'|x is that gradient vector transposed, so it is a column rather than a row of
values.

Cov is the covariance matrix (inversed Hessian from last iteration). It is a
square matrix with the number of rows and columns equal to the humber of
parameters. Each item in the matrix is the covariance between two
parameters. We use Cov to refer to the normalized covariance matrix, where
each value is between -1 and 1. Details and comparison to nonnormalized
covariance matrix.

Now compute ¢ = G'|x * Cov * G|x. The result is a single number for any value
of X.

The confidence and prediction bands are centered on the best fit curve, and
extend above and below the curve an equal amount.

The confidence bands extend above and below the curve by:

= sqrt(c)*sqrt(SS/DF)*CriticalT(Confidence%, DF)
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The prediction bands extend a further distance above and below the curve,
equal to:

= sqrt(c+1)*sqrt(SS/DF)*CriticalT(Confidence%, DF)

In both these equations, the value of ¢ (defined above) depends on the value of
X, so the confidence and prediction bands are not a constant distance from the
curve. The value of SS is the sum-of-squares for the fit, and DF is the humber
of degrees of freedom (number of data points minus humber of parameters).
CriticalT is a constant from the t distribution based on the amount of confidence
you want and the number of degrees of freedom. For 95% limits, and a fairly
large df, this value is close to 1.96. If DF is small, this value is higher.

Read a more mathematical explanation.

2.6.1.11 Hougaard's measure of skewness

Consequences of an asymmetrical parameter

Even though nonlinear regression, as its name implies, is designed to fit nonlinear
models, some of the inferences actually assume that some aspects of the model
are close to linear, so that the uncertainty about each parameter's value is
symmetrical. This means that if you analyzed many data sets sampled from the
same system, the distribution of the best-fit values of the parameter would be
symmetrical and Gaussian.

If the distribution of a parameter is highly skewed, there are two consequences

429,

e The SE of that parameter will not be a very useful measure of uncertainty. The
SE is interpreted as a plus-minus assessment of how sure you are of the
parameter value. But if the parameter is very asymmetrical, then a single SE
cannot really describe the uncertainty.

e The confidence interval for that parameter cannot be interpreted at face value.
Prism always computes the CI from the SE of that parameter (and the number
of degrees of freedom), and the CI is always symmetrical around the best-fit
value. If the parameter is very asymmetrical, then that symmetrical confidence
interval does not give a accurate picture of the uncertainty.
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Hougaard's measure of skewness

Hougaard (1) developed a way to assess the skewness of a parameter used in
nonlinear regression without doing any simulations. Prism will compute this
value for each parameter when you check the option the Diagnostics tab of
nonlinear regression in the section labeled "Are the parameters intertwined,
redundant or skewed?". The results are tabulated along with the other results
of nonlinear regression.

Ratkowsky has proposed the following interpretation:

Absolute value Interpretation

Ideal. AlImost linear. Confidence intervals can be interpreted
<0.10 at face value

0.10 - 0.25 Adequate

Noticeable skewness. Consider alternative parameterizations
0.25-1.00 of the equation

> 1.00 Considerable skewness. Strongly consider alternatives

Note that these values are for the absolute value of the Hougaard's measure.

For the simulated data set for the example above, Hougaard's skewness is
0.09 for Khalf and 1.83 for Kprime. This one value (no simulations needed) tells
you to choose the form of the model that fits Khalf rather than the form that
fits Kprime.

Notes

e Hougaard's measure of skewness is measured for each parameter in the
equation (omitting parameters fixed to constant values).

e Prism does not compute Hougaard's skewness if you chose unequal
weighting, or a robust fit, because the method is not defined for these
situations.

e The values depend on the equation, the number of data points, the spacing of
the X values, and the values of the parameters.

e Hougaard's measure of skewness has no units.
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e The SAS documentation does a great job of explaining Hougaard's measure

(3).
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2.6.1.12 Could the fit be a local minimum?
What is a false minimum?

The nonlinear regression procedure adjusts the variables in small steps in order
to improve the goodness-of-fit. If Prism converges on an answer, you can be
sure that altering any of the variables a little bit will make the fit worse. But it is
theoretically possible that large changes in the variables might lead to a much
better goodness-of-fit. Thus the curve that Prism decides is the "best" may
really not be the best.

Start here and result
will be a false minimum.

Start here and result
will be the best fit.

Sum-of-squares

Best Fit

Vaue of Variable

Think of latitude and longitude as representing two variables Prism is trying to
fit. Now think of altitude as the sum-of-squares. Nonlinear regression works
iteratively to reduce the sum-of-squares. This is like walking downhill to find the
bottom of the valley. When nonlinear regression has converged, changing any
variable increases the sum-of-squares. When you are at the bottom of the
valley, every direction leads uphill. But there may be a much deeper valley over
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the ridge that you are unaware of. In nonlinear regression, large changes in
variables might decrease the sum-of-squares.

This problem (called finding a local minimum) is intrinsic to nonlinear regression,
no matter what program you use. You will rarely encounter a local minimum if
your data have little scatter, you collected data over an appropriate range of X
values, and you have chosen an appropriate equation.

Testing for a false minimum
To test for the presence of a false minimum:

1.Note the values of the variables and the sum-of-squares from the first fit.

2.Make a large change to the initial values of one or more parameters and
run the fit again.

3.Repeat step 2 several times.
Ideally, Prism will report nearly the same sum-of-squares and same parameters
regardless of the initial values. If the values are different, accept the ones with

the lowest sum-of-squares.

2.6.1.13 Outliers
The outliers table

If you choose to exclude or count outliers as part of nonlinear regression, one
of the results tables will list all outliers.

= [£] monlin fit of Data 1
Table of results

Curve

Keep in mind an important distinction:

« If you chose to count outliers (on the Diagnostics tabl:), then the outliers
are still included in the fit.

« If you chose to exclude outliers (on the Fit tabl ), then the outliers are
ignored by the fit, but are still included on the graphl.=l.

In both cases, the aggressiveness of the outlier hunt is determined by the ROUT
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coefficient Q that you enter on the Weights tabl:ol.

What does it mean to be an outlier

Prism uses the ROUT algorithm[s3), using the value of Q that you can adjust in
the Weights tabl ), to decide when to declare a point to be an outlier. Some
considerations:

e The first thing to do is make sure it isn't simply a problem in data entry. If
so, fix it.

e Review the list of situations where the outlier identification procedure should
not be used] sal.

e Be alert to biological variation. In some experimental situations, outliers can
only arise from lab mistakes. These should be excluded. In other situations,
an outlier can be the result of biological variation. You may have discovered
a new polymorphism in some gene. It could be missing a big opportunity if
you exclude and ignore those values.

What to do once you have identified an outlier

After you have identified one or more outliers, you have several choices.

e While outliers are ignored by the nonlinear regression calculation, they are
still plotted on the graph. If you want the outlier to be entirely removed
from the graph, including error bars on the graph, go back to the data table
and exclude the outlier(s). Prism will then refit the curve, and replot the
graph without any outliers.

¢ If you want the outlier to remain on the graph, simply polish the graph Prism
provides. Keep in mind that the outliers are a dataset, so you can
separately adjust the size, color and symbol of outliers and all the data
points. Use the "Datasets on graph" tab of Format Graph to adjust the
back-to-front order of data sets to keep the outlier in front of the other
data sets. The dialog shows the datasets in back to front order, so you
want to keep the outlier data sets lower in the list.

¢ If you want to remove the special formatting of outliers on the graph, use
the "Datasets on graph" tab of Format Graph. Select the outlier dataset(s)
and click Remove. The outlier will still be plotted as part of the full data set,
but will no longer be plotted separately as an outlier data set.

¢ If you asked Prism to count the outliers (Diagnostics tab) but now wish to
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fit the data with the outlier ignored, go back to the nonlinear regression
dialog and choose "Automatic outlier elimination” (on the Fit tab).

2.6.1.14 Troubleshooting nonlinear regression
The #1 tip for troubleshooting

Nonlinear regression starts with initial values for each parameter. If these initial
values are very far from the correct values, nonlinear regression might go
astray. To check this, go to theDiagnostics tab of the nonlinear regression
dialog[«# and choose the option at the top of the dialog: Don't fit a curve.
Instead plot the curve defined by the initial values of the parameters.

If the curve defined by the initial values does not generally follow the shape of
the data, and go near the data points, you should change the initial values
(Initial Values tab of nonlinear regression|:l) until they do.

If Prism reports an error code

Prism reports error codes as a single phrase that appears over the column of
results, for example "Bad initial values" or "Impossible weights". Learn more
about each error message.[:z

Common problems in nonlinear regression

Here is a short list of potential curve fitting problems with suggested solutions.
The equation simply does not describe the data.

Try a different equation.
The initial values are too far from their correct values.

Enter different initial (estimated) values for the parameters. If you entered your

own equation, check that you entered sensible rules for generating initial
values.

The range of X values is too narrow to define the curve completely.

If possible, collect more data. Otherwise, hold one of the parameters to a
constant value.
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You have not collected enough data in a critical range of X values.
Collect more data in the important regions.
Your data are very scattered and don't really define a curve.

Try to collect less scattered data. If you are combining several experiments,
consider normalizing the data for each experiment to an internal control.

The equation includes more than one component, but your data don't follow a
multicomponent model.

Use a simpler equation.
Your numbers are too large or too small.

If your X or Y values are huge, divide by a constant to change the units. Avoid
values greater than, say, 100,000.

If your X or Y values are tiny, multiply by a constant change the units. Avoid
values less than about 0.00001.

Changing the units is unlikely to solve the problem, but it is worth a try.
You've set a parameter to an inappropriate constant value.

Check that you haven't made a simple mistake like setting a maximum plateau
to 1.0 when it should be 100, or a Hill slope to +1.0 when it should be -1.0.

Consult an analysis check list

Prism has three different analysis checklists for nonlinear regression. Use the
one that matches your goal.

Analysis checklist: Fitting a modell )

Analysis checklist: Comparing nonlinear fits/ |

Analysis checklist: Interpolating from a standard curve[z:)

© 1995-2014 GraphPad Software, Inc.



CURVE FITTING WITH PRISM 6 211

2.6.1.15 Why resultsin Prism 5 and 6 can differ from Prism 4

Prism 5 and 6 use the same algorithms, so should always report identical
results.

However, Prism 4 used slightly different algorithms, so curve fitting results can
differ from results with Prism 5 or 6 in these cases:

e If your fit is labeled "Ambiguous" by Prism 5 or 6, you know that some of the
parameters are not determined precisely. Prism 4 presented a full set of
results in this case, but the results are not useful when the fit is ambiguous.

¢ If you chose no weighting, check the sum-of-squares from the two
programs. The goal of regression is to minimize that sum of squares, so see
which version of Prism found a fit with the smaller sum-of-squares. Prism 5
and 6 have a few improvements in the fitting algorithm, so occasionally it can
find a better fit than did Prism 4. The differences, if any, are usually trivial.

¢ If you chose to weight by the Y values (or the Y values squared), Prism 5 and
6 handle weighting differently than did Prism 4. Prism now weights by the Y
value of the curve, while Prism 4 (and earlier releases) weighted by the Y
value of the data. Weighting by the Y value of the curve is better, so the
results of Prism 5 and 6 are more correct. Since the weighting is computed
differently, you can't directly compare the weighted sum-of-square values
reported by the two versions of Prism.

e When you compare two models, Prism now does an extra step. If one of the
models is ambiguous, then Prism chooses the other model, without doing the
F test or AIC comparison.

e Prism now offers more rules for defining initial parameter values. If your
equation uses one of these new rules, Prism 4 might not be able to find a
reasonable fit until you tweak those initial values. In particular, Prism now has
smarter rules for fitting sigmoidal log(dose) vs. response curves.

¢ If you entered data as mean, SD (or SEM) and N, then Prism 4 (by default)
fits the means and weights by the sample size (N). This is one of the two
options on the weighting tab (the other option is to fit means only, ignoring
N). Prism is now smarter by default (although you can choose to just fit the
means and ignore N and SD values). It accounts not only for sample size N
but also for the SD (or SEM) values you enter. With Prism 5 or 6 (but not
Prism 4), you'll get exactly the same results from data entered as mean, SD
and N as you would have by entering raw data. Prism 4 only accounts for
differences in N, but not SD. The best fit values of the parameters, and thus
the appearance of the curve, is the same with Prism 4 and 5. But Prism 5
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does a smarter job with standard errors, confidence intervals, and
comparisons of models.

2.6.2 Interpreting results: Comparing models

In many cases, your primary goal in fitting curves is to compare
models, or compare fits of two (or more) data sets.

e First review the general principles|::] of
comparing models.

e Next review the method you choose to use:
Extra sum-of-squares[.s or AIC model
comparison|asl.

e Review how Prism compares models when it
detects outliers|.s.

2.6.2.1 Interpreting comparison of models

Reality check before statistics

Apply a common sense reality check before looking at any statistical approach
to comparing fits. If one of the fits has results that are scientifically invalid, then
accept the other model. Only when both fits make scientific sense should you
use statistical method to compare the two fits .

Prism partially automates this 'reality check' approach. If the fit of either model

is ambiguous/[ 2|, then Prism chooses the other model without performing any
statistical test.

Statistical approaches balance the change in sum-of-squares with the
change in numbers of degrees of freedom

The more complicated model (the one with more parameters) almost always
fits the data better than the simpler model. Statistical methods are needed to
see if this difference is enough to prefer the more complicated model. Prism can

do this via the extra sum-of-squares F test[. or using information theory and
computation of AIC/ .

Both these methods only make sense when the models being compared have
different numbers of parameters, and so have different numbers of degrees of
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freedom. If you want to compare two models with the same number of
parameters, there is no need to use either the F test or AIC. Simply choose the
model that fits the data the best with the smallest sum-of-squares.

How do these methods work to compare data sets?

The Compare tabl: of Prism lets you ask "Do the best-fit values of selected
unshared parameters differ between data sets?" or "Does one curve
adequately fit all data sets?". Applying the F test or Akaike's method to
answering these questions is straightforward. Prism compares the sum-of-
squares of two fits.

¢ In one fit, the model is separately fit to each data set, and the goodness-of-fit
is quantified with a sum-of-squares. The sum of these sum-of-square values
quantifies the goodness of fit of the family of curves fit to all the data sets.

e The other fit is a global fit to all the data sets at once, sharing specified

parameters. If you ask Prism whether one curve adequately fits all data sets,
then it shares all the parameters.

These two fits are nested (the second is a simpler case of the first, with fewer
parameters to fit) so the sums-of-squares (actually the sum of sum of squares
for the first fits) can be compared using either the F test[3] or Akaike's method

215|,

2.6.2.2 Interpreting the extra sum-of-squares F test
The extra-sum-of-squares F test compares nested models

The extra-sum-of-squares F test compares the goodness-of-fit of two
alternative nested models. "Nested" means that one model is a simpler case of
the other. Let's consider what this means in different contexts:

e If you asked Prism to test whether parameters are different between
treatments, then the models are nested. You are comparing a model where
Prism finds separate best-fit values for some parameters vs. a model where
those parameters are shared among data sets. The second case (sharing) is
a simpler version (fewer parameters) than the first case (individual
parameters).

e If you asked Prism to test whether a parameter value is different than a
hypothetical value, then the models are nested. You are comparing the fit of a
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model where a parameter is fixed to a hypothetical value to the fit of a model
where Prism finds the best-fit value of that parameter. The first case (fixed
value) is a simpler version (fewer parameters to fit) than the second.

¢ if you are comparing the fits of two equations you chose, and both models
have the same number of parameters, then the two models cannot be
nested. With nest models, one model has fewer parameters than the other.
When the two models have the same number of parameters, Prism reports
that it cannot compute the F test because the two models have the same
number of degrees of freedom. In this case, Prism does not report a P value,
and chooses to plot the model whose fit has the lower sum-of-squares. Prism
reports the error message, "Models have the same DF."

¢ if you are comparing the fits of two equations you chose with different
numbers of parameters, the models may or may not be nested. Prism does
not attempt to do the algebra necessary to make this determination. If you
chose two models that are not nested, Prism will report results for the extra-
sum-of-squares F test, and these results will not be useful.

Interpreting the P value

The extra-sum-of-squares F test is based on traditional statistical hypothesis
testing. The F test compares the improvement of SS with the more
complicated model vs. the loss of degrees of freedom.

The null hypothesis is that the simpler model (the one with fewer parameters)
is correct. The improvement of the more complicated model is quantified as the
difference in sum-of-squares. You expect some improvement just by chance,
and the amount you expect by chance is determined by the number of degrees
of freedom in each model. The F test compares the difference in sum-of-
squares with the difference you’d expect by chance. The result is expressed as
the F ratio, from which a P value is calculated.

The P value answers this question:

If the null hypothesis is really correct, in what fraction of experiments (the
size of yours) will the difference in sum-of-squares be as large as you
observed, or even larger?

If the P value is small, conclude that the simple model (the null hypothesis) is
wrong, and accept the more complicated model. Usually the threshold P value
is set at its traditional value of 0.05.

If the P value is high, conclude that the data do not present a compelling reason
to reject the simpler model.
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Prism names the null and alternative hypotheses, and reports the P value. You
set the threshold P value in the Compare tab of the nonlinear regression dialog.
If the P value is less than that threshold, Prism chooses (and plots) the
alternative (more complicated) model. It also reports the value of F and the
numbers of degrees of freedom, but these will be useful only if you want to
compare Prism's results with those of another program or hand calculations.

2.6.2.3 Interpreting AIC model comparison

This alternative approach is based on information theory, and does not use the
traditional “hypothesis testing” statistical paradigm. Therefore it does not
generate a P value, does not reach conclusions about “statistical significance”,
and does not “reject” any model.

The method determines how well the data supports each model, taking into
account both the goodness-of-fit (sum-of-squares) and the number of
parameters in the model. The results are expressed as the probability that each
model is correct, with the probabilities summing to 100%. If one model is much
more likely to be correct than the other (say, 1% vs. 99%), you will want to
choose it. If the difference in likelihood is not very big (say, 40% vs. 60%), you
will know that either model might be correct, so will want to collect more data.

Of course, these probabilities are meaningful only in the context of comparing
those two models. It is possible a third model you didn't test fits much better
so is much more likely to be correct.

Prism names the null and alternative hypotheses, and reports the likelihood that
each is correct It also reports the difference between the AICc values (as the
AICc of the simple model minus the AICc of the more complicated model), but
this will be useful only if you want to compare Prism's results with those of
another program or hand calculations. Prism chooses and plots the model that
is more likely to be correct, even if the difference in likelihoods is small.

2.6.2.4 How Prism compares models when outliers are eliminated

Comparing models only makes sense when both models 'see' exactly the same
set of data. That makes it tricky to combine outlier elimination with model
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2.6.2.5

comparison. Prism handles this situation automatically.

If you select automatic outlier elimination (on the Fit tablsl), Prism first fits
each model separately to determine which points (if any) are outliers. Then it
removes all the points that are defined as outliers from either of the models,
and fits both models again. It uses the sum-of-squares and df from these fits to
perform the comparison. This approach ensures that exactly the same points
are fit to both models, and that outliers from either model are excluded.

Interpreting the adjusted R2

Why you should not use R? to compare models

R? quantifies how well a model fits the data, so it seems as though it would be
an easy way to compare models. It sure sounds easy -- pick the model with
the larger R2. The problem with this approach is that there is no penalty for
adding more parameters. So the model with more parameters will bend and
twist more to come nearer the points, and so almost always has a higher R2. If
you use R? as the criteria for picking the best model, you'd almost always pick
the model with the most parameters.

The adjusted R? accounts for the number of parameters fit

The adjusted R? always has a lower value than R2 (unless you are fitting only
one parameter). The equations below show why.

Rl = I. _ ‘T‘Trr'.fl'e."rlrl.l':.
S“S“fllm.r
S“S“r esiduals / .
Adjusted R =1 /(n-K)
Juh © o 'Sr'grlln'eh'_a'...

Hn-1)

The equations above show how the adjusted R? is computed. The sum-of-
squares of the residuals from the regression line or curve have n-K degrees of
freedom, where n is the number of data points and K is the number of
parameters fit by the regression. The total sum-of-squares is the sum of the
squares of the distances from a horizontal line through the mean of all Y values.
Since it only has one parameter (the mean), the degrees of freedom equals n-
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1. The adjusted R? is larger than the ordinary R> whenever K is greater than 1.
Using adjusted R? and a quick and dirty way to compare models

A quick and easy way to compare models is to choose the one with the smaller
adjusted R2. Choose to report this value on the Diagnostics tabl:s.

Comparing models with adjusted R? is not a standard method for comparing
nonlinear models (it is standard for multiple linear regression), and we suggest
that you use the extra-sum-of-square F testlz:l or comparing AICc[:l instead. If
you do compare models by comparing adjusted R?, make sure that identical
data, weighted identically, are used for all fits.

Adjusted R? in linear regression

Prism doesn't report the adjusted R? with linear regression, but you can fit a
straight line with nonlinear regression.

If X and Y are not linearly related at all, the best fit slope is expected to be 0.0.
If you analyzed many randomly selected samples, half the samples would have
a slope that is positive and half the samples would have a negative slope. But
in all these cases, R? would be positive (or zero). R? can never be negative
(unless you constrain the slope or intercept so it is forced to fit worse than a
horizontal line). In contrast, the adjusted R? can be negative. If you analyzed
many randomly selected samples, you'd expect the adjusted R? to be positive
in half the samples and negative in the other half.

Here is a simple way to think about the distinction. The R? quantifies the linear
relationship in the sample of data you are analyzing. Even if there is no
underlying relationship, there almost certainly is some relationship in that
sample. The adjusted R? is smaller than R? and is your best estimate of the
degree of relationship in the underlying population.

2.6.3 Analysis checklists: Nonlinear regression

To understand your results, review the appropriate analysis
checklist, depending on your experimental goal.

e Analysis checklist: Fitting a model/zs]

e Analysis checklist: Comparing nonlinear fits[z]

e Analysis checklist: Interpolating from a
standard curvel.
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2.6.3.1

Analysis checklist: Fitting a model
Your approach in evaluating nonlinear regression depends on your goal.

In many cases, your goal is to create a standard curve from which to
interpolate unknown values. We've created a different checklist[ .z for this
purpose.

More often, your goal is to determine the best-fit values of the model. If that is
your goal, here are some questions to ask yourself as you evaluate the fit:

Curve

v Does the graph look sensible?

Your first step should be to inspect a graph of the data with superimposed
curve. Most problems can be spotted that way.

v Does the runs or replicate test tell you that the curve deviates
systematically from the data?

The runsl: and replicates[" tests are used to determine whether the curve
follows the trend of your data. The runs test is used when you have single Y
values at each X. It asks if data points are clustered on either side of the curve
rather than being randomly scattered above and below the curve. The
replicates test is used when you have replicate Y values at each X. It asks if the
points are 'too far' from the curve compared to the scatter among replicates.

If either the runs test or the replicates test yields a low P value, you can
conclude that the curve doesn't really describe the data very well. You may
have picked the wrong model, or applied invalid constraints.

Parameters

‘/Are the best-fit parameter values plausible?

When evaluating the parameter values reported by nonlinear regression, check
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that the results are scientifically plausible. Prism doesn't 'know' what the
parameters mean, so can report best-fit values of the parameters that make
no scientific sense. For example, make sure that parameters don't have
impossible values (rate constants simply cannot be negative). Check that EC50
values are within the range of your data. Check that maximum plateaus aren't
too much higher than your highest data point.

If the best-fit values are not scientifically sensible, then the results won't be
useful. Consider constraining the parameters to a sensible range, and trying
again.

v How precise are the best-fit parameter values?

You don't just want to know what the best-fit value is for each parameter. You
also want to know how certain that value is. Therefore an essential part of
evaluating results from nonlinear regression is to inspect the 95% confidence
intervals for each parameter.

If all the assumptions of nonlinear regression are true, there is a 95% chance
that the interval contains the true value of the parameter. If the confidence
interval is reasonably narrow, you've accomplished what you wanted to do -
found the best fit value of the parameter with reasonable certainty. If the
confidence interval is really wide, then you've got a problem. The parameter
could have a wide range of values. You haven't nailed it down. How wide is 'too
wide' depends on the scientific context of your work.

‘/Are the confidence bands 'too wide'?

Confidence bands visually show you how precisely the parameters have been
determined. Choose to plot confidence bands by checking an option on the Fit
tab of the nonlinear regression dialog. If all the assumptions of nonlinear
regression have been met, then there is a 95% chance that the true curve falls
between these bands. This gives you a visual sense of how well your data
define the model.

Residuals

v Does the residual plot look good?

A residual plot shows the relationship between the X values of your data and
the distance of the point from the curve (the residuals). If the assumptions of
the regression are met, the residual plot[.s should look bland, with no trends
apparent.
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v Does the scatter of points around the best-fit curve follow a Gaussian
distribution?

Least squares regression is based on the assumption that the scatter of points
around the curve follows a Gaussian distribution. Prism offers three normality
tests (in the Diagnostics tab) that can test this assumption (we recommend the
D'Agostino test). If the P value for a normality test is low, you conclude that
the scatter is not Gaussian.

‘/Could outliers be impacting your results?

The presence of one or a few outliers (points much further from the curve than
the rest) can overwhelm the least-squares calculations and lead to misleading
results.

You can spot outliers by examining a graph (so long as you plot individual
replicates, and not mean and error bar). But outliers can also be detected
automatically. GraphPad has developed a new method for identifying outliers
we call the ROUT method. Check the option on the diagnostics tab to count the
outliers, but leave them in the calculations. Or check the option on the Fit tab to
exclude outliers from the calculations.

Models

‘/Would another model be more appropriate?

Nonlinear regression finds parameters that make a model fit the data as closely
as possible (given some assumptions). It does not automatically ask whether
another model might work better.

Even though a model fits your data well, it may not be the best, or most
correct, model. You should always be alert to the possibility that a different
model might work better. In some cases, you can't distinguish between models
without collecting data over a wider range of X. In other cases, you would need
to collect data under different experimental conditions. This is how science
moves forward. You consider alternative explanations (models) for your data,
and then design experiments to distinguish between them.

‘/If you chose to share parameters among data sets, are those
datasets expressed in the same units?

Global nonlinear regression (any fit where one or more parameter is shared
among data sets) minimizes the sum (over all datasets) of the sum (over all
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data points) of the squared distance between data point and curve. This only
makes sense if the Y values for all the datasets are expressed in the same
units.

Goodness of fit

v Is the R? 'too low' compared to prior runs of this experiment?

While many people look at R? first, it really doesn't help you understand the
results very well. It only helps if you are repeating an experiment you have run
many times before. If so, then you know what value of R? to expect. If the R?2
is much lower than expected, something went wrong. One possibility is the
presence of outliers.

v Are the values of sum-of-squares and sy.x 'too low' compared to
prior runs of this experiment?

These values are related to the R2, and inspecting the results can only be useful
when you have done similar experiments in the past so know what values to
expect.

2.6.3.2 Analysis checklist: Comparing nonlinear fits
Approach to comparing models

Which model is 'best'? At first, the answer seems simple. The goal of nonlinear
regression is to minimize the sum-of-squares, so the model with the smaller
sum-of-squares clearly fits best. But that is too simple.

The model with fewer parameters almost always fits the data worse. When you
compare two models, the simpler model (with fewer parameters) will have a
higher sum-of-squares. When you compare datasets, the global fit will have a
higher sum-of-squares than the sum of the individual fits. And when you
compare fits with and without a parameter constrained to a particular value, will
have a higher sum-of-squares than a model where you don't constrain the
parameter.

Both the F test and the AIC method take into account both the difference in
goodness-of-fit but also the number of parameters. The question is whether
the decrease in sum of squares (moving from simpler to more complicated
model) is worth the 'cost' of having more parameters to fit. The F test and
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AICc methods|sl approach this question differently.

How Prism reports model comparison

Prism reports the results for the comparison at the top of the nonlinear

regression table of results. It clearly states the null and alternative hypotheses.
If you chose the F test, it reports the F ratio and P value. If you chose Akaike's
method, it reports the difference in AICc and the probability that each modelis

correct.
l E |
1 |Comparison of Fits
2 Mull hypothesis Faolynomial: First Order (straight line)
3 Alternative hypothesis Falynomial: Second Order (Y=A+ B*X + C*¥"2)
4 F value 0.0005
5 Conclusion (alpha = 0.05) Reject null hypothesis
6 Preferred model FPalynomial: Second Order (Y=A+ B*X + C*¥2)
7 F (DFn, DFd} 37.32{(1,7)

Finally, Prism reports the 'preferred' model. You should understand how Prism
decides which model is 'preferred' as you may 'prefer' the other model.

If you chose the extra sum-of-squares F test, then Prism computes a P value
that answers this question:

If the null hypothesis is really correct, in what fraction of experiments (the
size of yours) will the difference in sum-of-squares be as large as you
observed or larger?

In the Compare tab, you also tell Prism which P value to use as the cut off (the
default is 0.05). If the P value is lower than that value, Prism chooses the more
complicated model. Otherwise it chooses the simpler model.

If you chose Akaike's method, Prism chooses the model that is more likely to
be correct. But you should look at the two probabilities. If they are similar in
value, then the evidence is not persuasive and both models fit pretty well.

Analysis checklist for comparing models

‘/Was it possible to fit both models?

Before running the extra sum-of-squares F test or computing AICc values,
Prism first does some common sense comparisons. If Prism is unable to fit
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either model, or if either fit is ambiguous|l or perfect[.=), then Prism does not
compare models.

¥ Are both fits sensible?

Apply a reality check before accepting Prism's results. If one of the fits has
results that are scientifically invalid, then accept the other model regardless of
the results of the F test or AIC comparison.

For example, you would not want to accept a two-phase exponential model if
the magnitude of one of the phases is only a tiny fraction of the total response
(especially if you don't have many data points). And you wouldn't want to
accept a model if the half-life of one of the phases has a value much less than
your first time point or far beyond your last time point.

Analysis checklist for the preferred model

Before accepting the 'preferred' model, you should think about the same set of
questions as you would when only fitting one model. You can consult the
detailed checklist[ - or the abbreviated version below.

v How precise are the best-fit parameter values?
‘/Are the confidence bands 'too wide'?
v Does the residual plot look good?

v Does the scatter of points around the best-fit curve follow a Gaussian
distribution?

2.6.3.3 Analysis checklist: Interpolating from a standard curve
Your approach in evaluating nonlinear regression depends on your goal.

In many cases, your goal is to learn from the best-fit values. If that is your
goal, view a different checklist/zs.

If your goal is to create a standard curve from which to interpolate unknown
values, your approach depends on whether this is a new or established assay.
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Established assay

If the assay is well established, then you know you are fitting the right model
and know what kind of results to expect. In this case, evaluating a fit is pretty
easy.

v Does the curve go near the points?

v Is the R2 'too low' compared to prior runs of this assay?

If so, look for outliers, or use Prism's automatic outlier detection.

‘/ Are the confidence bands too wide?

The confidence bands[: let you see how accurate interpolations will be, so we
suggest always plotting prediction bands when your goal is to interpolate from
the curve. If your are running an established assay, you know how wide you
expect the prediction bands to be.

New assay

With a new assay, you also have to wonder about whether you picked an
appropriate model.

v Does the curve go near the points?

Look at the graph. Does it look like the curve goes near the points.

v Are the prediction bands too wide?

How wide is too wide? The prediction bands show you how precise
interpolations will be. Draw a horizontal line somewhere along the curve, and
look at the two places where that line intercepts the prediction bands. This will
be the confidence interval for the interpolation.

v Does the scatter of points around the best-fit curve follow a Gaussian
distribution?

Least squares regression is based on the assumption that the scatter of points
around the curve follows a Gaussian distribution. Prism offers three normality
tests (in the Diagnostics tab) that can test this assumption (we recommend the
D'Agostino test). If the P value for a normality test is low, you conclude that
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the scatter is not Gaussian.

‘/Could outliers be impacting your results?

Nonlinear regression is based on the assumption that the scatter of data
around the ideal curve follows a Gaussian distribution. This assumption leads to
the goal of minimizing the sum of squares of distances of the curve from the
points. The presence of one or a few outliers (points much further from the
curve than the rest) can overwhelm the least-squares calculations and lead to
misleading results.

You can spot outliers by examining a graph (so long as you plot individual
replicates, and not mean and error bar). But outliers can also be detected
automatically. GraphPad has developed a new method for identifying outliers
we call the ROUT method. check the option on the diagnostics tab to count the
outliers, but leave them in the calculations. Or check the option on the Fit tab to
exclude outliers from the calculations.

v Does the curve deviate systematically from the data?

If either the runs test or the replicates test yields a low P value, then you can
conclude that the curve doesn't really describe the data very well. You may
have picked the wrong model.

2.6.4 Error messages from nonlinear regression

When Prism hits a problem, it will present a very
brief message in the top row of the results
tables. Read the pages in this section to learn
what these messages mean.

"Bad initial values"[zs

"Interrupted"[

"Not converged"|:)

"Ambiguous" [

"Hit constraint"[z

"Don't fit"[.]
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"Too few points"[-]

"Perfect fit"[:

"Impossible weights"[:x

"Equation not defined"|:!

2.6.4.1 "Bad initial values"
What does "bad initial values" mean?

Nonlinear regression works iteratively. Prism starts with initial estimated values
for each parameter. It then gradually adjusts these until it converges on the
best fit. In rare circumstances, Prism cannot compute a curve based on the
initial values you entered. When it tries, it encounters a math problem such as
division by zero or taking the logarithm of a negative humber. In this case,
Prism does not report any results and instead reports "bad initial values".

Checklist
v Did you enter or choose the right equation?
v Did you enter sensible values for initial values?

‘/Is the range of X values invalid? Focus on the first and last X value (and on
X=0 if included in the range). Can the equation be evaluated at those X values
with the initial values you entered?

2.6.4.2 "Interrupted"”
What does ‘'interrupted' mean?
Prism reports 'interrupted' in two situations:

e Nonlinear regression takes more iterations than the maximum entered on
the diagnostics tab (the default is 1000).

e The fit was slow, and you clicked "Interrupt" on the progress dialog.
Checklist

If the maximum number of iterations was set to a low value, set it to a higher

© 1995-2014 GraphPad Software, Inc.



CURVE FITTING WITH PRISM 6 227

value and try again. If you have lots of data points and lots of parameters,
nonlinear regression can sometimes require hundreds of iterations.

If the maximum number of iterations was already set to a high value, you can

try a still higher value, but most likely Prism is still not going to be able to find a
best-fit curve. Things to check:

‘/Did you enter the right model?

‘/Does the curve defined by your initial values come near your data? Check
the option on the diagnostics tab [:=to plot that curve.

‘/If you entered constraints, were they entered correctly?

‘/If you didn't enter any constraints, consider whether you can constrain
one or more parameters to a constant value? For example, in a dose-
response curve can you constrain the bottom plateau to be zero?

‘/Can you share a parameter over all the data sets (global fitting)?
2.6.4.3 "Not converged"
What does "not converged” mean?

Nonlinear regression works iteratively. Prism starts with initial estimated values
for each parameter. It then gradually adjusts these until it converges on the
best fit. "Converged" means that any small change in parameter values creates
a curve that fits worse (higher sum-of-squares). But in some cases, it simply
can't converge on a best fit, and gives up with the message 'not converged'.
This happens in two situations:

e The model simply doesn't fit the data very well. Perhaps you picked the
wrong model, or applied the wrong constraints.

e The initial values generated a curve that didn't come close to the points. In
that case, Prism may not be able to figure out how to change the
parameters to make the curve fit well.

Checklist

‘/Did you enter the right model?
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2.6.4.4

‘/Does the curve defined by your initial values come near your data? Check
the option on the diagnostics tabls to plot that curve.

‘/If you entered constraints, were they entered correctly?

‘/If you didn't enter any constraints, consider whether you can constrain
one or more parameters to a constant value? For example, in a dose-
response curve can you constrain the bottom plateau to be zero?

‘/Can you share a parameter over all the data sets (global fitting)?

"Ambiguous"

What does "ambiguous" mean?

"Ambiguous" is a term coined by GraphPad to describe a fit that doesn't really
nail down the values of all the parameters.

Changing the value of any parameter will always move the curve further from
the data and increase the sum-of-squares. But when the fit is 'ambiguous’,
changing other parameters can move the curve so it is near the data again. In
other words, many combinations of parameter values lead to curves that fit
equally well.

Prism puts the word 'ambiguous' in the top row of results. For the parameters
that are 'ambiguous' (there may be one or several), Prism puts '~' before the
best fit values and standard errors, and reports "very wide" for the
corresponding confidence intervals.

If you check the option in the diagnostics tab to report dependency, the value
will be >0.9999 for all the 'ambiguous' parameters (that is how we define
‘ambiguous’; the threshold value is arbitrary).

If the fit is 'ambiguous' you really can't interpret the best-fit values of some
parameters.

Does it matter?

If your goal is to interpolate unknowns from a standard curve, you won't care
that the parameter values are 'ambiguous'. So long as the curve goes through
the points, and doesn't wiggle too much, the interpolations will be useful.

If your goal is to learn about your data by inspecting the values of the
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parameters, then you've got a real problem. At least one of the parameters
has a best-fit value that you should not rely upon.

But the R? is really high...

In many cases, the R? will be really high, maybe 0.99. That just means that the
curve comes close to the data points. It doesn't mean the data define all the
parameters. If the fit is 'ambiguous', you can get an equally well-fitting curve
with a different set of values of the parameters.

Reasons for ambiguous fits

Data not collected over awide enough range of X values

lzgiConc) Rezponze
2.0 397.3
-T2 287.5
2000- -7.0 754.2
£5 363.1
£.0 15805
2000 -5.5 2807 .1
=
=
=
1000+
[
0-
L) L) L] "
-8 -7 -8 -5

log(Conc)

The data above show a fit of a dose-response curve to a set of data that don't
define a top plateau. Since the top plateau was not constrained to a constant
value, Prism reports the fit to be ambiguous.
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Model too complicated for the data

6000+

4000+

2000+

Response

8 8 7 -6 5 -4 -3
log(Conc)

The data above fit fine to a standard dose-response curve. But if you try to fit it
to a biphasic dose-response curve, Prism reports that the results are
ambiguous. The data follow a standard dose-response model just fine, with no
evidence of a second component. So fitting to a biphasic model -- with two
EC50 values -- is ambiguous.

Model has redundant parameters

The simplest example would be fitting this model: Y= A + B + C*X. This model
describes a straight line with a slope equal to C and a Y intercept equal to the
sum of A and B. But there is nothing in the data to fit A and B individually. There
are an infinite number of pairs of values of A and B that lead to the same sum,
so the same Y intercept. If Prism attempts to fit this model, it will conclude that
the fit is ambiguous.

Prism cannot tell the difference between this case and the previous one. But the
two cases are distinct. The model in this example has redundant parameters. It
doesn't matter what the data look like, or how many data points you collect,
fitting this model will always result in 'ambiguous' results, because two of the
parameters are intertwined. In the previous example, the fit was ambiguous
with the example data set, but would not have been ambiguous with other data
sets.

Checklist

‘/Can you constrain any parameters to a constant value?
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‘/Can you share one or more parameters among datasets?
‘/Can you collect more data points, perhaps over a wider range of X values?

‘/If your model has two phases or components, consider switching to a one
phase or component model.

2.6.4.5 "Hit constraint"
What does "hit constraint" mean?

Prism reports "Hit constraint" when the best-fit value of one or more
parameters is right at the limit of a constraint.

When a fit hits a constraint, the results are unlikely to provide useful
information. If you had a solid reason to constrain a parameter within a range
of values, it ought to end up in that range. If the fit hit the constraint limit, that
means the true best-fit value is some value forbidden by the constraint.

Prism does not compute confidence and prediction bands when a parameter hit
a constraint. The best-fit values are not a local minimum, so any attempt to
compute confidence or prediction bands would give misleading results. Prism
does compute the confidence intervals for the other parameters (the ones that
didn't hit a constraint) but these need to be viewed with caution.

When a fit ends up hitting a constraint, it is likely that you set the constraint
incorrectly. So the first thing to do is make sure the constraint is sensible and
correctly entered. For example, if you mistakenly set a constraint that a rate
constant K must be less than or equal to zero, Prism's nonlinear regression
might converge with the best-fit value equalling zero and report that you hit the
constraint. Fix the constrain to be greater than or equal to zero, and the fit will
work fine.

Another possibility is to change the constraint from an inequality (Bottom>0) to
a constant constraint (Bottom=0). You'll get the same parameter values, but

difference confidence intervals, and you can get confidence and prediction
bands.

Checklist

v Did you enter the constraint correctly? Did you mix up "<" and ">".
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v Did you enter the model correctly?

\/Are you asking Prism to do the impossible -- too many parameters for your
data?

‘/If your model has two phases or components, consider switching to a one
phase or component model.

2.6.4.6 "Don't fit"

The top of the Diagnostics tab offers the choice to plot the curve defined by the
initial values of the parameters.

Parameters: Nonlinear Regression

Fit | Coempae | Corhiain | Weights | Initial vales | Rangs | Output | Disgnostcs

Do the initial paramater valuss define a curve near the data?
(%) Doont it the cuive, Instesd plot the curve delined by the irilial values of the parametsr:
() Fit the curve, Wasdmim rumber of ibestions

o TP VNPT ~ g T St T o o

- R

When you make this choice, the top of the results will show "Don't fit".

This is a very useful option to use when diagnosing problem fits. But you won't
learn anything by looking at the results page. Instead, look at the graph. If the
curve goes near the points, then the initial values are OK. If the curve is far
from the points, or follows a different shape altogether, then you know that
there is a problem with the choice of model or initial values.

If you checked this option by mistake, go back to the Diagnostics tab and
check the alternative choice ("Fit the curve.").

2.6.4.7 "Too few points"

Regression requires at least as many data points as parameters. So if you fit a
dose-response model with four parameters (Bottom, Top, logeC50, and
HillSlope), you must have four or more points or Prism will simply report "too
few points".

Having as many points as parameters is the bare minimum. Prism will try to fit
the model, and will report a perfect fit.2, and so not be able to report standard
errors or confidence intervals. If there are only a few more points that
parameters, Prism is likely to end up with an ambiguous/z=l or not converged| !
fit.
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2.6.4.8

2.6.4.9

"Perfect fit"

Prism reports "perfect fit' when the curve goes through every point. The sum-
of-squares is 0.0, and R? is 1.00.

If you are testing nonlinear regression with made up values, add some random
scatter to make a better example.

If you are fitting actual data, and the fit is perfect, you either got very lucky or
have very few data points. It is not possible to compute the standard errors
and confidence intervals of the parameters when the fit is perfect, nor is it
possible to compare models.

"Impossible weights"

Prism reports "Impossible weighting" when weighting would lead to division by
zero for one or more point. This can happen when you choose to weight by the
reciprocal of Y, and the Y value of the curve equals zero at some X values.
Since division by zero is impossible, Prism reports "Impossible weighting". Go to
the weights tab and choose a different weighting method|:l.

Prism also reports "impossible weights" when the Y value of the curve is
negative for some values of X. If you weight by 1/Y, this would mean the
weights would be negative. If you weight by 1/Y2, the weights would all be
positive, but points with Y near zero would get lots of weight, and points with Y
values far from zero (in either direction) would get low weights, and this
doesn't really make sense.

2.6.4.10 "Equation not defined"

When you enter a user-defined equation, you can write a
different model for different data setsl:. If no model is defined
for certain data sets, the message "Equation not defined" will
appear in the results for that data set, with no other results.

e "Bad initial values"[-

e "Interrupted"[)

e "Not converged"[.]

e "Ambiguous" [l

e "Hit constraint"[
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e "Don't fit"[z

e "Too few points"[=2

e "Perfect fit" [z

e "Impossible weights"[==l

e "Equation not defined"[l

2.6.4.11 "Can't calculate"

If you ask Prism to use either the F test or the AICc method to compare two
models, it will report "Can't calculate" if the two models have the same number
of parameters. This means it can't calculate the comparison between fits, not
that it can't fit the two models to the data.

Both these methods to compare models only make sense when the models
being compared have different numbers of parameters, and so have different
numbers of degrees of freedom. These methods are alternative methods of
dealing with the tradeoff between how well the model fits and how complicated
it is (assessed by the number of parameters).

If you want to compare two models with the same number of parameters,
there is no need to use either the F test or AIC. Simply choose the model that
fits the data the best with the smallest sum-of-squares.

2.7 Models (equations) built-in to Prism

To use nonlinear regression, you need to choose a model. In
many cases, especially if you are fitting pharmacological or
physiological data, you can choose one of Prism's built-in
models described here.

e Dose-response - Key concepts|z

e Dose-response - Stimulation[s

e Dose-response - Inhibition[z

e Dose-response -- Speciall ]

e Receptor binding - Key concepts|s!

© 1995-2014 GraphPad Software, Inc.



CURVE FITTING WITH PRISM 6 235

e Receptor binding - Saturation binding|z:

e Receptor binding - Competitive binding[s

e Receptor binding - Kinetics|

e Enzyme kinetics -- Key concepts/=

e Enzyme kinetics - Subtrate vs. velocity/=

e Enzyme kinetics -- Inhibition/s«!

e Exponentiallss

e Lines|sno

e Polynomialls

e Gaussian|e]
e Sine waves||

e Classic equations from prior versions of Prism| s

2.7.1 Dose-response - Key concepts

2.7.1.1 What are dose-response curves?
What are dose-response curves?

Dose-response curves can be used to plot the results of many kinds of
experiments. The X axis plots concentration of a drug or hormone. The Y axis
plots response, which could be almost any measure of biological function.

The term “dose” is often used loosely. In its strictest sense, the term only
applies to experiments performed with animals or people, where you administer
various doses of drug. You don't know the actual concentration of drug at its
site of action—you only know the total dose that you administered. However,
the term “dose-response curve” is also used more loosely to describe in vitro
experiments where you apply known concentrations of drugs. The term
“concentration-response curve” is a more precise label for the results of these
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types of experiments. The term “dose-response curve” is occasionally used
even more loosely to refer to experiments where you vary levels of some
other variable, such as temperature or voltage.

X values are logarithm of doses or concentrations

Dose-response experiments typically use around 5-10 doses of agonist, equally
spaced on a logarithmic scale. For example, doses might be 1, 3, 10, 30, 100,
300, 1000, 3000, and 10000 nM. When converted to logarithms (and rounded
a bit), these values are equally spaced: 0.0, 0.5, 1.0, 1.5, 2.0, 2.5, 3.0, 3.5,
and 4.0.

If you entered concentrations, instead of the logarithm of concentrations, you
can perform the transformation with Prism|z:.

Y values are responses

In a dose-response curve, the Y values are responses. For example, the
response might be enzyme activity, accumulation of an intracellular second
messenger, membrane potential, secretion of a hormone, change in heart rate,
or contraction of a muscle.

You can transform the Y values to new units by multiplying or dividing by a
constant. Use Prism's Transform analysis for this. Transforming to new units will
not fundamentally change the results of a curve fit.

In some cases, the transform from experimentally observed units to practical
units is nonlinear. For example, a nonlinear transform is needed to convert the
ratio of two fluorescence values to concentrations of Ca++. Which Y values
should be used when fitting a dose-response curve? Nonlinear regression
assumes that all scatter around the curve is Gaussian, so you want to use
whatever units make that assumption most true. In many cases, this may be
hard to know.

2.7.1.2 The EC50

What is the EC50?

The EC50 is defined quite simply as the concentration of agonist that provokes
a response halfway between the baseline (Bottom) and maximum response
(Top). It is impossible to define the EC50 until you first define the baseline and
maximum response.

Depending on how you have normalized your data, the EC50 may not be the
same as the concentration that provokes a response of Y=50. For instance, in
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the example below, the data are normalized to percentage of maximum
response, without subtracting a baseline. The baseline is about 20%, and the
maximum is 100%, so the EC50 is the concentration of agonist that evokes a
response of about 60% (halfway between 20% and 100%). The concentration
that provokes a response of 50 in this experiment is not the EC50.

1004

ﬂ
q

a1
T

Response
Percent of Control
1

{ ECso
0- aﬁ
10° 10%® 107 10°% 105 10+ 10
[Agonist, M]

Don't over interpret the EC50. It is simply the concentration of agonist required
to provoke a response halfway between the baseline and maximum responses.
Because the EC50 defines the location of the dose-response curve for a
particular drug, it is the most commonly used measure of an agonist’s potency.
However, the EC50 is usually not the same as the Kd for the binding of agonist
to its receptor -- it is not a direct measure of drug affinity.

The pEC50

The pEC50 is defined as the negative logarithm of the EC50. If the EC50 equals
1 micromolar (10-¢ molar), the log EC50 is -6 and the pEC50 is 6. There is no
particular advantage to expressing potency this way, but it is customary in
some fields.

The IC50

In many experiments, you vary the concentration of an inhibitor. With more
inhibitor, the response decreases, so the dose-response curve goes downhill.
With such experiments, the midpoint is often called the IC50 ("I" for inhibition)
rather than the EC50 ("E" for effective). This is purely a difference in which
abbreviation is used, with no fundamental difference.

ECanything

A simple rearrangement of the equation lets you fit EC80 (or EC90 or
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ECanything) instead of the EC50. Prism includes an equation[«! that fits any EC
value directly.

Response

EC80
log [agonist]

2.7.1.3 Confidence intervals of the EC50

The 95% confidence interval of the EC50 is not symmetrical

2000+

Best-fit values
BOTTOM 351.9
TOP 1481
3 LOGEC50 -6.059
g EC50 8.7250e-007
% 1000+ Std. Error
(] BOTTOM 101.4
& TOP 99.29
LOGEC50 0.2717
95% Confidence Intervals
BOTTOM 128.7 to 575.1
0 TOP 1263 to 1700
LOGEC50 -6.657 to -5.461
9 8 7 6 5 a4 3 EC50 2.2020e-007 to 3.4570e-006

log[Dose]

The sample data above were fit to a dose-response curve with a Hill slope of 1.
The best-fit value for logeC50 is -6.059. Converting to the EC50 is no problem
- simply take the antilog, which is 0.87 mM.

The standard error of the logeC50 is 0.2717. It is used to calculate a 95%
confidence interval, which ranges from -6.657 to -5.461. Take the antilog of
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both of those limits to express that confidence interval on a concentration scale
-- from 0.22 to 3.46 mM. This is the interval that Prism presents. Note that it
is not centered on the best-fit value (0.87 mM). Switching from linear to log
scale converted the symmetrical confidence interval into an asymmetrical
interval.

Keep in mind the fundamentals of a logarithmic axis. A distance along a log axis
does not represent a consistent distance along a linear (standard) axis. For
example, increasing the logeC50 1 unit from -9 to -8 increases the EC50 9nM
(assuming the X values were entered as log Molar), while increasing the
logeC50 1 unit from -3 to -2 increases the EC50 by 9 mM, which equals
9,000,000 nM.

If you fit the same data to an equation describing a dose-response curve in
terms of the EC50 rather than the logeC50, the EC50 remains 0.87 mM. But
now Prism computes the SE of the EC50 (0.5459 mM), and uses this to
compute the 95% confidence interval of the EC50, which ranges from -0.3290
to +2.074 mM. Note that the lower limit of the confidence interval is negative!
Since the EC50 is a concentration, negative values are nonsense. Even setting
aside the negative portion of the confidence interval, it includes all values from
zero on up, which isn't terribly useful.

The problem is that the uncertainty of the EC50 really isn't symmetrical,
especially when you space your doses equally on a log scale. It only makes
sense to compute the 95% CI of the logeC50, and then transform both
confidence limits to a concentration scale, knowing that the confidence interval
will not be symmetrical on the concentration scale.

Do not transform the standard error of the logeC50

When some people see the SE of the logeC50, they are tempted to convert
this to the standard error of the EC50 by taking the antilog. This is invalid.

In the example, the SE of the logeC50 is 0.2717. The antilog of 0.2717 equals
1.869. This value is not the SE of the EC50 and is really not a value that is
helpful to compute.

Averaging the EC50 from several experiments

The uncertainty is symmetrical when you express the midpoint of a dose-
response curve as a logeC50, but is far from symmetrical (often) when you
express it as the EC50. When pooling several experiments, therefore, it is best
to average the logeC50 values, which will give a different result than averaging
the EC50 values.
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2.7.1.4 Hill slope
The usual steepness of a dose-response curve

Many dose-response curves follow the shape of a receptor binding curve. As
shown below, 81 times more agonist is needed to achieve 90% response than
a 10% response.

100%
90%

Percent Response

10%
0%

>
81 fold
Log[Agonist]

Since the linkage between agonist binding and response can be very complex,
any shape is possible. It seems surprising, therefore, that so many dose-
response curves have shapes almost identical to receptor binding curves, even
when we know there are multiple steps between binding and measured
response. It turns out that no matter how many steps intervene between
agonist binding and response, the dose-response curve will have the usual
steepness so long as each messenger binds to a single binding site according to
the law of mass action.

The slope factor or Hill slope

Some dose-response curves are steeper or shallower than the standard curve.
The steepness is quantified by the Hill slope, also called a slope factor. A dose-
response curve with a standard slope has a Hill slope of 1.0. A steeper curve
has a higher slope factor, and a shallower curve has a lower slope factor.
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If you use a single concentration of agonist and varying concentrations of
antagonist, the curve goes downhill and the slope factor is negative. The
steeper the downhill slope, the more negative the Hill slope.

Standard slope or variable slope?

Because this standard slope is so common, Prism comes with equations with
the standard slope built in. The equations that don't have 'variable slope' in their
name assume the standard slope (1.0 for stimulation, -1.0 for inhibition).

Deciding whether to fit a model with a standard slope or a variable slope is not
easy.

If you have lots of data points (more than a dozen, perhaps lots more), then
you can fit the slope by picking a variable slope equation. If you have fewer
data points, and a standard system, it makes sense to choose an equation with
a standard slope.

2.7.1.5 Choosing a dose-response equation

To choose a dose-response model in Prism, you need to answer three
questions:

Stimulation or inhibition?
Prism offers one set of dose-response equations for stimulation and another

set for inhibition. The inhibitory equations are set up to run downhill. The only
difference is that the inhibitory equations fit the IC50 ("I" for inhibition) while the
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stimulation equations fit the EC50 ("E" for effective).

If the curve goes up hill, choose from the set of stimulation equations. If the
curve goes down hill, choose from the set of inhibition equations.

Standard slope or variable slope?

A huge variety of dose-response curves follow the same steepness as receptor
binding, so have a Hill slope[.« of 1.00 (for stimulation) or -1.00 (for inhibition).
Because this standard slope is so common, Prism comes with equations with
the standard slope built in. The equations that don't have 'variable slope' in their
name assume the standard slope.

If you have lots of data points (more than a dozen, perhaps lots more), then
you can fit the slope by picking a variable slope equation. If you have fewer
data points, and a standard system, it makes sense to choose an equation with
a standard slope.

Normalized or not?

If your data have been normalized so the curve runs from Y= 0 to Y=100, you
may wish to choose a normalized model. These models don't fit the bottom
and top plateaus, but rather force the bottom plateau to equal 0 and the top
plateau to equal 100. Only choose a 'normalized response' equation when you
have determined the values that define 0 and 100 very precisely. Just because
the data have been normalizeddoesn't mean to have to constrain the curve in

that way. [zl

Special dose-response models
Prism has a set of special models used for special dose-response situations:

Asymmetrical (five parameter)/zs

Biphasic dose-responsel s

Bell-shaped dose-response[n

Operational model - Depletion/:|

Operational model - Partial agonist/ 2

Gaddum/Schild EC50 shift[-
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Allosteric EC50 shift]zs)

ECanythinglz=

2.7.1.6 Pros and cons of normalizing the data

The dose-response model has four parameters: the bottom plateau, the top
plateau, the EC50, and the slope factor (which is often constrained to a
standard value).

The main goal of fitting the dose-response curve in many situations is to
determine the best-fit value of the EC50, which is the concentration that
provokes a response halfway between the top and bottom plateaus. If those
plateaus are not well defined, the EC50 will be very uncertain. Think of it this
way: If you have not defined "100" and "0" very precisely, you also have not
defined "50" precisely, and therefore cannot determine the EC50 precisely.

One way to solve the problem is to constrain the Top or Bottom, or both, to
control values. Another alternative is to normalize your data so responses run
from 0 to 100, and then choose a "normalized response" model. These models
don't fit the bottom and top plateaus, but rather force the bottom plateau to
equal 0 and the top plateau to equal 100. Only choose a 'normalized response’
equation when you have determined the values that define 0 and 100 very
precisely.

Prism makes it easy to normalize the data so the values run from 0% to 100%
. Simply click Analyze, choose the Normalize analysis., and define how 0% and
100% are defined. When fitting a dose-response curve, you can fit either the
raw data or normalized data.

Notes:

e It is not necessary to normalize before fitting dose-response data. In many
cases, it is better to show the actual data.

e You can only plot several different dose-response curves on one graph using
one axis when they are comparable. If the different experiments measured
different variables, normalizing puts them into comparable units. This can be
useful.

e Whether or not you choose to normalize your data, you still need to choose
how to fit the data. Do you want Prism to find best-fit values for the Top and
Bottom plateaus? Or do you want those plateaus to be determined by control
data?
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¢ If you normalize your data, you can choose one of the normalized dose-
response equations. These constrain the the curve to run from 0% to 100%.
This kind of constraint only makes sense, when 0% and 100% are defined by
good control data. If the definitions of 0% and 100% are ambiguous, then so
is the definition of "50%", and thus the EC50 is also ambiguous.

¢ Just because you chose to normalize your data doesn't mean you must

constrain the curve to run from 0 to 100%. You may prefer to have Prism fit
those two plateaus.

e If you don't normalize your data, you can use the Constrain tab to fix Top
and Bottom to values determined from control experiments. So the decision
to constrain Top and Bottom is quite distinct from the decision to normalize
your data before fitting.

e It is possible, and can be reasonable, to fix one of those parameters (Top or
Bottom) to a constant value but not the other.

« If you normalize, don't also choose to differentially weight the datal ss\.

2.7.1.7 Converting concentration to log(concentration)
Transforming X values with Prism

All the dose-response equations built-in to Prism expect the X values to be the
logarithm of dose or concentration.

If you entered actual doses or concentrations, instead of their logarithms, use
Prism to transform the X values.

1.From the data table, click Analyze and then choose Transform, which is the
very first analysis listed on the Analyze dialog.

2.0n the Transform dialog, check the option to transform X, and choose
X=log(X) .At the bottom of the dialog, check the option: Create a new
graph of the results.

© 1995-2014 GraphPad Software, Inc.



CURVE FITTING WITH PRISM 6

Parzmeters: Teansforni

Funetion List
{=) Starwdaid funchion:
{0 Phasmnscology sd biacheristty transfoms
) User-delined  funchions
) Uzer-defined v funclions

l [=] Transtoim values using | =Legi<) ol ¢ ,

T ——

‘wiher & i irnpeossible 1o bandcm 5 50 o SEM

Repheates

New graph
Creste 3 new graph of the ieslts

@

3. Go to the newly created graph.

245

4 .Click Analyze, choose nonlinear regression, and then choose the dose-

response curve.

2.7.1.8 The term "logistic"

The terms logistic has three meanings which have little relationship to each

other (1).

Meaning 1: Logistic population growth

The term "logistic" was first invented in the nineteenth century to describe
population growth curves. The idea is pretty simple. Population growth is

limited, so can't ever exceed some value we'll call Nmax. The rate of change of
population at any time t is proportional to the humber of individuals alive at that
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time (Nt). But population growth slows down as it reaches the maximum, so is
also proportional to (Nmax - Nt). So the rate of change of population is
proportional to Nt(Nmax - Nt).

Integrate that differential equation, and the result is called a logistic equation. It
defines a sigmoidal shaped curve that defines the population at any time. The
model has three parameters: the starting population, the maximum population,
and the time it takes to reach half-maximal. Sometimes it is modified to add a
fourth parameter to define the steepness of the curve.

Population

Time

This curve was used by demographers in the past, but actually doesn't do a
very good job of describing the growth of human populations. It is still used to
model the growth of tumors, and to model the fraction of a population that
uses a new product (like a mobile phone).

This model is also used for autocatalytic reactions, where the product of the
reaction is also a catalyst for that reaction. With this kind of reaction, the rate
of product accumulation is proportional to the concentration of product already
produced times the concentration of remaining substrate. This has the same
mathematical form as the population growth model. The graph is identical to
the one above, except the Y-axis would be the concentration of the product
produced by the enzyme reaction (instead of population).

Meaning 2: "Logistic" dose-response curves

Bindslev reviews the history of the many equations used to describe dose
response curves(2). A common equation, based on work by Hill, defines a
response as a function of the minimum response, the maximum response, the
concentration required to evoke a response half-way between the minimum
and maximum (the EC50), and a parameter that describes how steep the
curve is. In Prism, this equation is called the log(agonist) vs response curve --
Variable slope (four parameters).
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Response

log(Dose)

Response at any dose is defined by an equation with four parameters:
minimum response, maximum response, the log(EC50), and the slope factor
(also called the Hill slope). Surprisingly, this equation has the same
mathematical form as the logistic equation describing population growth, even
though the two uses are entirely different. For this reason, the dose-response
equation is sometimes called a "logistic" equation. Since there are four
parameters, it is sometimes called the four parameter logistic equation,
abbreviated 4PL.

This dose-response model describes many systems, but it is purely empirical. It
does not correspond to any molecular model (except, perhaps, when the Hill
slope is an integer).

Note the huge differences between the use of a logistic equation to describe
population growth, and its use to describe dose-response curves.

e The X axis of the population growth curve curve is time. The X axis of the
dose-response curve is the logarithm of dose or concentration.

e The equation for population growth comes from theory. The equation for
dose-response relationships is empirical.

¢ Despite its name, no logarithms are used in the logistic equation for
population growth. The X axis of the logistic dose-response curve is the
logarithm of dose or concentration.

Meaning 3: Logistic regression

The third use of the word /ogistic, completely unrelated to the other two uses,
is logistic regression. This is a multiple regression method used when the
outcome (dependent variable) has two possible outcomes. The point of the
equation is to predict the probability, P, of an outcome from a set of
independent variables. To create a model that always predicts a value for P that
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is between 0 and 1 the logistic regression model actually predicts the natural
logarithm of the odds. The function that computes the natural logarithm of the
odds from a fraction is called the /ogit function (pronounced with a long O and a
soft G), so regression used to predict the logit of a probability from multiple
independent variables is called /ogistic regression.

References
1. 1.S. Cramer. The origins and development of the logit model. Chapter 9 of

Logit models from economics and other fields, Cambridge University Press,
2003

2. N. Bindslev, Hill in Hell (pdf), Chapter 10 of Drug-Acceptor Interactions,
ISBN: 978-91-977071-0-7

2.7.1.9 50% of what? Relative vs absolute IC50.
IC50 can be ambiguous

50% of what? There can be more than one answer in some situations.
The concepts of IC50 is fundamental to pharmacology. The IC50 is the
concentration of an inhibitor where the response (or binding) is reduced by half.
Seems simple enough. But when you actually go to fit data to determine these
values, there are several complexities and ambiguities.
The rest of this article is about IC50 (I for inhibition, for downward sloping
dose-response curves). All the ideas can be applied to stimulatory curves and
EC50 (E for effective) as well. Just stand on your head when you view the
figures!.

The ideal situation

This figure shows an ideal situation:
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The green symbols show measurements made with controls. The ones on the
left (Blank) have no inhibitor, so define "100%". The ones on the right are in
the presence of a maximal concentration of a standard inhibitor, so define
"0%". The data of the experimental dose-response curve (red dots) extend all
the way between the two control values.

When fitting this curve, you need to decide how to fit the top plateau of the
curve. You have three choices:

e Fit the data only, ignoring the Blank control values.

e Average the Blank control values, and set the parameter Top to be a constant
value equal to the mean of the blanks.

e Enter the blank values as if they were part of the dose-response curve.
Simply enter a low dose, perhaps 10-10 or 10-11. You can't enter zero,
because zero is not defined on a log scale.

The results will be very similar with any of these methods, because the data
form a complete dose-response curve with a clear top plateau that is
indistinguishable from the blank. I prefer the third method, as it analyzes all the
data, but that is not a strong preference.

Similarly, there are three ways to deal with the bottom plateau: Fit the data
only, set Bottom to be a constant equal to the average of the NS controls,
and put the NS controls into the fit as if they were a very high concentration of
inhibitor.
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That is the ideal situation. There is no ambiguity about what IC50 means.

A potentially ambiguous situation

The graph below shows an unusual situation where the inhibition curve plateaus
well above the control values (NS) defined by a high concentration of a
standard drug. This leads to alternative definitions of IC50.
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Clearly, a single value cannot summarize such a curve. You'd need at least two
values, one to quantify the middle of the curve (the drug's potency) and one to
quantify how low it gets (the drug's maximum effect).

The graph above shows two definitions of the IC50.

The relative IC50 is by far the most common definition, and the adjective
relative is usually omitted. It is the concentration required to bring the curve
down to point half way between the top and bottom plateaus of the curve.
The NS values are totally ignored with this definition of IC50. This definition is
the one upon which classical pharmacological analysis of agonist and antagonist
interactions is based. With appropriate consideration of the biological system
and concentrations of interacting ligands, estimated Kd values can often be
derived from the IC50 value defined this way (not so for the "so-called absolute
IC50" mentioned below).

The concentration that provokes a response halfway between the Blank and
the NS value is sometimes called the absolute IC50, The horizontal dotted
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lines show how 100% and 0% are defined, which then defines 50%. This term
is not entirely standard. Since this value does not quantify the potency of a
drug, the authors of the International Union of Pharmacology Committee on
Receptor Nomenclature (1) think that the concept of absolute IC50 (and that
term) is not useful (R. Neubig, personal communication). I agree.

The concept (but not the term "absolute IC50") is used to quantify drugs that
slow cell growth. The abbreviation GI50 is used for what we call here the
absolute IC50. It is also used by the Environmental Protection Agency (EPA) in
evaluating endocrine disrupters (Appendix A). That document uses the term
IC50 to refer to the absolute IC50, and the term EC50 to refer to the relative
IC50. It doesn't use the terms relative and absolute.

If you really want to use the absolute IC50, the next page has instructions for
fitting a curve to find itfzsl.

Reference

1. R. R. Neubig et al. International Union of Pharmacology Committee on
Receptor Nomenclature and Drug Classification. XXXVIII. Update on terms and
symbols in quantitative pharmacology. Pharmacol Rev (2003) vol. 55 (4) pp.
597-606

Download the Prism file used to create all the graphs in this article.

2.7.1.10 Fitting the absolute 1C50
Fitting a dose-response curve to find the absolute IC50

The concept of an absolute IC50 is not standard, and many find it not to be
useful. But if you do, it is not hard to fit a curve to determine it. Appendix A of
this EPA document, give the needed equation (which I have generalized a bit,
so not require that the data already be normalized).

Fifty=(Top+Baseline)/2
Y= Bottom + (Top-Bottom/(1+10”((Logl C50-X)*Hi |l Sl ope + | og((Top-Bottom/

Note the distinction between the parameter Bottom and Baseline. Bottom is the
Y value of the bottom plateau of the curve itself. Baseline is the Y value that
defines 0% -- maximal inhibition by a standard drug. You'll definitely want to
constrain Baseline to be a constant value based on controls. You may also
want to constrain Top.

Download the Prism file that fits that equation to make the graph shown above.
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When fitting data to that equation, don't forget to constrain Baseline and Top to
appropriate values determined by controls. Additionally, this file contains
another graph where the data are already normalized to run from 0 to 100%.
These data are fit to a simpler equation where Baseline is set to equal zero, and
Top is set to equal 100. These are hard wired into the equation, so you don't
have to remember to constrain those two parameters to constant values.

An alternative approach for normalized data

Here is an alternative approach you can use if your data are normalized. It does
not require entering a user-defined equation.

1.Make sure that your data are normalized to some controls. That means the
response at the left end (low concentrations) is near 100%, and the
response at higher concentrations is above 0%. If the response plateaus at
0%, then an absolute and relative IC50 are the same, and you can just fit
the usual dose-response curve to find the IC50.

2.At the bottom of the data table, add a new row of data. Enter 50 into each Y
column. Leave X blank for this row.

3.Use nonlinear regression to fit the data to the log(inhibitor) vs. response
(variable slope) curve.

4.0n the first (fit) tab of the nonlinear regression dialog, check the option: "

Interpolate unknowns from standard curve." Of course, these data are not a

standard curve, and there are unknowns. But this option asks Prism to

interpolate the X value of the curve when Y=50.

5.0n the Constrain tab, consider constraining Top to have a constant value of
100. If you have used good controls to normalize your data, then you know
the top plateau of the curve has to be Y=100, so should tell Prism to use that
constraint.

6.The IC50 reported as part of the main results table will be the relative IC50.

7.Look on the additional results page of interpolated results to see the value of
X when Y=50. This is the absolute IC50.
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2.7.1.11 Incomplete dose-respone curves
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Any attempt to determine an IC50 by fitting a curve to the data in the graph
above will be useless. Prism might, or might not, be able to fit a dose-response
curve to the data. But if the curve fits, the value of the IC50 is likely to be
meaningless and have a very wide confidence interval. The data simply don't
really define a top plateau (which would define 100) and certainly doesn't
provide even a hint of a bottom plateau (which would define 0). If data haven't
defined 100 or O, then 50 is undefined too, as is the IC50.

If you also have control values that define 100 and 0, then the curve can be
easily fit. The curve below was created by fitting a dose response curve, but
constraining the Top plateau to be a constant value equal to the mean of the
Blanks values, and the Bottom plateau equal to the mean of the NS values.
Note that the blank and NS values are shown in green.
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The value of the IC50 fit this way only makes sense if you assume that higher
concentrations of the inhibitor would eventually inhibit down to the NS values.
That is an assumption that can't be tested with the data at hand.

The distinction between relative and absolute IC50/= doesn't really apply to
these data. Because the data don't define a bottom plateau, the IC50 can only
be defined relative to the NS control values.

2.7.1.12 Troubleshooting fits of dose-response curves

First consult the analysis checklists

If your goal is to interpolate from the standard curve, look at the analysis checklist designed
for that purposel z.

If your goal is to fit a model to determine parameter values, review the general analysis
checkilist for fitting a model[ s\

Questions to ask about dose-response curves

e Are the X values logarithms of concentrations? If not, use the Transform analysis to make a
new results table where the X values are logarithms. Note that stretching an axis to a log
scale is not at all the same thing. Prism's nonlinear regression fits the values it is given.
Using the Format Axis dialog to stretch the X axis to a logarithmic scale does not change
the values the curve fitter sees.

¢ |s the top plateau defined by the data? If not, can it be constrained? If the top plateau is not
defined either by the data or by a constraint, then any fit of a dose-response curve is unlikely
to be useful.
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¢ |s the bottom plateau defined by the data? If not, can it be constrained? If the bottom
plateau is not defined either by the data or by a constraint, then any fit of a dose-response
curve is unlikely to be useful.

¢ Were the data normalized? To what values? If the data were normalized, consider
constraining the top and bottom plateaus to be 0 and 1 (or 100) in the Constraint tab?

¢ Hill slope fixed? A Hill slope of 1.0 or -1.0 is commonly seen in many systems, but not all.

e Four parameter assumes symmetry. The usual equations to fit dose response curves have
four parameters (top, bottom, EC50, Hill Slope), and define symmetrical curves. You can
choose an equation that adds a fifth parameter to fit asymmetrical curves [267.

2.7.2 Dose-response - Stimulation

2.7.2.1 Equation: log(agonist) vs. response
Introduction

Many log(dose) vs. response curves follow the familiar symmetrical sigmoidal
shape. The goal is to determine the EC50 of the agonist - the concentration
that provokes a response half way between the basal (Bottom) response and
the maximal (Top) response.

This model assumes that the dose response curve has a standard slope, equal
to a Hill slope (or slope factor) of 1.0. This is the slope expected when a ligand
binds to a receptor following the law of mass action, and is the slope expected
of a dose-response curve when the second messenger created by receptor
stimulation binds to its receptor by the law of mass action. If you don't have
many data points, consider using the standard slope model. If you have lots of
data points, pick the variable slope model to determine the Hill slope from the
data.

This equation is sometimes called a three parameter dose-response curve. If
you also fit the Hill slope, then it is a four parameter equation.

Step by step

Create an XY data table. Enter the logarithm of the concentration of the agonist
into X. Enter response into Y in any convenient units. Enter one data set into
column A, and use columns B, C... for different treatments, if needed.

If you prefer to enter concentrations, rather than the logarithm of
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2.7.2.2

concentrations, use Prism to transform the X values to logs/z«.

From the data table, click Analyze, choose nonlinear regression, choose the
panel of equations "Dose-response curves - Stimulation" and then choose the
equation log(Agonist) vs. response.

If you have subtracted off any basal response, consider constraining Bottom to
a constant value of 0.

Model

Y=Bottom + (Top-Bottom/(1+10"((LogEC50- X)))

Top4

Bottom+

log [agonist]

Interpret the parameters

EC50 is the concentration of agonist that gives a response half way between
Bottom and Top. This is not the same as the response at Y=50. Depending on
which units Y is expressed in, and the values of Bottom and Top, the EC50 may
give a response nowhere near "50". Prism reports both the EC50 and its log.

Top and Bottom are plateaus in the units of the Y axis.

Equation: log(agonist) vs. response -- Variable slope

Introduction

Many log(dose) response curves follow the familiar symmetrical sigmoidal
shape. The goal is to determine the EC50 of the agonist - the concentration
that provokes a response half way between the basal (Bottom) response and
the maximal (Top) response.

Many dose-response curves have a standard slope of 1.0. This model does not
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assume a standard slope but rather fits the Hill Slope from the data, and so is
called a Variable slope model. This is preferable when you have plenty of data
points. It is also called a four-parameter dose-response curve, or four-
parameter logistic curve, abbreviated 4PL.

Step by step

Create an XY data table. Enter the logarithm of the concentration of the agonist
into X. Enter response into Y in any convenient units. Enter one data set into
column A, and use columns B, C... for different treatments, if needed.

If you prefer to enter concentrations, rather than the logarithm of
concentrations, use Prism to transform the X values to logs|zl.

From the data table, click Analyze, choose nonlinear regression, choose the
panel of equations "Dose-response curves - Stimulation" and then choose the
equation "log(Agonist) vs. response -- Variable slope".

Consider constraining the parameter HillSlope to its standard values of 1.0. This
is especially useful if you don't have many data points, and therefore cannot fit
the slope very well.

If you have subtracted off any basal response, consider constraining Bottom to
a constant value of 0.

Model
Y=Bottom + (Top-Bottom/ (1+10"((LogEC50-X)*Hi || Sl ope))

Top-

Bottom+

log [agonist]

Interpret the parameters

EC50 is the concentration of agonist that gives a response half way between
Bottom and Top. This is not the same as the response at Y=50. Depending on
which units Y is expressed in, and the values of Bottom and Top, the EC50 may
give a response nowhere near "50". Prism reports both the EC50 and its log.

© 1995-2014 GraphPad Software, Inc.



258

GraphPad Curve Fitting Guide

HillSlope describes the steepness of the family of curves. A HillSlope of 1.0 is
standard, and you should consider constraining the Hill Slope to a constant
value of 1.0. A Hill slope greater than 1.0 is steeper, and a Hill slope less than
1.0 is shallower.

Top and Bottom are plateaus in the units of the Y axis.

2.7.2.3 Equation: log(agonist) vs. normalized response

Introduction

Many log(dose) vs. response curves follow the familiar symmetrical sigmoidal
shape.

If you have good control data, it can make sense to normalize the response
to run between 0% and 100%. This model assumes that the data have been
normalized, so forces the curve to run from 0% to 100%. The goal is to
determine the EC50 of the agonist - the concentration that provokes a
response equal to 50%.

It only makes sense to fit a normalized model when you are sure you have
defined 0% and 100% quite accurately. If your data define a complete
sigmoidal curve, it is best to fit the entire curve and let Prism fit the Top and
Bottom plateaus|:s\. If your data don't form a full sigmoidal curve, but you can

define the bottom and top by solid control data, then fitting to a normalized
model is preferable.

This model assumes that the dose response curve has a standard slope, equal
to a Hill slope (or slope factor) of 1.0. This is the slope expected when a ligand
binds to a receptor following the law of mass action, and is the slope expected
of a dose-response curve when the second (and third...) messengers created
by receptor stimulation binds to its receptor by the law of mass action. If you
don't have many data points, consider using the standard slope model. If you
have lots of data points, pick the variable slope model to determine the Hill
slope from the data.

Step by step

Create an XY data table. Enter the logarithm of the concentration of the agonist
into X. Enter response into Y in any convenient units. Enter one data set into
column A, and use columns B, C... for different treatments, if needed.

If you prefer to enter concentrations, rather than the logarithm of
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concentrations, use Prism to transform the X values to logs/z«.

From the data table, click Analyze, choose nonlinear regression, choose the
panel of equations "Dose-response curves - Stimulation" and then choose the
equation "log(Agonist) vs. normalized response".

Model
Y=100/ (1+10"( ( LogEC50- X) ))

100%+

0%+
log [agonist]

Interpret the parameter

EC50 is the concentration of agonist that gives a response half way between
Bottom and Top. This is not the same as the response at Y=50. Depending on
which units Y is expressed in, and the values of Bottom and Top, the EC50 may
give a response nowhere near "50". Prism reports both the EC50 and its log.

2.7.2.4 Equation: log(agonist) vs. normalized response -- Variable slope
Introduction

Many log(dose) response curves follow the familiar symmetrical sigmoidal
shape.

If you have good control data, it can make sense to normalize the response to
run between 0% and 100%. This model assumes that the data have been
normalized, so forces the curve to run from 0% to 100%. The goal is to
determine the EC50 of the agonist - the concentration that provokes a
response equal to 50%.
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It only makes sense to fit a normalized model when you are sure you have
defined 0% and 100% quite accurately. If your data define a complete
sigmoidal curve, it is best to fit the entire curve and let Prism fit the Top and
Bottom plateaus[s. If your data don't form a full sigmoidal curve, but you can
define the bottom and top by solid control data, then fitting to a normalized
model is preferable.

Many dose-response curves have a standard slope of 1.0. This model does not
assume a standard slope but rather fits the Hill Slope from the data, and so is
called a Variable slope model. This is preferable when you have plenty of data
points.

Step by step

Create an XY data table. Enter the logarithm of the concentration of the agonist
into X. Enter response into Y in any convenient units. Enter one data set into
column A, and use columns B, C... for different treatments, if needed.

If you prefer to enter concentrations, rather than the logarithm of
concentrations, use Prism to transform the X values to logs|zl.

From the data table, click Analyze, choose nonlinear regression, choose the
panel of equations "Dose-response curves - Stimulation" and then choose the
equation "log(Agonist) vs. normalized response -- Variable slope".

Model

Y=100/ ( 1+10”( ( LogEC50- X) *Hi I | Sl ope))

100%+

0%+
log [agonist]
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Interpret the parameters

EC50 is the concentration of agonist that gives a response half way between
Bottom and Top. This is not the same as the response at Y=50. Depending on
which units Y is expressed in, and the values of Bottom and Top, the EC50 may
give a response nowhere near "50". Prism reports both the EC50 and its log.

HillSlope describes the steepness of the family of curves. A HillSlope of 1.0 is
standard, and you should consider constraining the Hill Slope to a constant
value of 1.0.

2.7.3 Dose-response - Inhibition

2.7.3.1 Equation: log(inhibitor) vs. response
Introduction

Many log(inhibitor) vs. response curves follow the familiar symmetrical
sigmoidal shape. The goal is to determine the IC50 of the inhibitor - the
concentration that provokes a response half way between the maximal (Top)
response and the maximally inhibited (Bottom) response.

This model assumes that the dose response curves has a standard slope,
equal to a Hill slope (or slope factor) of -1.0. This is the slope expected when a
ligand binds to a receptor following the law of mass action, and is the slope
expected of a dose-response curve when the second messenger created by
receptor stimulation binds to its receptor by the law of mass action. If you
don't have many data points, consider using the standard slope model. If you
have lots of data points, pick the variable slope model to determine the Hill
slope from the data.

Step by step

Create an XY data table. Enter the logarithm of the concentration of the
inhibitor into X. Enter response into Y in any convenient units. Enter one data
set into column A, and use columns B, C... for different treatments, if needed.

If you prefer to enter concentrations, rather than the logarithm of
concentrations, use Prism to transform the X values to logs| .
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From the data table, click Analyze, choose nonlinear regression, choose the
panel of equations "Dose-response curves - Inhibition" and then choose the
equation "log(inhibitor) vs. response".

If you have subtracted off any basal response, consider constraining Bottom to
a constant value of 0.

Model

Y=Bottom + (Top-Bottom/(1+10"((X-Logl C50)))

Top-

Bottom 4

ALl BELLARLL B BELELLELL B |

log [concentration]

Interpret the parameters

IC50 is the concentration of agonist that gives a response half way between
Bottom and Top. This is not the same as the response at Y=50. Depending on
which units Y is expressed in, and the values of Bottom and Top, the IC50 may
give a response nowhere near "50". Prism reports both the IC50 and its log.

Top and Bottom are plateaus in the units of the Y axis.

2.7.3.2 Equation: log(inhibitor) vs. response -- Variable slope
Introduction

Many log(inhibitor) vs. response curves follow the familiar symmetrical
sigmoidal shape. The goal is to determine the IC50 of the inhibitor - the
concentration that provokes a response half way between the maximal (Top)
response and the maximally inhibited (Bottom) response.
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Many inhibitory dose-response curves have a standard slope of -1.0. This
model does not assume a standard slope but rather fits the Hill Slope from the
data, and so is called a Variable slope model. This is preferable when you have
plenty of data points. It is also called a four-parameter dose-response curve,
or four-parameter logistic curve, abbreviated 4PL.

Step by step
Create an XY data table. Enter the logarithm of the concentration of the
inhibitor into X. Enter response into Y in any convenient units. Enter one data

set into column A, and use columns B, C... for different treatments, if needed.

If you prefer to enter concentrations, rather than the logarithm of
concentrations, use Prism to transform the X values to logs/z«l.

From the data table, click Analyze, choose nonlinear regression, choose the
panel of equations "Dose-response curves - Inhibition" and then choose the
equation "log(inhibitor) vs. response -- Variable slope".

If you have subtracted off any basal response, consider constraining Bottom to
a constant value of 0.

Model
Y=Bottom + (Top-Bottom/ (1+10”((Logl C50-X)*Hi || Sl ope))

Top-

Bottom 4

ALl BELLARLL B BELELLELL B |

log [concentration]

Interpret the parameters

IC50 is the concentration of agonist that gives a response half way between
Bottom and Top. This is not the same as the response at Y=50. Depending on
which units Y is expressed in, and the values of Bottom and Top, the IC50 may
give a response nowhere near "50". Prism reports both the IC50 and its log.
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HillSlope describes the steepness of the family of curves. A HillSlope of -1.0 is
standard, and you should consider constraining the Hill Slope to a constant
value of -1.0. A Hill slope more negative than -1 (say -2) is steeper.

Top and Bottom are plateaus in the units of the Y axis.

2.7.3.3 Equation: log(inhibitor) vs. normalized response
Introduction

Many log(inhibitor) vs. response curves follow the familiar symmetrical
sigmoidal shape.

If you have good control data, it can make sense to normalize the response
to run between 0% and 100%. This model assumes that the data have been
normalized, so forces the curve to run from 100% down to 0%. The goalis to
determine the IC50 of the inhibitor - the concentration that provokes a
response equal to 50%.

It only makes sense to fit a normalized model when you are sure you have
defined 0% and 100% quite accurately. If your data define a complete
sigmoidal curve, it is best to fit the entire curve and let Prism fit the Top and
Bottom plateaus[:«l. If your data don't form a full sigmoidal curve, but you can
define the bottom and top by solid control data, then fitting to a normalized
model is preferable.

This model assumes that the dose response curve has a standard slope, equal
to a Hill slope (or slope factor) of -1.0. This is the slope expected when a ligand
binds to a receptor following the law of mass action, and is the slope expected
of a dose-response curve when the second messenger created by receptor
stimulation binds to its receptor by the law of mass action. If you don't have
many data points, consider using the standard slope model. If you have lots of
data points, pick the variable slope model to determine the Hill slope from the
data.

Step by step

Create an XY data table. Enter the logarithm of the concentration of the
inhibitor into X. Enter response into Y in any convenient units. Enter one data
set into column A, and use columns B, C... for different treatments, if needed.

If you prefer to enter concentrations, rather than the logarithm of
concentrations, use Prism to transform the X values to logs/z«l.
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From the data table, click Analyze, choose nonlinear regression, choose the
panel of equations "Dose-response curves - Inhibition" and then choose the
equation "log(inhibitor) vs. normalized response".

Model
Y=100/ ( 1+10~( ( X- Logl C50)))

100%

0%-
BRIl EEEEll . EEEll pmmEil . mmmer |

log [concentration]

Interpret the parameter

IC50 is the concentration of agonist that gives a response half way between
Bottom and Top. This is not the same as the response at Y=50. Depending on
which units Y is expressed in, and the values of Bottom and Top, the IC50 may
give a response nowhere near "50". Prism reports both the IC50 and its log.

2.7.3.4 Equation: log(inhibitor) vs. normalized response -- Variable slope
Introduction

Many log(inhibitor) vs. response curves follow the familiar symmetrical
sigmoidal shape.

If you have good control data, it can make sense to normalize the response
to run between 0% and 100%. This model assumes that the data have been
normalized, so forces the curve to run from 100% down to 0%. The goalis to
determine the IC50 of the inhibitor - the concentration that provokes a
response equal to 50%.

It only makes sense to fit a normalized model when you are sure you have
defined 0% and 100% quite accurately. If your data define a complete
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sigmoidal curve, it is best to fit the entire curve and let Prism fit the Top and
Bottom plateaus|:\. If your data don't form a full sigmoidal curve, but you can
define the bottom and top by solid control data, then fitting to a normalized
model is preferable.

Many inhibitory dose-response curves have a standard slope of -1.0. This
model does not assume a standard slope but rather fits the Hill Slope from the
data, and so is called a Variable slope model. This is preferable when you have
plenty of data points.

Step by step
Create an XY data table. Enter the logarithm of the concentration of the
inhibitor into X. Enter response into Y in any convenient units. Enter one data

set into column A, and use columns B, C... for different treatments, if needed.

If you prefer to enter concentrations, rather than the logarithm of
concentrations, use Prism to transform the X values to logs|za.

From the data table, click Analyze, choose nonlinear regression, choose the
panel of equations "Dose-response curves - Inhibition" and then choose the
equation "log(inhibitor) vs. normalized response -- variable slope".

Model
Y=100/ ( 1+10~( (Logl C50- X) *Hi I | Sl ope)))

100%~

0%~

BRIl EEEEll EEEll pmmEil . mmmer |

log [concentration]

Interpret the parameters

IC50 is the concentration of agonist that gives a response half way between
Bottom and Top. This is not the same as the response at Y=50. Depending on
which units Y is expressed in, and the values of Bottom and Top, the IC50 may
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give a response nowhere near "50". Prism reports both the IC50 and its log.

HillSlope describes the steepness of the family of curves. A HillSlope of -1.0 is
standard, and you should consider constraining the Hill Slope to a constant
value of -1.0. A Hill slope more negative than -1 (say -2) is steeper.

2.7.4 Dose-response -- Special

2.7.4.1 Asymmetrical (five parameter)
Introduction

The standard dose-response curve is sometimes called the four-parameter
logistic equation. It fits the bottom and top plateaus of the curve, the EC50,
and the slope factor (Hill slope). This curve is symmetrical around its midpoint.
To extend the model to handle curves that are not symmetrical, the Richards
equation adds an additional parameter, S, which quantifies the asymmetry. This
equation is sometimes referred to as a five-parameter logistic equation,
abbreviated 5PL.

Step by step

Create an XY data table. Enter the logarithm of the concentration of the agonist
into X. Enter response into Y in any convenient units.

From the data table, click Analyze, choose nonlinear regression, and choose the
panel of equations: Dose-Response -- Special. Then choose Asymmetrical
(five parameter).

Consider constraining the Hill Slope to a constant value of 1.0 (stimulation) or -
1 (inhibition).

Model

LogXb = LogEC50 + (1/Hill Sl ope)*Log((27(1/S))-1)
Nunmerator = Top - Bottom

Denom nator = (1+107((LogXb-X)*Hi |l Sl ope))"S

Y = Bottom + ( Numer at or/ Denomi nat or)
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Response

S 4
& PO
A

Log [Agonist] (M)

Interpret the parameters

Bottom and Top are the plateaus at the left and right ends of the curve, in the
same units as Y.

LogEC50 is the concentrations that give half-maximal effects, in the same
units as X. Note that the logeC50 is not the same as the inflection point Xb (see
below).

HillSlope is the unitless slope factor or Hill slope. Consider constraining it to
equal 1.0 (stimulation) or -1 (inhibition).

S is the unitless symmetry parameter. If S=1, the curve is symmetrical and
identical to the standard dose-response equation. If S is distinct than 1.0, then
the curve is asymmetric as shown below.
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Notes

The inflection point is called LogXb. It is not the same as the logeC50. Using the

built in equation, Prism does not fit logXb, but you can do so using this

equation:
LogXb:LogEC50+(

1 s
Hi||S|ope]'L°g(2U )

You can rewrite the equation so Prism fits the logXb rather than the logeC50.
Clonel.! the built-in equation, and edit the copy. Remove the first line [LogXb =
LogEC50 + (1/Hi Il Slope)*Log((27(1/S))-1)] from the equation. Then

establish a rule for the initial valuelss of the logXb to be 1 * (Value of X at
Ymid).

Reference .. .. ([ [ [ | [ |
Girlado et al. (Pharmacol. Ther., 95, 21-45, 2002)

2.7.4.2 Equation: Biphasic dose-response
Introduction

A common deviation from the standard monotonic sigmoid shape is the
biphasic sigmoid shape.

Step by step

Create an XY data table. Enter the logarithm of the concentration of the agonist
into X. Enter response into Y in any convenient units.

From the data table, click Analyze, choose nonlinear regression, and choose the
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panel of equations: Dose-Response -- Special. Then choose Biphasic dose-
response.

Consider constraining nH1 and nH2 to constant values of 1.0 (stimulation) or -
1 (inhibition).

Model

Span=Top- Bottom

Secti onl=Span*Frac/ (1+10"( (LogEC50_1- X) *nH1))

Secti on2=Span* (1-Frac)/(1+10"((LogEC50_2-X)*nH2))
Y=Bottom + Sectionl +Section2

Response

T

Ty =TT
Log [Agonist] (M)

Interpret the parameters

Bottom and Top are the plateaus at the left and right ends of the curve, in the
same units as Y.

LogEC50_1 and LogEC50_2 are the concentrations that give half-maximal
stimulatory and inhibitory effects in the same units as X.

nH1 and nH2 are the unitless slope factors or Hill slopes. Consider constraining
these to equal 1.0 (stimulation) and -1 (inhibition).

Frac is the proportion of maximal response due to the more potent phase.
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2.7.4.3 Equation: Bell-shaped dose-response
Introduction

Some drugs may cause an inhibitory response at low concentrations, and a
stimulatory response at high concentrations, or vice-versa. The net result is a
bell-shaped dose-response curve.

The model explained here is the sum of two dose-response curves, one that
stimulates and one that inhibits. you will need lots of data to determine all the
parameters without ambiguity, so this model will rarely be useful for data
analysis. But it might be useful as a way to draw a smooth curve through the
data

Step by step

Create an XY data table. Enter the logarithm of the concentration of the agonist
into X. Enter response into Y in any convenient units.

From the data table, click Analyze, choose nonlinear regression, and choose the
panel of equations: Dose-Response -- Special. Then choose Bell-shaped dose-
response.

Consider constraining nH1 and nH2 to constant values of 1.0 (stimulation) and
-1 (inhibition).

Model

Spanl=Pl at eaul- Di p

Span2=P| at eau2- Di p

Sectionl=Spanl/(1+10"( (LogEC50_1- X)*nHL1))
Secti on2=Span2/ ( 1+107( ( X- LogeC50_2) *nH2) )
Y=Di p+Secti onl+Secti on2
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Response

R L s an h . mam o m i e e ol e am o ail ]
Log [Agonist] (M)

Interpret the parameters

Plateaul and Plateau2 are the plateaus at the left and right ends of the curve,
in the same units as Y.

Dip is the plateau level in the middle of the curve, in same units as Y. Note that
when the curve goes up first (then down), this parameter named Dip would
better be named Peak.

LogEC50_1 and LogEC50_2 are the concentrations that give half-maximal
stimulatory and inhibitory effects in the same units as X.

nH1 and nH2 are the unitless slope factors or Hill slopes. Consider constraining
these to equal 1.0 (stimulation) and -1 (inhibition).

2.7.4.4 Equation: Operational model - Depletion
Introduction to the operational model
The EC50 is determined by two properties of the agonist:

e How well it binds to the receptor, quantified by the affinity of the drug for
binding to its receptor.

e How well it causes a response once bound. This property is known as the
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agonist’s efficacy. Since efficacy depends on both agonist and tissue, a
single drug acting on a single kind of receptor can have different efficacies,
and thus different EC50 values, in different tissues.

A single dose-response experiment cannot determine affinity and efficacy. A
drug that binds with high affinity but has low efficacy will produce exactly the
same dose-response curve as a drug with low affinity and high efficacy.

To untangle affinity from efficacy, globally fit a dose-response curve of a full
agonist and a second dose-response curve determined after treating the cells
or tissue with an alkylating agent (or some other irreversible treatment) that
reduces the number of accessible receptors. With fewer receptors, the dose
response curve is shifted down and usually to the right.

The operational model assumes that the affinity of the drug for the receptors is
not altered by reducing the number of available receptors. It also assumes that
the maximum possible response in the tissue remains unchanged (the
treatment was specific for the receptors you are studying). Accepting these
assumptions, fitting the operational model globally will determine the affinity of
the agonist for the receptors.

Step by step

Create an XY data table. Enter the logarithm of the concentration of the agonist
ligand into X. Enter response into Y in any convenient units. Enter data with a
full agonist and no receptor depletion into column A. Enter data collected after
receptor depletion into column B. Repeat, if you have data with different levels
of receptor depletion for column C, D, E, ... You don't have to know the degree
to which the receptors are depleted, and don't have to enter any values in the
column titles (although they are useful as labels).

From the data table, click Analyze, choose nonlinear regression, and choose the
panel of equations: Dose-Response -- Special. Then choose Operational Model
- Depletion.

If you have subtracted off any basal response, consider constraining the
parameter Basal to a constant value of zero.

Also consider constraining the transducer slope n to a constant value of 1.0.
When set to 1.0, all dose-response curves are constrained to have Hill slopes of
1.0, which is observed commonly.

Model

operate= (((10"l ogKA) +(107X))/ (10~(1 ogtau+X)))™n
Y=Basal + (Effectnax-Basal)/(1+operate)
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No depletion

Response
'l

Receptors depleted

YT —T=TTTT
Log [Agonist] (M)

Interpret the parameters

Effectmax is the maximum possible system response, in units of the Y axis. It
is the top plateau of the dose-response curve obtained with a full agonist
without receptor depletion. If your agonist isn't a full agonist, the EffectMax
might be higher than the top plateau of the no depletion curve.

Basal is the response in absence of agonist, in same units as Y. If you have
subtracted off any basal response, constrain basal to a constant value of zero.

KA is the agonist-receptor dissociation constant, in same units as X (usually
molar). It measures the affinity of the full agonist for the receptors, which is the
main goal of this kind of experiment. Prism reports both KA and its logarithm. It
is not the same as the EC50.

tau is the transducer constant, a practical measure of efficacy. It is the inverse
of the fraction of receptors that must be occupied by agonist to obtain the half-
maximal response. If tau equals 10, that means that occupation of only 10% of
the receptors leads to a half-maximal response. If tau equals 1.0, that means
that it requires occupation of all the receptors to give a half-maximal response.
This would happen in a tissue where the receptors had been substantially
depleted. Because t is a property of both the tissue and receptor system, it is
not a direct measure of intrinsic efficacy, which is commonly defined as a
property belonging only to an agonist-receptor pair, irrespective of the assay
system in which it is measured. Prism reports both tau and its logarithm for
each data set.

n is the Unitless transducer slope. It is similar to, but not identical to, the Hill
slope. In most cases, n is constrained to a constant value of 1.0, in which case
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all the dose-response curves will have Hill slopes of 1.0. If n does not equal 1.0,
the Hill Slope does not equal either 1.0 or n.

Notes

Since Tau measures efficacy, Prism fits a different value of tau for each data
set. Receptor depletion reduce the value of tau. The other parameters are fit
globally, to find one best-fit value for all the data sets.

Reference| [ | [ | [ | [ | |
Black and Leff (Proc. R. Soc. Lond. B, 220: 141-162, 1983

2.7.4.5 Equation: Operational model - Partial agonist
Introduction to the operational model

The EC50, fit by standard dose-response models, is determined by two
properties of the agonist:

e How well it binds to the receptor, quantified by the affinity of the drug for
binding to its receptor.

e How well it causes a response once bound. This property is known as the
agonist’s efficacy. Since efficacy depends on both agonist and tissue, a
single drug acting on a single kind of receptor can have different efficacies,
and thus different EC50 values, in different tissues.

A single dose-response experiment cannot determine affinity and efficacy. A
drug that binds tightly with high affinity but has low efficacy, will produce exactly
the same dose-response curve as a drug with low affinity and high efficacy.

To determine the affinity of a partial agonist, use the operational model to
globally fit the dose-response curves of both a full agonist and the partial
agonist. The data from the full-agonist determines the maximum possible
effect. Knowing that, the fitting can determine the affinity of the partial agonist.

Step by step

Create an XY data table. Enter the logarithm of the concentration of the agonist
ligand into X. Enter response into Y in any convenient units. Enter data with the
full agonist into column A. Enter data collected with a partial agonist into column
B. Repeat, if you have data with different partial agonists, for column C, D,

E, ..., each with a different amount of depletion.
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From the data table, click Analyze, choose nonlinear regression, and choose the
panel of equations: Dose-Response -- Special. Then choose Operational Model
- Partial agonists.

If you have subtracted off any basal response, consider constraining the
parameter Basal to a constant value of zero.

Also consider constraining the transducer slope n to a constant value of 1.0.
When set to 1.0, all dose-response curves are constrained to have Hill slopes of
1.0, which is observed commonly. If nis not 1.0, the Hill slopes will not be 1.0,
but the Hill slopes will not equal exactly n.

Model

operate= (((10"l ogKA) +(107X))/ (10~(1 ogtau+X)))™n
<A> Y = Basal + (Effectmax-Basal)/(1+10"((LogEC50-X)*n))
<~A> Y = Basal + (Effectnax-Basal)/(1+operate)

The second line is preceded with <A> which means it only applies to the first
data set. It fits a variable slope dose-response curve. The third line is preceded
with <~A> which means it applies to all data set except the first. It fits the
operational model to determine the affinity (KA) of the partial agonist.

Full agonist

m L
n
o
a
o - Partial agonist
Q
w

———TTTT T PP

Log [Agonist] (M)
Interpret the parameters

Effectmax is the maximum possible system response, in units of the Y axis. It
is the top plateau of the full agonist's dose-response curve.

Basal is the response in absence of agonist, in same units as Y. If you have
subtracted off any basal response, constrain basal to a constant value of zero.
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KA is the equilibrium dissociation constant of the partial agonist(s), in same
units as X (usually molar). It measures the affinity of the partial agonist for the
receptors, which is the main goal of this kind of experiment. Prism reports both
KA and its logarithm. It is not the same as the EC50.

tau is the transducer constant, a practical measure of efficacy. It is the inverse
of the fraction of receptors that must be occupied by agonist to obtain the half-
maximal response. If t equals 10, that means that occupation of only 10% of
the receptors leads to a half-maximal response. If t equals 1.0, that means that
it requires occupation of all the receptors to give a half-maximal response. This
would happen with a partial agonist. Prism reports both tau and its logarithm,
and fits tau individually for each data set.

n is the Unitless transducer slope. It is similar to, but not identical to, the Hill
slope. In most cases, nis constrained to a constant value of 1.0, in which case
all the dose-response curves will have Hill slopes of 1.0. If n does not equal 1.0,
the Hill Slope does not equal either 1.0 or n.

Reference| [ | [ (] [ | [ | |
Black and Leff (Proc. R. Soc. Lond. B, 220: 141-162, 1983

2.7.4.6 Equation: Gaddum/Schild EC50 shift
Introduction

A competitive inhibitor competes for agonist binding to a receptor, and shifts
the dose-response curve to the right without changing the maximum response.
By fitting all the curves globally, you can determine the affinity of the
competitive inhibitor.

Step by step

Create an XY data table. Enter the logarithm of the concentration of the agonist
ligand into X. Enter response into Y in any convenient units. Enter data with no
inhibitor into column A. Enter data collected with a constant concentration of
inhibitor into column B. Repeat, if you have data, for column C, D, E, ..., each
with a different concentration of inhibitor. Enter the inhibitor concentration (in
molar so 1nM is entered as '1e-9') into the column titles. Don't forget to enter
'0' as the column title for data set A.

From the data table, click Analyze, choose nonlinear regression, and choose the
panel of equations: Dose-Response -- Special. Then choose Gaddum/Schild
EC50 shift.
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Consider constraining the parameters HillSlope and SchildSlope to their standard
values of 1.0. This is especially useful if you don't have many data points, and
therefore cannot fit these parameters.

Model

EC50=10"LogEC50

Ant ag=1+( B/ (10"(- 1*pA2)) ) Schi | dS| ope

LogEC=Log( EC50* Ant ag)

Y=Bottom + (Top-Botton)/ (1+10"((LogEC- X)*Hi || Sl ope))

Increasing
modulator

—

Response

e A AL |
Log [Agonist] (M

Interpret the parameters

EC50 is the concentration of agonist that gives half maximal response in the
absence of inhibitor. Prism reports both the EC50 and its log.

PA2 is the negative logarithm of the concentration of antagonist needed to
shift the dose response curve by a factor of 2. If the HillSlope and SchildSlope
are fixed to 1.0, it is the pKb, the negative log of the equilibrium dissociation
constant (Molar) of inhibitors binding to the receptors.

HillSlope describes the steepness of the family of curves. A HillSlope of 1.0 is
standard, and you should consider constraining the Hill Slope to a constant
value of 1.0.

SchildSlope quantifies how well the shifts correspond to the prediction of
competitive interaction. If the competitor is competitive, the SchildSlope will
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equal 1.0. You should consider constraining SchildSlope to a constant value of
1.0. antagonist term, [B], is now raised to the power S, where S denotes the
Schild slope factor. If the shift to the right is greater than predicted by
competitive interactions, S will be greater than 1. If the rightward shift is less
than predicted by competitive interaction, then S will be less than 1.

Top and Bottom are plateaus in the units of the Y axis.

When is the Schild model valid?

Colguhoun (1) has shown that the Schild model is valid whenever you can
make these assumptions:

e The antagonist, B, is a true antagonist that, alone, does not change the
conformation of the receptor.

¢ Binding of agonist, A, and antagonist, B, is mutually exclusive at every
binding site.

e B has the same affinity for every binding site.

e The observed response is the same if the occupancy of each site by A is the
same, regardless of how many sites are occupied by B.

e Measurements are made at equilibrium.

1. Colquhoun, D.. Why the Schild method is better than Schild realised. Trends
Pharmacol Sci (2007) vol. 28 (12) pp. 608-14

2.7.4.7 Equation: EC50 shift
Introduction

An competitive inhibitor competes for agonist binding to a receptor, and shifts
the dose-response curve to the right without changing the maximum response.
This model fits the two dose response curves and determines the fold shift.
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Step by step

Create an XY data table. Enter the logarithm of the concentration of the agonist
ligand into X. Enter response into Y in any convenient units. Enter data with no
inhibitor into column A. Enter data collected with a constant concentration of
inhibitor into column B.

From the data table, click Analyze, choose nonlinear regression, and choose the
panel of equations: Dose-Response -- Special. Then choose Dose shift.

If you have subtracted off any basal signal, constrain the parameter Bottom to
a constant value of zero.

Model

<A>LogEC=LogEC50Cont r ol
<~A>LogEC=LogEC50Cont rol + | og( EC50Rati 0)
Y=Bottom + (Top-Botton)/ (1+10"((LogEC- X)*Hi || Sl ope))

Requnse.

L | L L | LA B A L R AL |

Log [Agonist] (M)
EC50Control is the concentration of agonist that gives half maximal response
in the absence of modulator.

Top and Bottom are plateaus in the units of the Y axis (shared).

EC50Ratio is the ratio of EC50 in presence of inhibitor divided by EC50 of
agonist alone.

HillSlope is the slope factor (shared)
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Notes

e If you have several concentrations of antagonist, use a different model that
will directly fit the Schild modell-1 and determine the pA2.

2.7.4.8 Equation: Allosteric EC50 shift
Introduction

An allosteric modulator can reduce or enhance agonist binding. This model fits
entire dose-response curves determined in the absence and presence of a
modulator. The goal is to learn the affinity of the modulator for binding to its
site, and also determine the value of alpha, the ternary complex constant that
quantifies the degree to which binding of the modulator alters the affinity of the
radioligand for the receptor site.

Step by step

Create an XY data table. Enter the logarithm of the concentration of the agonist
ligand into X. Enter response into Y in any convenient units. Enter data with no
modulator into column A. Enter data collected with a constant concentration of
modulator into column B. Repeat, if you have data, for column C, D, E, ..., each
with a different concentration of modulator. Enter the modulator concentration
(in molar so 1nM is entered as '1le-9') into the column titles. Don't forget to
enter '0' as the column title for data set A.

From the data table, click Analyze, choose nonlinear regression, and choose the
panel of equations: Dose-Response -- Special. Then choose Allosteric EC50
shift.

You do not need to constrain any parameters to constant values

Model

EC50=10"LogEC50

KB=10"LogKB

al pha=10"Logal pha

Ant ag=( 1+B/ KB) / ( 1+al pha* B/ KB)

LogEC=Log( EC50* Ant ag)

Y=Bot t omt+( Top- Bottom) / (1+10"( (LogEC- X) *Hi | | Sl ope))
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Increasing
modulator

—_—

Response

T T T TR T T TR
Log [Agonist] (M)

EC50 is the concentration of agonist that gives half maximal response in the
absence of modulator.

Kb is the equilibrium dissociation constant (Molar) of modulator binding to its
allosteric site. It is in the same molar units used to enter the modulator
concentration into column titles on the data table.

Alpha is the ternary complex constant. When alpha=1.0, the modulator won't
alter binding. If alpha is less than 1.0, then the modulator reduces ligand binding.
If alpha is greater than 1.0, then the modulator increases binding. In the
example shown about, alpha equals 0.01 so the modulator greatly decreases
binding.

Top and Bottom are plateaus in the units of the Y axis.
Notes

e This model is designed to analyze data when the modulator works via an
allosteric site. Since the agonist and modulator are acting via different sites,
it is incorrect to refer to the modulator as a competitor.

e The model is written to fit the logarithm of alpha, rather than alpha itself.
This is because alpha is asymmetrical: All values from 0 to 1 mean that the
modulator decreases binding, while all values from 1 to infinity mean that
the modulator enhances binding. On a log scale, its values are more
symmetrical, so the confidence interval computed on a log scale (as Prism
does) are more accurate. Prism reports both alpha and log(alpha).
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e This model assumes that the allosteric modulator is present in excess, so
the concentration you added is very close to its free concentration. This
model won't work when the concentration of allosteric modulator is limiting
(as it is when G proteins alter agonist binding to many receptors). No
explicit model can handle this situation. You need to define the model with
an implicit equation (Y on both sides of the equals sign) and Prism cannot
handle such equations.

e Note two important points about the progression of curves from left to
right with increasing concentrations of the allosteric modulator. First, note
that the maximum response doesn't change. Second, note that the effect
of the modulator to right-shift the dose-response curve reaches a
maximum as the modulator saturates its binding site.

Reference| [ | [ | [ | [ | |
A. Christopoulos and T. Kenakin, Pharmacol Rev, 54: 323-374, 2002

2.7.4.9 Equation: ECanything
Introduction

Many log(dose) response curves follow the familiar symmetrical sigmoidal
shape. The usual goal is to determine the EC50 of the agonist - the
concentration that provokes a response half way between the basal (Bottom)
response and the maximal (Top) response. But you can determine any spot
along the curve, say a EC80 or EC90.

Many dose-response curves have a standard slope of 1.0. This model does not
assume a standard slope but rather fits the Hill Slope from the data. Hence the
name Variable slope model. This is preferable when you have plenty of data
points.

Step by step

Create an XY data table. Enter the logarithm of the concentration of the agonist
into X. Enter response into Y in any convenient units. Enter one data set into
column A, and use columns B, C... for different treatments, if needed.

From the data table, click Analyze, choose nonlinear regression, and choose the
panel of equations: Dose-Response -- Special. Then choose "log(Agonist) vs.
response -- Find ECanything".

You must constrain the parameter F to have a constant value between 0 and
100. Set F to 80 if you want to fit the EC80. If you constrain F to equal 50,
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then this equation is the same as a variable slope dose-response curve.
Consider constraining the parameter HillSlope to its standard value of 1.0 of -1.
This is especially useful if you don't have many data points, and therefore
cannot fit the slope very well.
If you have subtracted off any basal response, consider constraining Bottom to
a constant value of 0.

Model

| ogEC50=I ogECF - (1/Hill Sl ope)*l og(F/ (100-F))
Y=Bottom + (Top-Bottom/ (1+10"((LogEC50-X)*Hi || Sl ope))

Response

1
ECE80
log [agonist]

Interpret the parameters

ECf is the concentration of agonist that gives a response F percent of the way
between Bottom and Top. Prism reports both the ECF and its log.

HillSlope describes the steepness of the family of curves. A HillSlope of 1.0 is
standard, and you should consider constraining the Hill Slope to a constant
value of 1.0. A Hill slope greater than 1.0 is steeper, and a Hill slope less than
1.0 is shallower.

Top and Bottom are plateaus in the units of the Y axis.

ICanything

This equation can also fit inhibitory data where the curve goes downhill rather
than uphill. The best-fit value of the Hill Slope will be negative in this case.The
result will always be reported as ECf. Let's say you set F=80. Then the ECf for
inhibitory data would be the concentration (X value) required to bring the curve
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down to 80%. If you want the concentration that brings the curve down by
80%, to 20%, then you'd need to set F equal to 20.

2.7.5 Receptor binding - Key concepts

2.7.5.1 Law of mass action
What is the law of mass action?

Analysis of radioligand binding experiments is based on a simple model, called
the law of mass action. This model assumes that binding is reversible.

__:,':F
Receptar + Ligand Receptor =Ligand
..".—

Ko

Binding occurs when ligand and receptor collide due to diffusion, and when the
collision has the correct orientation and enough energy. The rate of association
iS:

Number of binding events per unit of time =[Ligand]-[Receptor]-kon.

Once binding has occurred, the ligand and receptor remain bound together for a
random amount of time. The probability of dissociation is the same at every
instant of time. The receptor doesn't "know" how long it has been bound to the
ligand. The rate of dissociation is:

Number of dissociation events per unit time = [ligandxreceptor] xkoff.
After dissociation, the ligand and receptor are the same as at they were before
binding. If either the ligand or receptor is chemically modified, then the binding
does not follow the law of mass action.

Equilibrium is reached when the rate at which new ligandxreceptor complexes
are formed equals the rate at which the ligandxreceptor complexes dissociate.
At equilibrium:

[Ligand] - [Receptor] -k, = [Ligand- Re ceptor] - K
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Meaning of Kd
Rearrange that equation to define the equilibrium dissociation constant Kd.

[Ligand]-[Receptor] _ k.;.ff =K

Ligand-Receptor]  k,

The Kd has a meaning that is easy to understand. Set [Ligand] equal to Kd in
the equation above. The Kd terms cancel out, and you will see that [Receptor]/
[LigandxReceptor]=1, so [Receptor] equals [LigandxReceptor]. Since all the
receptors are either free or bound to ligand, this means that half the receptors
are free and half are bound to ligand. In other words, when the concentration of
ligand equals the Kd, half the receptors will be occupied at equilibrium. If the
receptors have a high affinity for the ligand, the Kd will be low, as it will take a
low concentration of ligand to bind half the receptors.

The term "dissociation constant"
Don't mix up Kd, the equilibrium dissociation constant, with koff, the

dissociation rate constant. They are not the same, and aren't even expressed in
the same units.

Variable Name Units

kon Association rate constant or on-rate MImin?
constant

koff Dissociation rate constant or off-rate mint
constant

Kd Equilibrium dissociation constant M

Fractional occupancy

The law of mass action predicts the fractional receptor occupancy at equilibrium
as a function of ligand concentration. Fractional occupancy is the fraction of all
receptors that are bound to ligand.

[Ligand -Receptor] _ [Ligand -Receptor]
[Total Receptor] [Receptor]+ [Ligand -Receptor]

Fractional occupancy =

This equation is not useful, because you don't know the concentration of
unoccupied receptor, [Receptor]. A bit of algebra creates a useful equation.
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[Ligand]

Fractional cccupancy = ————
[Ligand] + K4

This equation assumes equilibrium. To make sense of it, think about a few
different values for [Ligand].

[Ligand] Fractional Occupancy
0 0%

1.Kd 50%

4 .Kd 80%

9.Kd 90%

99.Kd 99%

Percant Qocupancy at
Bquilibrium

[Radicligand]/Ky

Note that when [Ligand]=Kd, fractional occupancy is 50%.

Assumptions

Although termed a "law", the law of mass action is simply a model that can be
used to explain some experimental data. Because it is so simple, the model is
not useful in all situations. The model assumes:

¢ All receptors are equally accessible to ligands.

e Receptors are either free or bound to ligand. It doesn't allow for more than
one affinity state, or states of partial binding.

¢ Binding does not alter the ligand or receptor.

¢ Binding is reversible.

Despite its simplicity, the law of mass action has proven to be very useful in
describing many aspects of receptor pharmacology and physiology.
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2.7.5.2

Nonspecific binding

In addition to binding to receptors of interest, radioligands also bind to other
sites. Binding to the receptor of interest is called specific binding, while binding to
the other sites is called nonspecific binding. This means that nonspecific binding
can represent several phenomena:

e In most cases, the bulk of nonspecific binding represents some sort of
interaction of the ligand with membranes. The molecular details are unclear,
but nonspecific binding depends on the charge and hydrophobicity of a ligand
- but not its exact structure.

¢ Nonspecific binding can also be binding to receptors, transporters, or other
proteins not of interest to the investigator. For example binding of the
adrenoceptor agonist, epinephrine, to serotonin receptors or metabolic
enzymes can be considered “nonspecific”.

¢ Nonspecific binding can also be binding to the filters used to separate bound
from free ligand.

Nonspecific binding is usually (but not necessarily) proportional to the
concentration of radioligand (within the range it is used). Add twice as much
radioligand, and you will see twice as much nonspecific binding.

Nonspecific binding is detected by measuring radioligand binding in the presence
of a saturating concentration of an unlabeled drug that binds to the receptors.
Under those conditions, virtually all the receptors are occupied by the unlabeled
drug so the radioligand can only bind to nonspecific sites. Subtract the
nonspecific binding at a particular concentration of radioligand from the total
binding at that concentration to calculate the specific radioligand binding to
receptors.

Which unlabeled drug should you use for determining nonspecific binding? The
obvious answer is to use the same compound as the radioligand, but in its
unlabeled form. In many cases this is necessary, as no other drug is known to
bind to the receptors. But most investigators avoid using the same compound
as the hot and cold ligand and prefer to define nonspecific binding with a drug
that is chemically distinct from the radioligand but which binds to the same
receptor.

What concentration of unlabeled drug should you use? You want to use enough
to block virtually all the specific radioligand binding, but not so much that you
cause more general physical changes to the membrane that might alter binding.
If you are studying a well-characterized receptor, a useful rule-of-thumb is to
use the unlabeled compound at a concentration equal to 100 times its Kd for
the receptors, or 100 times the highest concentration of radioligand, whichever
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is higher.

Ideally, you should get the same results defining nonspecific binding with a
range of concentrations of several drugs, and you should test this when
possible. In many assay systems, nonspecific binding is only 10-20% of the
total radioligand binding. If the nonspecific binding makes up more than half of
the total binding, you will find it hard to get quality data. If your system has a
lot of nonspecific binding, try different kinds of filters, a larger volume of
washing buffer, warmer washing buffer, or a different radioligand.

2.7.5.3 Ligand depletion

In many experimental situations, you can assume that a very small fraction of
the ligand binds to receptors (or to nonspecific sites). In these situations, you
can also assume that the free concentration of ligand is approximately equal to
the concentration you added. This assumption vastly simplifies the analysis of
binding experiments, and the standard analysis methods depend on this
assumption.

In other situations, a large fraction of the ligand binds to the receptors (or binds
nonspecifically). This means that the concentration of ligand free in the solution
does not equal the concentration you added. The discrepancy is not the same
in all tubes or at all times. The free ligand concentration is depleted by binding.

Many investigators use this rule of thumb: If less than 10% of the ligand binds,
don't worry about ligand depletion; if more than 10% of the ligand binds, you
have three choices:

e Change the experimental conditions. Increase the reaction volume without
changing the amount of tissue. The problem with this approach is that it
requires more radioligand, which is usually very expensive.

e Measure the free concentration of ligand in every tube. This is possible if you
use centrifugation or equilibrium dialysis, but is quite difficult if you use
vacuum filtration to remove free radioligand.

e Use analysis techniques that adjust for the difference between the
concentration of added ligand and the concentration of free ligand. Prism
includes such models for analyzing saturationlzl and competition|=: data.
These special analyses only work with radioactive ligands, so the
assessment of added ligand and bound ligand are in the same counts-per-
minute units. These methods don't work with fluorescent ligands.
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2.7.5.4 The radioactivity web calculator

GraphPad Software provides a free radioactivity calculator on graphpad.com.
Use it to perform seven common calculations.

Calculation Description

Isotope decay Calculates radioactive decay during a specified
number of days. Select one of the common isotopes,
or enter the half-life of another isotope.

Conc. of stock Enter mCi/ml and Ci/mmole, which should be on the
label. If you are using a molecule labeled with 1251,
the specific activity equals 2200 Ci/mmole if each
molecule is labeled with one iodine.

Also enter the percent of the original isotope
remaining (calculated above). The calculations
assume that the decay product is not biologically
active, so the concentration of stock that is
biologically active decreases over time.

Dilution of Enter the concentration in your stock solution, after

stock accounting for decay. Also enter the concentration
and volume you want. The result is the volume of
stock you need to use.

Specific activity Enter the specific radioactivity as Ci/mmol which

(cpm/fmol) should be on the label. If you are using a molecule
labeled with 1251, the specific activity equals 2200 Ci/
mmol if each molecule is labeled with one iodine.

Also enter the counter efficiency - the fraction of
radioactive disintegrations that are detected. The
efficiency depends on the isotope and
instrumentation. With low energy isotopes such as
tritium, the efficiency also depends on the
experimental details such as the choice of scintillation
fluid, the amount of water in the sample, and the
presence of any colored substances in the sample.

Cpm to fmol/  Enter the specific radioactivity as cpm/fmol, the

mg number of cpm counted, and the protein content of
the sample in mg. The result is the humber of binding
sites in fmol/mg protein.
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Calculation Description

Cpm to sites/ Enter the specific radioactivity as cpm/fmol, the

cell number of cpm counted, and the cell count. The result
is the number of binding sites per cell.

Cpm to nM Enter the specific radioactivity as cpm/fmol, the
number of cpm counted, and the volume counted.
The result is the concentration of radioligand in nM.

2.7.6 Receptor binding - Saturation binding

2.7.6.1 Key concepts: Saturation binding
What is saturation binding?
In a saturation binding experiment, you vary the concentration of radioligand
and measure binding at equilibrium. The goal is to determine the Kd (ligand

concentration that binds to half the receptor sites at equilibrium) and Bmax
(maximum number of binding sites).

Total, nonspecific and specific binding

The ligand binds not only to receptors sites, but also to nonspecific sites. There
are three approaches to dealing with nonspecific binding.

e Subtract off the nonspecific, and analyze only the specific binding[z.

e Analyze the total binding only[-s, inferring the amount of nonspecific binding
from the shape of the total binding curve.

« Globally fit total and nonspecific binding togetherlzss\.

We recommend the third approach (global fitting of total and nonspecific). The
problem with fitting specific binding is that you have to make some
assumptions in order to subtract nonspecific from total, and the resulting values
that you fit aren't really data. When possible, we suggest that you fit the data
you actually collect, and avoid creating derived data sets (specific binding, in this
case).

Fitting total binding only requires less data, so saves experimental time and
money. But most people feel unconformable defining nonspecific binding purely
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from the shape of a binding curve, without experimentally measuring
nonspecific binding. One advantage of fitting total binding only is that equations
have been derived for fitting such data, even when a substantial fraction of the
ligand binds, resulting in ligand depletionl (free concentration substantially less
than the added concentration).

One-vs. two sites

Prism offers models for fitting one or two sites. You can use choices in the
Compare tab to compare the two fits. When comparing the fits to the one- and
two-site models, use common sense as well as statistics. Don't accept a two
site model, if one of the sites is only a tiny fraction of the total, or if its Kd is
outside the range of radioligand concentrations you used in the experiment.

2.7.6.2 Equation: One site -- Total binding
Introduction

You don't have to measure nonspecific binding directly. Instead, you can
determine Bmax and Kd by fitting only total binding by assuming that the
amount of nonspecific binding is proportional to the concentration of
radioligand.

Step by step

Create an XY data table. Enter radioligand concentration into X, and total
binding into Y. If you have several experimental conditions, place the first into
column A, the second into column B, etc.

Use any convenient units for X and Y. The Kd will be reported in the same units
as X, and the Bmax will be reported in the same units as Y.

From the table of total binding, click Analyze, choose nonlinear regression,
choose the panel of Saturation Binding equations, and choose One site -- Total.

Consider constraining the parameter Background to a constant value of zero.
This is the measured 'binding' when there is no radioligand binding added, so
represents the counter background, if there is any.

Model
Y=Brmax* X/ (Kd+X) + NS*X + Background
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Kd
[Ligand]

Interpret the parameters
Bmax is the maximum specific binding in the same units as Y.
Kd is the equilibrium binding constant, in the same units as X. It is the
radioligand concentration needed to achieve a half-maximum binding at
equilibrium.
NS is the slope of nonspecific binding in Y units divided by X units.
Background is the amount of nonspecific binding with no added radioligand.
This represents counter background. If your counter automatically subtracts off
the background signal, you can constrain Background to a constant value of
zero.

Notes
This analysis assumes that only a small fraction of radioligand binds, which

means that the concentration you added is virtually identical to the free
concentration. If you can't make this assumption, use an alternative analysis/zss\.

2.7.6.3 Equation: One site -- Fit total and nonspecific binding
Introduction
In a saturation binding experiment, you vary the concentration of radioligand
and measure binding. The goal is to determine the Kd (ligand concentration that
binds to half the receptor sites at equilibrium) and Bmax (maximum number of
binding sites).

The ligand binds not only to receptors sites, but also to nonspecific sites. There
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are three approaches to dealing with nonspecific binding.

e Subtract off the nonspecific, and analyze only the specific binding[z.

e Analyze the total binding only, inferring the amount of nonspecific binding
from the shape of the total binding curve. Learn morel[zs\.

e Globally analyze the total and nonspecific binding at one time. This is the
best approach, and the details are explained below.

Step by step

Create an XY data table. Enter radioligand concentration into X, total binding
into Y, and nonspecific binding into column B.

Use any convenient units for X. The Kd will be reported in those same
concentration units. Use the same units for total and nonspecific binding. The
Bmax will be reported in those same units.

Alternatively choose the sample data set: Binding - Saturation binding to total
and nonspecific.

From the data table, click Analyze, choose nonlinear regression, choose the
panel of Saturation Binding equations, and choose One site -- Total and
nonspecific binding.

Consider constraining the parameter Background to a constant value of zero.
This is the measured 'binding' when there is no radioligand binding added, so
represents the counter background, if there is any.

Model

speci fi c=Bmax* X/ ( X+Kd)
nonspeci fi c=NS*X + Background
<A>Y=speci fi c+tnonspecific
<B>Y=nonspecific

The <A> and <B> syntax means that the third line is only used for data set A
(total binding) while the fourth line is used only for data set B (nonspecific).

The parameters NS and Background are shared[s1] between the two data sets.
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Total, data set A

Bmax -

Binding

Nonspecific, data set B

Kd
[Radioligand]

Interpret the parameters

Bmax is the maximum specific binding in the same units as Y. It is the specific
binding extrapolated to very high concentrations of radioligand, so it value is is
almost always higher than any specific binding measured in your experiment.

Kd is the equilibrium binding constant, in the same units as X. It is the
radioligand concentration needed to achieve a half-maximum binding at
equilibrium.

NS is the slope of nonspecific binding in Y units divided by X units.

Background is the amount of nonspecific binding with no added radioligand.
This represents counter background. If your counter automatically subtracts off
the background signal, you can constrain Background to a constant value of
zero.

2.7.6.4 Equation: One site -- Total, accounting for ligand depletion
Introduction

You don't have to measure nonspecific binding directly. Instead, you can
determine Bmax and Kd by fitting only total binding by assuming that the
amount of nonspecific binding is proportional to the concentration of
radioligand.

If only a small fraction of radioligand binds, you can use a simpler modellz\.
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This equation allows for a substantial fraction of the added ligand to bind. This
only works with radioactive ligands, so the assessment of added ligand and
bound ligand are in the same counts-per-minute units. This method doesn't
work with fluorescent ligands.

Step by step

Create an XY data table. Enter radioligand concentration into X, and total
binding into Y. If you have several experimental conditions, place the first into
column A, the second into column B, etc.

Enter both X and Y in CPM units. This is essential for the analysis to work.

From the table of total binding, click Analyze, choose nonlinear regression,
choose the panel of Saturation Binding equations, and choose One site -- Total,
accounting for ligand depletion.

You must constrain two parameters to constant values based on your
experimental design:

e SpAct is the specific radioactivity in cpm/fmol
¢ Vol is the reaction volume in ml

Model

KdCPM=KdnM * Vol * 1000 * SpecAct

; (nmL * nb * 0.001 L/ * 1000000 fnol/nmol * cpni fnol)
=-1-NS

b=KdCPM + NS*KdCPM + X + 2*X*NS + Bmax

c=-1*X*( NS*KdCPM + X* NS+Bmax)

Y=(-b+sqgrt(b*b-4*a*c) )/ (2*a) ;Y is in cpm

Specific Binding

[Radioligand]
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Interpret the parameters
Bmax is the maximum specific binding in cpm.

KdnM is the equilibrium binding constant in nM. It is the radioligand
concentration needed to achieve a half-maximum specific binding at equilibrium.

NS is the slope of nonspecific binding in Y units divided by X units.

Notes

This analysis accounts for the fact that a large fraction of the added radioligand
binds to the receptors. If you are able to assume that only a small fraction of
radioligand binds, which means that the concentration you added is virtually
identical to the free concentration, use an alternative analysis|z:\.

Referencet 1 | | [ [ | | | |

This equation came from S. Swillens (Molecular Pharmacology, 47: 1197-1203, 1995)

2.7.6.5 Equation: One site -- Specific binding

Introduction

In a saturation binding experiment, you vary the concentration of radioligand
and measure binding. The goal is to determine the Kd (ligand concentration that
binds to half the receptor sites at equilibrium) and Bmax (maximum number of
binding sites).

The ligand binds not only to receptors sites, but also to nonspecific sites. There
are three approaches to dealing with nonspecific binding.

e Subtract off the nonspecific, and analyze only the specific binding. Read on
for this approach.

e Analyze the total binding only, inferring the amount of nonspecific binding
from the shape of the total binding curve. Learn more|zs\.

e Globally analyze the total and nonspecific binding at one time. Learn more.

Step by step

Create an XY data table. Enter radioligand concentration into X, and specific
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binding into Y. If you have several experimental conditions, place the first into
column A, the second into column B, etc.

An alternative approach would be to enter total binding into column A, and
nonspecific into column B. Then use the Remove Baseline analysis to subtract
column B from column A, creating a new results table with the specific binding.

From the table of specific binding, click Analyze, choose nonlinear regression,
choose the panel of Saturation Binding equations, and choose One site specific

binding.

Model
Y = Bmax*X/ (Kd + X)

Bmaxq

Speclfic Binding

Kd
[Ligand]

Interpret the parameters

Bmax is the maximum specific binding in the same units as Y. It is the specific
binding extrapolated to very high concentrations of radioligand, and so its value
is almost always higher than any specific binding measured in your experiment.

Kd is the equilibrium binding constant, in the same units as X. It is the
radioligand concentration needed to achieve a half-maximum binding at
equilibrium.

Create a Scatchard plot

Before nonlinear regression was available, investigators had to transform
curved data into straight lines, so they could analyze with linear regression. One
way to do this is with a Scatchard plot, which plots specific binding vs. the ratio
of specific binding to the concentration of free radioligand.
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Slope = 11Ky

Bound'Fres

Bound

If you create a Scatcahrd plot, use it only to display your data. The human
retina and visual cortex evolved to detect edges (straight lines), not rectangular
hyperbolas, and so it can help to display data this way. Scatchard plots are
often shown as insets to the saturation binding curves. They are especially
useful when you want to show a change in Bmax or Kd.

Don't use the slope and intercept of a linear regression line to determine values
for Bmax and Kd. If you do this, you won't get the most accurate values for
Bmax and Kd. The problem is that the transformation distorts the experimental
error, so the data on the Scatchard plot do not obey the assumptions of linear
regression. Use nonlinear regression to obtain the most accurate values of Kd
and Bmax.

To create a Scatchard plot from your specific binding data, use Prism's
Transform analysis, and choose the Scatchard transform from the panel of
biochemistry and pharmacology transforms.

To create a Scatchard line corresponding to the nonlinear regression fit, follow
these steps:

1.Create a new XY data table, with no subcolumns.

2.Into row 1 enter X=0, Y=Bmax/Kd (previously determined by nonlinear
regression).You need to do the calculation manually, and enter a number.

3.Into row 2 enter X=Bmax and Y=0. Again enter the number into the X
column, not the text 'Bmax’.

4.Note the name of this data table. Perhaps rename it to something
appropriate.

5.Go to the Scatchard graph.
6.Drag the new table from the navigator and drop onto the graph.

7.Double-click on one of the new symbols for that data set to bring up the
Format Graph dialog.

© 1995-2014 GraphPad Software, Inc.



300 GraphPad Curve Fitting Guide

8.Choose to plot no symbols, but to connect with a line.

Notes

e This is not the best way to determine Bmax and Kd. 1t is better to globally
fit total and nonspecific bindinglzss), without subtracting to compute specific
binding.

¢ When making a Scatchard plot, you have to choose what units you want to
use for the Y-axis. Some investigators express both free ligand and specific
binding in cpm so the ratio bound/free is a unitless fraction. While this is
easy to interpret (it is the fraction of radioligand bound to receptors), an
alternative is to express specific binding in sites/cell or fmol/mg protein, and
to express the free radioligand concentration in nM. While this makes the Y-
axis hard to interpret visually, it provides correct units for the slope (which
equals -1/Kd).

2.7.6.6 Equation: One site -- Specific binding with Hill slope
Introduction

In a saturation binding experiment, you vary the concentration of radioligand
and measure binding. The goal is to determine the Kd (ligand concentration that
binds to half the receptor sites at equilibrium) and Bmax (maximum number of
binding sites).

This equation assumes you have subtracted off the nonspecific, and are only
analyzing specific binding.

This equation fits a Hill slope. If you assume the Hill slope is 1.0 (for mass
action binding of a monomer to one site) use a simpler equation[zs.

Step by step

Create an XY data table. Enter radioligand concentration into X, and specific
binding into Y. If you have several experimental conditions, place the first into
column A, the second into column B, etc.

An alternative approach would be to enter total binding into column A, and
nonspecific into column B. Then use the Remove Baseline analysis to subtract
column B from column A, creating a new results table with the specific binding.

From the table of specific binding, click Analyze, choose nonlinear regression,

© 1995-2014 GraphPad Software, Inc.



CURVE FITTING WITH PRISM 6 301

choose the panel of Saturation Binding equations, and choose One site specific
binding with Hill Slope.

Model
Y=Bmax* X~h/ (Kd*h + X*h)

Bmax

Specific Binding

Kd
[Ligand]

Note that the X axis is concentration, not log(concentration).
Interpret the parameters

Bmax is the maximum specific binding in the same units as Y. It is the specific
binding extrapolated to very high concentrations of radioligand, and so its value
is almost always. higher than any specific binding measured in your
experiment.

Kd is the radioligand concentration needed to achieve a half-maximum binding
at equilibrium, expressed in the same units as X. If h=1.0, this is the equilibrium
binding constant. If h is not equal to 1.0, then the molecular interpretation of
the Kd depends on why h is not 1.0.

h is the Hill slope. It equals 1.0 when a monomer binds with no cooperativity to
one site. When it is greater than 1.0, you see a sigmoidal look to the graph as
shown above. This happens when the receptor or ligand has multiple binding
sites with positive cooperativity. The Hill slope is less than zero when there are
multiple binding sites with different affinities for ligand or when there is negative
cooperativity.
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2.7.6.7

Binding potential

The problem: Binding isotherms without going to high enough
concentrations

8000+
!'_I
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=
=
S
= 4000+ Specific binding
(] S 95% Confidence Intervals
2 Bmax 45052 to 148513
v 20001 Kd -2354 to 662.8
D L] T T 1
0 10 20 30 40
nM Radioligand

The figure above shows a saturation binding equation fit to specific binding data.
But all the concentrations are relatively low (compared to the Kd of binding) so
the data almost form a straight line. The saturation binding model fits the data
fine (solid curve), with a narrow 95% confidence band around the curve
(dashed lines). But look at the confidence interval for Bmax and Kd (shown in
the box)! They are super wide, even descending into negative (impossible)
values. With these data, the curve fit the data fine, but neither parameter in the
model (Bmax and Kd) were fit with reasonable confidence intervals. This is no
surprise. The data don’t show even a hint of plateauing, so the data simply
don’t define the Bmax and Kd at all.

The problem is that the data are consistent with a system with a huge number
of low affinity receptors (high Bmax; high Kd) or a smaller number of high
affinity receptors (low Bmax; low Kd). The figure below shows two ways the
visualize this. The graph on the left shows the same fit as the one above, but
with the best-fit curve and its confidence bands extended out to larger
concentrations. While the confidence band is tight near the points, is it super
wide as it goes beyond concentrations with data. The graph on the right show
two different fits, with the Kd constrained to equal 200 nM or 500 nM. The
curves are very different, yet both go near the data.
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Another way to look at the problem with these data is that the Bmax and Kd
are correlated. Prism can report the covariance matrix as part of its nonlinear
regression results. With only two parameters, there is only one value in that
"matrix". The covariance between Kd and Bmax (which can range from 0.0 to
1.0) is 0.9993. Prism can also report the dependency of each parameter
(which also can range from 0.0 to 1.0). With only two parameters, both have
the same dependency, which is 0.9986 for this example. This is not quite high
enough for Prism to declare the results ambiguous, but the threshold for that
designation (dependency > 0.9999) is arbitrary.

It is tempting to give up at this point and say that nothing can be determined
without more data at higher concentrations. But in some systems, especially
those using PET scanning to detect receptors, data like this are typical. It is
impossible to use higher concentrations of ligand.

Fitting the binding potential

What can be learned from these data? The data are nearly linear. What does
the slope of that line tell us? The slope, or rather the initial slope, is termed the
binding potential (1). Don’t be mislead by the term potential. It has nothing to
do with potential energy and thermodynamics. Rather it is a measure of how
much binding will occur with a small amount of ligand.

If you start with the specific binding equation, take its derivative with respect to
X (which is concentration), and set X equal to zero, you'll derive the initial slope
of a specific binding curve. It turns out that this slope, the binding potential,
equals Bmax/Kd. Bmax is measured in the same units as the Y values in the
data. Kd is measured in the same units as the X values. So the binding potential
has units equal to the Y units divided by the X units.

Prism can fit a specific binding curve, and also report the ratio of Bmax/Kd with
its confidence interval. To do this either create a new user-defined equation or
(easier) clone the built in one. Then go to the last tab of the dialog that defines
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the equation. “"Transforms to Report”. Choose to report the ratio of two
parameters, and define the humerator and denominator.

[ Equation | Rules for Initial Values = Default Constraints | Transforms to Report 1

Report transforms of best-fit parameters (with 95% CI)

Examples: EC50, X50 Examples: 10ALogECS0, X[50] (X when Y=50) Cl method:

- [ Asymmetrical. = |

ral

= ( Asymmetrical. »

X [ Asymmetrical. = |

s [ Asymmetrical. = |

Binding Potential | = | P1/P2 1 Pl=[Bmax 2] p2=[kd 4
= sl opL= sl 2= s

= D ]l op2- 4

= D ]l op2- 4

® Cancel ) oK )

In this example, Prism finds that the Binding Potential is 242.1, with a
confidence interval ranging from 183.4 to 300.7. That confidence interval is
reasonably narrow, so the result is quite useful.

Reference

1. Innis et al. Consensus nomenclature for in vivo imaging of reversibly binding
radioligands. Journal of Cerebral Blood Flow & Metabolism (2007) vol. 27 (9)
pp. 1533-1539

Download the Prism file for this example.

2.7.6.8 Equation: Two sites -- Specific binding only

Introduction

In a saturation binding experiment, you vary the concentration of radioligand
and measure binding. The goal is to determine the Kd (ligand concentration that
binds to half the receptor sites at equilibrium) and Bmax (maximum number of
binding sites) of both kinds of receptors.
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The ligand binds not only to receptors sites, but also to nonspecific sites. There
are three approaches to dealing with nonspecific binding.

e Subtract off the nonspecific, and analyze only the specific binding. Read on
for this approach.

e Analyze the total binding only, inferring the amount of nonspecific binding
from the shape of the total binding curve. This approach doesn't work well
when there are two classes of receptors.

¢ Globally analyze the total and nonspecific binding at one time. Learn more.

Step by step

Create an XY data table. Enter radioligand concentration into X, and specific
binding into Y. If you have several experimental conditions, place the first into
column A, the second into column B, etc.

An alternative approach would be to enter total binding into column A, and
nonspecific into column B. Then use the Remove Baseline analysis to subtract
column B from column A, creating a new results table with the specific binding.

From the table of specific binding, click Analyze, choose nonlinear regression,
choose the panel of Saturation Binding equations, and choose Two sites --
Specific binding.

Model

Si t el=BmaxH * X/ ( KdH +X)
Si t e2=BmaxLo* X/ ( KdLo+X)
Y=Sitel + Site2
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BmaxLo

BmaxHi

Specific Binding

KdHi KdLo
[Radioligand]

Interpret the parameters

BmaxHi and BmaxLo are the maximum specific bindings to the two sites in
the same units as Y.

KdHi and KdLo are the equilibrium binding constants, in the same units as X. It
is the radioligand concentration needed to achieve a half-maximum binding at
equilibrium

Scatchard plots of two site binding

The left panel below shows binding of a radioligand to two independent binding
sites present in equal concentrations, but with a tenfold difference in Kd . The
two individual curves are shown as dotted and dashed curves. When you do the
experiment, you can't observe the individual components, but observe the
sum, which is shown as a solid curve. Note that this curve is not obviously
biphasic.

The right panel shows the same data plotted on a Scatchard plot. The binding
to each receptor is shown as a straight line (dotted, or dashed). The total
binding, plotted on a Scatchard plot, is curved. Note that the two lines that
represent binding to each type of receptor are NOT the asymptotes of the
curve.
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To plot the two straight lines that correspond to the nonlinear regression fit,
create a new data table that defines the two lines as shown below, using Bmax

and Kd values determined by nonlinear regression.

X A B
0 Bmax1/Kd1l
Bmaxl 0
0 Bmax2/Kd2
Bmax2 0

Go to the graph of the Scatchard transformed data and drag the new table to
that graph. Use the Format Graph dialog to plot the two data sets from the
table using connecting lines but no symbols.

2.7.6.9 Equation: Two sites -- Fit total and nonspecific binding

Introduction

In a saturation binding experiment, you vary the concentration of radioligand
and measure binding. The goal is to determine the Kd (ligand concentration that
binds to half the receptor sites at equilibrium) and Bmax (maximum number of

binding sites).

The ligand binds not only to receptors sites, but also to nonspecific sites. There
are three approaches to dealing with nonspecific binding.

« Subtract off the nonspecific, and analyze only the specific binding[ <.

¢ Analyze the total binding only, inferring the amount of nonspecific binding
from the shape of the total binding curve. This approach doesn't work well
when the ligand binds to two sites

e Globally analyze the total and nonspecific binding at one time. This is the
best approach, and the details are explained below.
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Step by step

Create an XY data table. Enter radioligand concentration into X, total binding
into Y, and nonspecific binding into column B.

Use any convenient units for X. The Kd will be reported in those same
concentration units. Use the same units for total and nonspecific binding. The
Bmax will be reported in those same units.

From the data table, click Analyze, choose nonlinear regression, choose the
panel of Saturation Binding equations, and choose Two sites -- Total and
nonspecific binding.

The parameter Background is the measured 'binding' when there is no
radioligand binding added, so represents the counter background, if there is any.
Consider constraining it to a constant value of zero.

Model

Speci fi c1=BmaxHi * X/ ( X+KdHi )

Speci fi c2=BmaxLo* X/ ( X+KdLo)

Nonspeci fi c=NS*X + Background
<A>Y=Specificl + Specific2 + Nonspecific
<B>Y=Nonspecific

The <A> and <B> syntax means that the fourth line is only used for data set A
(total binding) while the fifth line is used only for data set B (nonspecific).

The parameters NS and Background are shared between the two data sets.
Interpret the parameters

BmaxHi and BmaxLo are the maximum specific bindings to the two sites in
the same units as Y.

KdHi and KdLo are the equilibrium binding constants, in the same units as X. It
is the radioligand concentration needed to achieve a half-maximum binding at
equilibrium.

NS is the slope of nonspecific binding in Y units divided by X units.

Background is the amount of nonspecific binding with no added radioligand.
This represents counter background. If your counter automatically subtracts off
the background signal, you can constrain Background to a constant value of
zero.
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2.7.6.10 Equation: One site with allosteric modulator
Introduction

An allosteric modulator can reduce radioligand binding. This model fits
experiments, where entire radioligand binding curves are measured in the
absence and presence of modulator. The goalis to learn the affinity of the
modulator for binding to its site, and also determine the value of alpha, the
ternary complex constant that quantifies the degree to which binding of the
modulator alters the affinity of the radioligand for the receptor site.

Step by step

Create an XY data table. Enter the concentration of the labeled ligand into X,
using any convenient units (maybe nM). Enter specific binding into Y in any
convenient units. Enter data with no modulator into column A. Enter data
collected with a constant concentration of modulator into column B. Repeat, if
you have data, for column C, D, E, ..., each with a different concentration of
modulator. Enter the modulator concentration (in nanomolar so 1nM is entered
as '1l") into the column titles. Don't forget to enter '0' as the column title for
data set A.

From the data table, click Analyze, choose nonlinear regression, choose the
panel of Saturation Binding equations, and choose Allosteric modulator shift.

You don't need to constrain any parameters to constant values.

Model

Hot =X

Al pha=10”I ogal pha

KB=10"1 ogKB

KApp=KDHot * ( (1+Al | o/ KB) / ( 1+al pha*Al | o/ KB))
Y=Bnmax* Hot / ( Hot +KApp)
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Increasing
[Modulator]

Specific Binding

nM Radiolgiand

Interpret the parameters

Kb is the equilibrium dissociation constant (Molar) of modulator binding to its
allosteric site. It is in the same molar units used to enter the modulator
concentration into column titles on the data table.

KdHot is the equilibrium dissociation constant of the radioligand. It is expressed
in the same units used to enter X values, nM in the example.

Alpha is the ternary complex constant. When alpha=1.0, the modulator won't
alter binding. If alpha is less than 1.0, then the modulator reduces ligand binding.
If alpha is greater than 1.0, then the modulator increases binding. In the
example shown about, alpha equals 0.01 so the modulator greatly decreases
binding.

Notes

e This model is designed to analyze data when the unlabeled compound
works via an allosteric site. Since the labeled and unlabeled ligands are
acting via different sites, it is inappropriate (and incorrect) to refer to the
modulator as a competitor.

e The model is written to fit the logarithm of alpha, rather than alpha itself.
This is because alpha is asymmetrically (all values from 0 to 1 mean that
the modulator decreases binding, while all values from 1 to infinity mean
that the modulator enhances binding. On a log scale, its values are more
symmetrical, so the confidence interval computed on a log scale (as Prism
does) are more accurate. Prism reports both alpha and log(alpha).

e This model assumes that the allosteric modulator is present in excess, so
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the concentration you added is very close to its free concentration. This
model won't work when the concentration of allosteric modulator is limiting
(as it is when G proteins alter agonist binding to many receptors). No
explicit model can handle this situation. You need to define the model with
an implicit equation (Y on both sides of the equals sign) and Prism cannot
handle such equations.

Referencel .. .. ([ [ [ | [ |
A. Christopoulos and T. Kenakin, Pharmacol Rev, 54: 323-374, 2002

2.7.7 Receptor binding - Competitive binding

2.7.7.1 Key concepts: Competitive binding
What is competitive binding?

In a competitive binding experiment, you use a single concentration of labeled
(hot) ligand and vary the concentration of unlabeled (cold) drugs, and measure
binding at equilibrium.

Comparing one- and two-site models

Prism offers models for fitting one or two sites. You can use choices in the
Compare tab to compare the two fits. When comparing the fits to the one- and
two-site models, use common sense as well as statistics. Don't accept a two
site model, if one of the sites is only a tiny fraction of the total, or if its Ki is
outside the range of competitor concentrations you used in the experiment.

Ligand depletion

If a large fraction of the added radioligand binds to the receptors, the ligand is
depleted so the concentration you added is greater than the free concentration.
You need to fit these data to a model that accounts for ligand depletions:!.

Homologous binding

An homologous binding experiment is one where the labeled and unlabeled
ligands have identical affinities for the receptors. Generally this is because the
two are chemically identical. Receptor number and affinity are determined by
analyzing the competition of varying concentrations of unlabeled ligand for one
(or better, two) concentrations of labeled ligand. Prism offers a special model
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for fitting homologous competition experiments| s,

Allosteric modulators

Allosteric modulators can alter radioligand binding, even though they bind to
different sites. Since the hot and cold ligands bind to different sites, the term
‘competition’ is not apt, but we include this model here because the
experimental design is the same as used for competitive binding. Prism can fit
binding inhibition[=2 (or augmentation) by an allosteric modulator based on the
ternary complex model. Note that this model assumes the allosteric modulator
is present in excess, so is not depleted by binding to the receptors.

2.7.7.2 Equation: One site - Fit Ki
Introduction

You can determine the equilibrium dissociation constant of an unlabelled ligand
by measuring its competition for radioligand binding.

Step by step

Create an XY data table. Enter the logarithm of the concentration of the
unlabeled compound into X, and binding into Y. If you have several experimental
conditions, place the first into column A, the second into column B, etc. Use
subcolumns to enter replicates.

From the data table, click Analyze, choose nonlinear regression, choose the
panel of Competition Binding equations, and choose One site - Fit Ki.

You must constrain two parameters to constant values based on your
experimental design:

e RadioligandNM is the concentration of labeled ligand in nM. A single
concentration of radioligand is used for the entire experiment.

e HotKdNM is the equilibrium dissociation constant of the labeled ligand in nM.

Model

| ogEC50=I 0g( 10"l ogKi * ( 1+Radi ol i gandNM Hot KdNM) )
Y=Bottom + (Top-Bottom/(1+10~( X- LogEC50))
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o) Top-
£
-
£
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Bottom=

| s B R B LAy BN B LR By
Log(competitor)

Interpret the parameters
Top and Bottom are plateaus in the units of Y axis.

logKI is the log of the molar equilibrium dissociation constant of unlabeled
ligand.

Ki is the equilibrium dissociation constant in Molar.
Notes

This model fits the Ki of the unlabelled ligand directly. It does not report the
EC50, so you do not need to apply the Cheng and Prusoff correction(1).
Instead you enter the concentration of radioligand and its Kd as constants, and
Prism directly fits the Ki of your cold compound. If you want to know the IC50,
fit a log(dose)-response curve.

If you want to know the IC50 (which is not very informative in this situation) fit
the data using an alternative equation|aual.

The analysis assumes that you have one site, and that the binding is reversible
and at equilibrium.

1. Cheng, Y. and Prusoff, W. H. Relationship between the inhibition constant (K1) and the
concentration of inhibitor which causes 50 per cent inhibition (I50) of an enzymatic reaction.
Biochem Pharmacol, 22: 3099-3108, 1973.
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2.7.7.3 Equation: One site - Fit logIC50
Introduction

You can determine the equilibrium dissociation constant of an unlabelled ligand
by measuring its competition for radioligand binding.

Step by step

Create an XY data table. Enter the logarithm of the concentration of the
unlabeled compound into X, and binding into Y. If you have several experimental
conditions, place the first into column A, the second into column B, etc. Use
subcolumns to enter replicates.

From the data table, click Analyze, choose nonlinear regression, choose the
panel of Competition Binding equations, and choose One site - Fit logeC50.

Model
Y=Bottom + (Top-Bottom/ (1+10"( X- Logl C50))

o) Top-
=
-
=
(11
Bottom=

(mm el mmm . il mm s mm s el ]
Log(competitor)

Interpret the parameters
Top and Bottom are plateaus in the units of Y axis.

logIC50 is the log of the concentration of competitor that results in binding
half-way between Bottom and Top
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Notes

This model is the same as an inhibitory dose-response curve. It fits the logIC50,
which is not the same as the Ki of the unlabelled ligand for binding. The Ki
depends on the IC50, the concentration of radioligand, and its Kd for binding.
You can fit the Ki directly using a different equation/«:l,

The analysis assumes that you have one site, and that the binding is reversible
and at equilibrium.

2.7.7.4 Equation: Two sites - Fit Ki
Introduction

You can determine the equilibrium dissociation constant of an unlabelled ligand
by measuring its competition for radioligand binding. This model assumes that
there are two classes of sites with identical affinity for the radioligand, but
different affinities for the competitor.

Step by step

Create an XY data table. Enter the logarithm of the concentration of the
unlabeled compound into X, and binding into Y. If you have several experimental
conditions, place the first into column A, the second into column B, etc. Use
subcolumns to enter replicates.

From the data table, click Analyze, choose nonlinear regression, choose the
panel of Competition Binding equations, and choose Two sites - Fit Ki.

You must constrain three parameters to constant values based on your
experimental design:

¢ RadioligandNM is the concentration of labeled ligand in nM. A single
concentration of radioligand is used for the entire experiment.

e KdHi is the equilibrium dissociation constant of the labeled ligand for the
high-affinity site in nM.

e KdLo is the equilibrium dissociation constant of the labeled ligand for the
low-affinity site in nM.

Model
Col dnM=107 ( X+9)
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KI H nM = 10”( LogKI _Hi +9)

Kl LonM = 107( LogKl _Lo+9)

S| TE1= Hot nM( Top- Bott om / (Hot nM + KDHot NM Ki * ( 1+col dnM Ki Hi nM) )
S| TE2= Hot nM( Top- Bott om) / ( Hot nM + KDHot NM _Lo* ( 1+col dnM Ki LonM) )
Y = SITEl*FractionH + SITE2*(1-FractionH ) + Bottom

Binding

| s R EELE AL B, B R Rl L |
Log(competitor)

Interpret the parameters
Top and Bottom are plateaus in the units of Y axis.

FractionHi is the fraction of all the sites that have high affinity for the
competitor.

logKi_Hi and logKi_Lo are the logarithms of the two molar Ki values.

Notes

This model fits the two log(Ki) values of the unlabelled ligand directly. It does
not report the IC50s, so you do not need to apply the Cheng and Prusoff
correction(1). Instead you enter the concentration of radioligand and its Kd as
constants, and Prism directly fits the Ki of your cold compound. If you want to
fit the two IC50 values instead of the Ki values, use a different equation/a:.

The analysis assumes that you know the affinity of both sites for the labeled
ligand. In many cases, the radioligand has the same affinity for both sites. In
that case, simply enter that value twice. If the two sites have different affinities
for the labeled ligand, enter both values (determined from other experiments).
Watch out for the labels. The constant KdHi is the Kd of the hot ligand for the
receptors with the high affinity for the unlabeled ligand, and KdLo is the Kd of
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the hot ligand for the receptors with lower affinity for the unlabeled ligand. So
KdHi may be larger or smaller than KdLo.

This analysis assumes that the binding is reversible and at equilibrium. It also
assumes that the labeled and unlabeled ligands compete for the same binding
sites.

1. Cheng, Y. and Prusoff, W. H. Relationship between the inhibition constant (K1) and the
concentration of inhibitor which causes 50 per cent inhibition (150) of an enzymatic reaction.
Biochem Pharmacol, 22: 3099-3108, 1973.

2.7.7.5 Equation: Two sites - Fit loglC50
Introduction

You can determine the equilibrium dissociation constant of an unlabelled ligand
by measuring its competition for radioligand binding. This model assumes that
there are two classes of sites with identical affinity for the radioligand, but
different affinities for the competitor.

Step by step

Create an XY data table. Enter the logarithm of the concentration of the
unlabeled compound into X, and binding into Y. If you have several experimental
conditions, place the first into column A, the second into column B, etc. Use
subcolumns to enter replicates.

From the data table, click Analyze, choose nonlinear regression, choose the
panel of Competition Binding equations, and choose Two sites - Fit logIC50.

Model

Span=Top- Bott om

Secti onl=Span*FractionH / (1+10"( ( X- Logl C50HI)))

Secti on2=Span* (1-FractionHi )/ (1+10~((X-Logl C50L0)))
Y=Bottom + Sectionl +Section2
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2.7.7.6

Binding

| s LR BNl BN BELEAL L B B Rl |

Log(competitor)

Interpret the parameters
Top and Bottom are plateaus in the units of Y axis.

FractionHi is the fraction of all the sites that have high affinity for the
competitor.

logIC50Hi and logIC50Lo are the logarithms of the two IC50 values.

Notes

This model fits the two IC50 values of the unlabelled ligand. It does not report
the two Ki values. The Ki values depend on the IC50s, the concentration of
radioligand, and its Kd for binding. You can fit the Ki values directly using a
different equation[:\.

This analysis assumes that the binding is reversible and at equilibrium. It also

assumes that the labeled and unlabeled ligands compete for the same binding
sites.

Equation: One site - Ligand depletion

Introduction

This model for competitive binding is useful when a large fraction of the added
radioligand binds to the receptors, so the concentration you added is greater
than the free concentration.
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These equation allows for a substantial fraction of the added ligand to bind. This
only works with radioactive ligands, so the assessment of added ligand and
bound ligand are in the same counts-per-minute units. This method doesn't
work with fluorescent ligands.

Step by step

Create an XY data table. Enter the logarithm of the molar concentration of the
unlabeled compound into X, and binding into Y. The Y values must be in cpm.

If you have several experimental conditions, place the first into column A, the
second into column B, etc. Use subcolumns to enter replicates.

From the data table, click Analyze, choose nonlinear regression, choose the
panel of Competition Binding equations, and choose One site -- Heterologous
with depletion.

You must constrain four parameters to constant values based on your
experimental design:

e Hot is the amount of labeled ligand in cpm. A single concentration of
radioligand is used for the entire experiment.

e KdNM is the equilibrium dissociation constant of the labeled ligand in nM.
e SpAct is the specific radioactivity in cpm/fmol.
¢ Vol is the reaction volume in ml.

Model

KdCPM=KdnM SpAct *vol *1000

; nmol /L *(cpmf frol * m * . 001L/m * 1000000f nol / nnol) = cpm
R=NS+1

S=[ 1+10"( X- LogKi ) ] * KdCPM+Hot

a=-1*R

b=R* S+NS* Hot + Bnax

c= -1*Hot *(S*NS + Bnax)

Y= (-1*b + sqgrt(b*b-4*a*c))/ (2*a)
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Binding

Log(competitor

Interpret the parameters

logKI is the log of the molar equilibrium dissociation constant of unlabeled
ligand.

Ki is the equilibrium dissociation constant in Molar.

Bmax is the maximum binding of ligand to receptors in cpm. This represents
binding to all the receptors so is higher than the top plateau of the curve.

NS is the fraction of the radioligand that binds to nonspecific sites.
Notes

This analysis accounts for the fact that a large fraction of the added radioligand
binds to the receptors. If you are able to assume that only a small fraction of
radioligand binds, which means that the concentration you added is virtually
identical to the free concentration, use an alternative analysis| ).

Referencet 1 | | [ [ [ | | |

This equation came from S. Swillens (Molecular Pharmacology, 47: 1197-1203, 1995)

© 1995-2014 GraphPad Software, Inc.



CURVE FITTING WITH PRISM 6 321

2.7.7.7

Equation: One site - Homologous
Introduction

An homologous binding experiment is one where the labeled and unlabeled
ligands have identical affinities for the receptors. Generally this is because the
two are chemically identical. Receptor number and affinity are determined by
analyzing the competition of varying concentrations of unlabeled ligand for one
(or better, two) concentrations of labeled ligand.

Step by step

Create an XY data table. Enter the logarithm of the concentration of the
unlabeled compound into X, and binding into Y. Enter the concentration of
labeled ligand (in nM) as the column title. You will get better results if you use
two different concentrations of labeled ligand.

If you have several experimental conditions, place the first into column A, the
second into column B, etc. Use subcolumns to enter replicates.

From the data table, click Analyze, choose nonlinear regression, choose the
panel of Competition Binding equations, and choose One site - Homologous.

Model

Col dNM=107(x+9) ; Col d concentration in nM
KdNM=107( 1 ogKD+9) ; Kd in nM
Y=(Bmax*Hot nM / (Hot nM + Col dNM + KdNM) + Bottom

| s R EELE AL B, B R Rl L |
Log(competitor)

© 1995-2014 GraphPad Software, Inc.



322

GraphPad Curve Fitting Guide

Interpret the parameters

logKd Log of the equilibrium binding constant. Since the analysis is based on the
assumption that labeled and unlabeled ligand bind with identical affinities, the
logKd applies to both forms of the ligand.

Bmax is the maximum binding of ligand to receptors in cpm. This represents
binding to all the receptors so is higher than the top plateau of the curve.

NS is a measure of nonspecific binding. It is the bottom plateau in units of the Y
axis divided by the concentration of the hot ligand in nM. In other words, it is
the fraction of hot ligand that binds nonspecifically.

Prism fits the curves globally to find one shared value for logKkd, Bmax and NS
from all sets of data

Notes

This model assumes that the hot and cold ligand binds identically to the
receptor, and that you use two concentrations of hot ligand (in column A, and B
..) and vary cold. It assumes that a small fraction of added ligand binds, so the
free concentration is close to what you added.

2.7.7.8 Equation: Allosteric modulator

Introduction

Fits a curve of "competition" of binding by an allosteric modulator, based on the
ternary complex model. Note that this model assumes the allosteric modulator
is present in excess, so is not depleted by binding to the receptors. Since it
binds to a different site than the radioligand, the term 'competition' is not apt,
but we list it here because the experimental design is the same as used for
competitive binding.

Step by step

Create an XY data table. Enter the logarithm of the concentration of the
unlabeled modulator (in nM) into X, and specific binding into Y in any convenient
units.

From the data table, click Analyze, choose nonlinear regression, choose the
panel of Competition Binding equations, and choose Allosteric modulator
titration.
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You must constrain two parameters to constant values based on your
experimental design:

e RadioligandNM is the concentration of labeled ligand in nM. A single
concentration of radioligand is used for the entire experiment.

e HotKdNM is the equilibrium dissociation constant of the labeled ligand in nM.

Also consider constraining YO (radioligand binding in the absence of modulator)
to a constant value.

Model

Al | oONMF107( X+9)

KbNME107 (| ogKb +9)

al pha=10"1 ogAl pha

KAppNMEHot KDnnt (((1+( Al | oNM KBNM) ) / (1+al pha* (Al | oNM KBNM) ) ))
Hot Cccupancy = Radi ol i gandNM ( Radi ol i gandNM + Hot KDnm)

Y=(' YO/ Hot Cccupancy) * ( Radi ol i gandNM ( Radi ol i gandNM + KAppNM )

Enhancer

Inhibitor

Specific Binding

T T T I

Log [Modulator] (M)

Interpret the parameters
Kb is the equilibrium dissociation constant (Molar) of modulator binding.

Alpha is the ternary complex constant. When alpha=1.0, the modulator does
not alter binding. If alpha is less than 1.0, then the modulator reduces ligand
binding. If alpha is greater than 1.0, then the modulator increases binding.

YO0 is the radioligand binding in the absence of modulator. Consider constraining
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2.7.8

this to a constant value.

Notes

This model is designed to analyze data when the unlabeled compound works
via an allosteric site. Since the labeled and unlabeled ligands are acting via
different sites, it is inappropriate (and incorrect) to refer to these types of
experiments as “competition binding assays”. In some cases, in fact, the
allosteric modulator enhances radioligand binding.

The model is written to fit the logarithm of alpha, rather than alpha itself. This is
because alpha is asymmetrically (all values from 0 to 1 mean that the
modulator decreases binding, while all values from 1 to infinity mean that the
modulator enhances binding. On a log scale, its values are more symmetrical,
so the confidence interval computed on a log scale (as Prism does) are more
accurate.

The Y axis plots specific binding. Even at very high concentrations of inhibitor,
the specific binding does not descend to zero. This is the nature of allosteric
inhibition. If alpha is very high, then the binding is inhibited almost to zero. If
alpha is not so high, then the maximum inhibition is more modest. For example,
if alpha=3, the maximum inhibition is down to 33%.

This model assumes that the allosteric modulator is present in excess, so the
concentration you added is very close to its free concentration. This model
does not apply when the concentration of allosteric modulator is limiting (as it is
when G proteins alter agonist binding to many receptors). No explicit model can
handle this situation. You need to define the model with an implicit equation (Y
on both sides of the equals sign) and Prism cannot handle such equations.

Referencel . | | [ [ | | || |

A. Christopoulos and T. Kenakin, Pharmacol Rev, 54: 323-374, 2002

Receptor binding - Kinetics

Kinetics refers to changes over time. Kinetic
binding experiments are used to determine the
association and dissociation rate constants.
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2.7.8.1 Key concepts: Kinetics of binding
Law of mass action

Kinetic binding experiments are used to determine the association and
dissociation rate constants. All the analyses assume that binding follows the law
of mass action:

__}CF
Receptor + Ligand Receptor »Ligand
b

Ko

At any given time, the rate at which receptor-ligand complexes form is
proportional to the radioligand concentration and the number of receptors still
unoccupied. The rate of dissociation is proportional to the concentration of
receptor-ligand complexes.

Rate of dissociation

A dissociation binding experiment measures the “off rate” for radioligand
dissociating from the receptor. Initially ligand and receptor are allowed to bind,
perhaps to equilibrium. At that point, you need to block further binding of
radioligand to receptor (by adding an unlabeled drug or by dilution) so you can
measure the rate of dissociation, which follows a one-phase exponential decay
with a rate constant equal to the rate of radioligand dissociation.

Rate of association

In an association experiment, you add radioligand and measure specific binding
at various times thereafter.

Binding increases over time until it plateaus. This plateau is not the same as the
Bmax. The plateau in an association experiment depends on the concentration

of radioligand used, while the Bmax is extrapolated to an infinite concentration

of radioligand.

The rate at which binding increases is determined by three factors (as well as
experimental conditions such as pH and temperature):

e The association rate constant, kon or k+1. This is what you are trying to
determine.

e The concentration of radioligand. If you use more radioligand, the system
equilibrates faster.

e The dissociation rate constant, koff or k-1. Some people are surprised to
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2.7.8.2

see that the observed rate of association depends in part on the
dissociation rate constant. During the incubation, radioligand both binds to
and dissociates from receptors. The system reaches equilibrium when the
two rates are equal. The observed rate of association measures how long it
takes to reach equilibrium. If the radioligand dissociates quickly from the
receptor, equilibrium will be reached faster (but with less binding).

It is not possible, therefore, to fit a simple association experiment to determine

the association rate constant unless you constrain the value of the dissociation

rate co nstant@, measure association kinetics with two or more concentrations
of radioligand|=3, or determine the rate of association and dissociation in one

experiment]aal.

Equation: Dissociation kinetics
Introduction

A dissociation binding experiment measures the “off rate” for radioligand
dissociating from the receptor. Initially ligand and receptor are allowed to bind,
perhaps to equilibrium. At that point, you need to block further binding of
radioligand to receptor so you can measure the rate of dissociation. There are
several ways to do this:

o If the tissue is attached to a surface, you can remove the buffer containing
radioligand and replace with fresh buffer without radioligand.

e Spin the suspension and resuspend in fresh buffer.

e Add a very high concentration of an unlabeled ligand. If this concentration is
high enough, it will instantly bind to nearly all the unoccupied receptors and
thus block binding of the radioligand.

e Dilute the incubation by a large factor, at least 100 fold dilution. This will
reduce the concentration of radioligand by that factor. At such a low
concentration, new binding of radioligand will be negligible. This method is
only practical when you use a fairly low concentration of radioligand so its
concentration after dilution is far below its Kd for binding.

You then measure binding at various times after that to determine how rapidly
the radioligand falls off the receptors.

Step by step

Create an XY data table. Enter time into X, and total binding into Y. If you have
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several experimental conditions, place the first into column A, the second into
column B, etc.

From the table of specific binding, click Analyze, choose nonlinear regression,

choose the panel of Kinetics Binding equations, and choose Dissociation - One
phase exponential decay .

Model
Y=(YO- NS) *exp(-K*X) + NS

Yo

Binding

NS+

|
t112
TIME

Interpret the parameters
YO0 is the binding at time zero, in the units of the Y axis.
NS is the binding (nonspecific) at infinite times, in the units of the Y axis.

K is the rate constant in inverse units of the X axis. The half-life equals the In(2)
divided by K.

Checking for cooperativity

If the law of mass action applies, binding of a ligand to one binding site does not
alter the affinity of another binding site. This also means that dissociation of a
ligand from one site should not change the dissociation of ligand from other
sites. To test this assumption, compare the dissociation rate after initiating
dissociation by infinite dilution with the dissociation rate when initiated by
addition of a large concentration of unlabeled drug. If the radioligand is bound to
multiple noninteracting binding sites, the dissociation will be identical in both
experimental protocols as shown in the left figure below. Note that the Y axis is
shown using a log scale. If there were a single binding site, you would expect
the dissociation data to appear linear on this graph. With two binding sites, the
graph is curved even on a log axis.
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The right figure shows ideal dissociation data when radioligand is bound to
interacting binding sites with negative cooperativity. The data are different
depending on how dissociation was initiated. If dissociation is initiated by infinite
dilution, the dissociation rate will change over time. The dissociation of some
radioligand will leave the remaining ligand bound more tightly. When dissociation
is initiated by addition of cold drug, all the receptors are always occupied by
ligand (some hot, some cold) and dissociation occurs at its maximal unchanging
rate.

2.7.8.3 Equation: Association kinetics (one ligand concentration)

Introduction

When you measure the association rate of a radioligand, the rate at which the
binding equilibrates depends not only on the association rate constant and the
amount of ligand you used, but also on its dissociation rate constant. (Why?[zs)
The only way to fit the association rate constant by analyzing association data
from one concentration of radioligand, is to constrain the dissociation rate
constant to a value you determined in a different experiment.

Alternative methods of determining an association rate constant are to globally
fit data obtained with multiple radioligand concentrations/s=s), or to analyze an
experiment that measuresboth association and dissociations] rate
sequentially.

Step by step

Create an XY data table. Enter time in minutes into X, and specific binding into
Y.

From the table of specific binding, click Analyze, choose nonlinear regression,
choose the panel of Kinetics Binding equations, and choose Association kinetics
- One conc. of hot.

You must constrain Hotnm ([radioligand] in nM) and Koff (dissociation rate
constant, in inverse minutes) to constant values.
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Model

Kd=Kof f / Kon

L=Hot nnt 1e-9

Kob=Kon* L+Kof f
Occupancy=L/ ( L+Kd)
Ymax=Cccupancy* Bmax
Y=Ymax*(1 - exp(-1*kob*X))

Specific Binding

'I[ime |:minl:| I

Interpret the parameters
Kon is the association rate constant, in units of M-t min-!
Kd is the equilibrium binding constant, in Molar, computed as Koff/Kon

Bmax is the maximal binding at equilibrium, extrapolated to maximal
radioligand concentration, in the units used to enter the Y values.

Notes
2.7.8.4 Equation: Association kinetics (two ligand concentrations)
Introduction

You cannot determine k_ . from an association binding measured at a single

concentration of radioligand. The observed association rate depends on the
association rate constant, the amount of ligand you used, and its dissociation
rate constant. With one concentration of radioligand, the results are ambiguous.

If you perform an association kinetic experiments with multiple radioligand
concentration, you can globally fit the data to the association kinetic model to
derive a single best-fit estimate for k , and one for k .

Shown below is an example of an association kinetic experiment conducted
using two concentrations of radioligand. All other conditions (temperature, pH,
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etc.) were the same for both runs, of course. Times were entered into the X
column, specific binding for one concentration of radioligand were entered into
the first (A) Y column, and binding for the other concentration were entered
into column B.

Step by step

Create an XY data table. Enter time in minutes into X, and total binding into Y.
Enter binding at one concentration of radioligand into the column A, binding at
another concentration into column B, etc. Enter the concentrations, in nM, into
the column titles.

From the table of specific binding, click Analyze, choose nonlinear regression,
choose the panel of Kinetics Binding equations, and choose Association - Two or
more conc. of hot.

Model

Kd=Kof f / Kon

L=Hot nnt* le- 9

Kob=Kon* L+Kof f
Qccupancy=L/ ( L+Kd)
Ymax=Cccupancy* Bmax
Y=Ymax*(1 - exp(-1*kob*X))

2500 5

20004

1500

10004

g

Specific BInding (DPM)

| Time {rrl1in) |

Interpret the parameters
Koff is the dissociation rate constant in min-t.
Kon is the association rate constant, in units of M-t min-t.
Kd is the equilibrium binding constant, in Molar, computed as Koff/Kon

Bmax is the maximal binding at equilibrium, at maximal radioligand
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concentration, in the units you used to enter.

Notes

According to the law of mass action, the ratio of koff to kon is the Kd of
receptor binding:

ks
fo, = =0
d k:_.-

Compare the Kd calculated this way (from kinetic experiments) with the Kd
determined from a saturation binding curve. If binding follows the law of mass
action, the two Kd values should be indistinguishable.

2.7.8.5 Equation: Association then dissociation
Introduction

You cannot determine the association rate constant by simply observing the
association of a single concentration of radioligand. The rate at which a ligand
reaches equilibrium is determined not only by the association rate constant and
the ligand concentration, but also by the dissociation constant.

One way to determine the association rate constant is to globally fit data
obtained with two different concentrations of radioligand[=l. An alternative
approach, explained here is to measure association and dissociation in one
experiment.

Add a radioligand and measure total binding at multiple time points, then at
TimeO initiate dissociation (by adding an antagonist or by massive dilution) and
then measure dissociation at various times.

Step by step
Create an XY data table. Enter time in minutes into X, and total binding into Y.

From the table of specific binding, click Analyze, choose nonlinear regression,
choose the panel of Kinetics Binding equations, and choose Association then
dissociation.

Constrain HotNM ([radioigand in nM] and TimeO (time at which dissociation was
initiated) to constant values. If you entered specific binding into the Y column,
also constrain NS to a constant value of zero.
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Model

Radi ol i gand=Hot NWVr 1e- 9

Kob=[ Radi ol i gand] * Kon+Kof f

Kd=Kof f / Kon

Eg=Brmax*r adi ol i gand/ (r adi ol i gand + Kd)

Associ at i on=Eq* ( 1- exp( - 1*Kob* X))

Yat Ti me0 = Eqg*(1- exp(-1*Kob*Ti ne0))

Di ssoci ati on= Yat Ti me0O*exp(- 1*Kof f *( X- Ti ne0))
Y=I F( X<Ti ne0, Associ ation, Dissociation) + NS

CPM Bound

NS Fosossanaanaaas

TimeD
Minutes

Interpret the parameters
Koff is the dissociation constant in min-?.

Kon is the association constant in inverse minutes multiplied by inverse
concentration.

KD is computed from Koff/Kon. Expressed in Molar units.

Bmax is the maximum binding at equilibrium with maximum concentration of
radioligand, in units of Y axis. Unless you used a very high concentration of
radioligand, Bmax will have a wide confidence interval as the experiment is not
designed to determine Bmax.

NS is the nonspecific binding, in units of the Y axis. It is the Y value at time O,
and also the Y value at very late times after all the ligand has dissociated.

Notes
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2.7.8.6 Equation: Kinetics of competitive binding
Introduction

Kinetics experiments can determine the dissociation and association rate
constants (off-rate and on-rate) of an unlabeled compound. Add labeled and
unlabeled ligand together and measure the binding of the labeled ligand over
time. Fit to the appropriate model described below, constraining the rate
constants of the labeled ligand to constant values determined from other
experiments, and fit the rate constants of the unlabeled compound.

Using only a single concentration of labeled and radioligand, it is very hard to
determine the rate constants with any reasonable precision. But measure the
kinetics at two (or more) concentrations of the unlabeled ligand, and the results
are much more precise.

Step by step

Create an XY data table. Enter time in minutes into X, and specific binding in
cpm into Y. Enter the binding for one concentration of of the unlabeled ligand in
column A, and another concentration in column B, etc.. Enter the
concentrations, in nM, into the column titles.

From the table of specific binding, click Analyze, choose nonlinear regression,
choose the panel of Kinetics Binding equations, and choose Kinetics of
competitive binding.

Constrain k1 and k2 to constant values determined from kinetic binding
experiments. k1 is the association rate constant of the hot ligand in M-! min?
and k2 is its dissociation rate constant in units of min-?.

Also constrain L to be a constant value equal to the concentration of labeled
ligand in nM.

I is constrained to be a column constant whose value comes from the column
titles.

Model

KA = K1*L*1E-9 + k2

KB = K3*I*1le-9 + K4

S=SQRT( ( KA- KB) A2+4* K1* K3* L* | * 1e- 18)

KF = 0.5 * (Ka + KB + 9S)

KS=0.5* (KA + KB - 9)

DI FF=KF - KS

Q=Brax* K1* L* 1e- 9/ DI FF

Y= (k4* DI FF/ ( KF* KS) +( (K- Kf ) / KF) * exp( - KF* X) - ( ( K4- KS) / KS) * exp( - KS*X) )
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Specific Binding

Time
Interpret the parameters
k3 is the association rate constant of unlabeled ligand in M- min-i.

k4 is the dissociation rate constant of unlabeled ligand in min-?t.

Bmax is the total number of receptors. Either leave as a variable or set to a
constant you know from other experiments. The Bmax is the maximum binding
at equilibrium with a very high concentration of radioligand. It is usually much
larger than any binding seen in the experiment.

All three parameters are constrained to be shared, so Prism fits one value of each of the
three parameters for all the data sets.

Notes

¢ This equation does not account for ligand depletion. It assumes that only a
small fraction of radioligand binds to receptors, so that the free
concentration of radioligand is very close to the added concentration.

e This method will only give reliable results if you have plenty of data points at
early time points.

e The ratio K4/K3 is the equilibrium dissociation constant of the cold ligand in
Molar. You should compare this value (determined via kinetics) with the
same value determined by equilibrium competition.
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Referencet 1 | | [ [ [ | | |

This method was described by Motulsky and Mahan in Molecular Pharmacology
25:1-9, 1984.

2.7.9 Enzyme Kkinetics -- Key concepts

2.7.9.1 Key concepts: Terminology
What is an enzyme?

Living systems depend on chemical reactions which, on their own, would occur
at extremely slow rates. Enzymes are catalysts that reduce the needed
activation energy so these reactions proceed at rates that are useful to the cell.
The study of enzyme kinetics can help us understand the function and
regulation of enzymes.

Enzyme progress curves
In most cases, an enzyme converts one chemical (the substrate) into another

(the product). A graph of product concentration vs. time follows three phases
marked on the graph below.

[Product]

Time

© ?) ' o)

1.At very early time points (usually less than a second), the rate of product
accumulation increases over time. Special techniques, not available in Prism,
are needed to study the early kinetics of enzyme action. The graph above
exaggerates this first phase.

2.For an extended period of time, the product concentration increases linearly
with time. All the analyses built-in to Prism use data collected during this
second phase.

3.At later times, the substrate is depleted, so the curve starts to level off.
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Eventually the concentration of product reaches a plateau.

It is very difficult to fit a curve to these kind of data. The model simply cannot
be reduced to an equation that expresses product concentration as a function
of time. To fit these kind of data (called an enzyme progress curve) you need
to use a program that can fit data to a model defined by differential equations
or by an implicit equation. For more details, see RG Duggleby, Analysis of
Enzyme Reaction Progress Curves by Nonlinear Regression, Methods in
Enzymology, 249: 61-60, 1995.

Rather than fit the enzyme progress curve, most analyses of enzyme kinetics
(including all those built-in to Prism) measure product at a single time point.
Analyses assume that the time point you chose is on the linear (second) phase
of product accumulation and ignore the nonlinear first phase (which is usually
very short). Therefore, if you divide the amount of product produced by the
time the reaction was allowed to proceed, you compute the amount of product
formed per unit time, which is the enzyme velocity.

Terminology
The terminology can be confusing. Note these confusing points:

e As mentioned above, almost all studies of enzyme "kinetics" are done by
collecting data at a single time point. The X axis is substrate (or inhibitor)
concentration, not time.

e The second phase shown in the graph above is often called the "initial
rate", a phrase that makes sense only if you ignore the short transient
phase that precedes it.

e That second phase is also called "steady state", because the concentration
of enzyme-substrate complex doesn't change during that phase. However,
the concentration of product accumulates, so the system is not truly at

steady state until, much later, the concentration of product truly doesn't
change over time.

2.7.9.2 Key concepts: Assumptions
Standard analyses of enzyme kinetics (the only kind discussed here) assume:

e The production of product is linear with time during the time interval used.
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e The concentration of substrate vastly exceeds the concentration of
enzyme. This means that the free concentration of substrate is very close
to the concentration you added, and that substrate concentration is
essentially constant throughout the assay.

¢ A single enzyme forms the product.
e There is negligible spontaneous creation of product without enzyme.

With the exception of the built-in allosteric model, Prism's built-in equations also
assume:

e No cooperativity. Binding of substrate to one enzyme binding site doesn't
influence the affinity or activity of an adjacent site.

e Neither substrate nor product acts as an allosteric modulator to alter the
enzyme velocity.

2.7.10 Enzyme kinetics - Subtrate vs. velocity

2.7.10.1 Key concepts: Substrate vs. velocity
Fitting a substrate-velocity curve

The simplest experiment in enzyme kinetics is to vary the substrate
concentration and measure enzyme velocity.

The standard way to fit these data is to fit the Michaelis-Menten modell s to
determine the Vmax (maximum enzyme velocity) and its Km (the
concentration of substrate needed to get half-maximal velocity.

The Vmax equals the product of the concentration of active enzyme sites times
the turnover rate, kcat. This is the number of substrate molecules each enzyme
site can convert to product per unit time. If you know the concentration of
enzyme, you can fit the curve to determine kcat and Km[sel. The curve will be
identical to the Michaelis-Menten fit.

If the enzyme has cooperative subunits, the graph of enzyme velocity as a
function of substrate concentration will appear sigmoidal. Prism offers one
empirical equation for fitting sigmoidal substrate-velocity curves|ssl.
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2.7.10.2 Equation: Michaelis-Menten model

Introduction

The most common kind of enzyme kinetics experiment is to vary the
concentration of substrate and measure enzyme velocity. The goal is to
determine the enzyme's Km (substrate concentration that yield a half-maximal
velocity) and Vmax (maximum velocity). If your goal is to determine the
turnover number kcat, rather than the Vmax, use an alternative version[s«! of
the equation.

Step by step

Create an XY data table. Enter substrate concentration into X, and enzyme
velocity into Y. If you have several experimental conditions, place the first into
column A, the second into column B, etc.

You can also choose Prism's sample data: Enzyme kinetics -- Michaelis-Menten.

After entering data, click Analyze, choose nonlinear regression, choose the
panel of enzyme kinetics equations, and choose Michaelis-Menten enzyme
kinetics.

Model

Y = Vmax* X/ (Km + X)

Velocity

Substrate

Interpret the parameters

Vmax is the maximum enzyme velocity in the same units as Y. It is the velocity
of the enzyme extrapolated to very high concentrations of substrate, so its
value is almost always higher than any velocity measured in your experiment.

Km is the Michaelis-Menten constant, in the same units as X. It is the substrate
concentration needed to achieve a half-maximum enzyme velocity.
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Create a Lineweaver-Burk plot

Before nonlinear regression was available, investigators had to transform
curved data into straight lines, so they could analyze with linear regression. One
way to do this is with a Lineweaver-Burk plot, which plots the reciprocal of
substrate concentration vs. the reciprocal of enzyme velocity.

m

¢ Slope= v

max

/Velocity

max

N
!

\

1/[Substrate]

If you create a Lineweaver-Burk plot, use it only to display your data. Don't use
the slope and intercept of a linear regression line to determine values for Vmax
and Km. If you do this, you won't get the most accurate values for Vmax and
Km. The problem is that the transformations (reciprocals) distort the
experimental error, so the double-reciprocal plot does not obey the
assumptions of linear regression. Use nonlinear regression to obtain the most

accurate values of Km and Vmax.

To create a Lineweaver-Burk plot with Prism, use the Transform analysis, then
choose the panel of biochemistry and pharmacology transforms.

To create a Lineweaver-Burke line corresponding to the nonlinear regression fit,
follow these steps:

1.Create a new XY data table, with no subcolumns.

2.Into row 1 enter X=-1/KM, Y =0 (previously determined by nonlinear
regression).

3.Into row 2 enter X=1/Smin (Smin is the smallest value of [substrate] you
want to include on the graph) and Y=(1/Vmax)(1.0 + KM/Smin).

4.Note the name of this data table. Perhaps rename it to something
appropriate.

5.Go to the Lineweaver-Burke graph.

6.Drag the new table from the navigator and drop onto the graph.
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7.Double-click on one of the new symbols for that data set to bring up the
Format Graph dialog.

8.Choose to plot no symbols, but to connect with a line.
Notes
e See the list of assumptions[=l of all analyses of enzyme kinetics.
¢ This equation fits exactly the same curve as the equation that fits the

turnover number Kcat[=«l rather than the Vmax. The product of Kcat times Et (the
concentration of enzyme sites) equals the Vmax, so if you know Et, Prism can fit kcat.

e This equation is a special case of the equation for allosteric enzymes|z.l.
That allosteric model adds an additional parameter: the Hill slope h. When h
equals 1.0, the two models are identical.

e Note that Km is not a binding constant that measures the strength of
binding between the enzyme and substrate. Its value takes into account the
affinity of substrate for enzyme, and also the rate at which the substrate
bound to the enzyme is converted to product.

2.7.10.3 Equation: Determine kcat
Introduction

Kcat is the turnover number -- the number of substrate molecule each enzyme
site converts to product per unit time. If you know the concentration of
enzyme sites, you can fit Kcat instead of Vmax when analyzing a substrate vs.
velocity curve.

The model
Y = Et*kcat*X/ (Km + X)

100+
Et*Kcat

80+

Velocity
B [e2]
o o
1 Il

N
o
'l

o

Km
[S], nM
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X is the substrate concentration.
Y is enzyme velocity.

kcat is the turnover number, the number of times each enzyme site converts
substrate to product per unit time. This is expressed in the inverse of the time
units of the Y axis. For example, if Y is in micromoles of substrate per minute,
then kcat is the number of molecules of substrate produced per catalytic site
per minute.

Km is the Michaelis-Menten constant, in the same units as X. It is the substrate
concentration needed to achieve a half-maximum enzyme velocity.

Et is the concentration of enzyme catalytic sites. If the enzyme has multiple
subunits, note that Et is the concentration of catalytic sites, which can be larger
than the concentration of enzyme molecules. The Y values are entered in units
of concentration per time, and Et must be entered in those same concentration
units.

Vmax is the maximum enzyme velocity in the same units as Y. It is not directly
shown in the model above. 1t is the velocity of the enzyme extrapolated to
very high concentrations of substrate, so is almost always higher than any
velocity measured in your experiment. It is computed by multiplying Et times
kcat.

Relationship to the Michaelis-Menten model

The curve shown above is identical to the curve defined by the Michaelis-
Menten model. You'll get identical curves when you fit either model to your
data, and identical values for Km.

The Michaelis-Menten model finds the Vmax, which is the maximum enzyme
velocity extrapolated out to very high concentrations of substrate. It is
expressed in the same units you used to enter your Y values (enzyme activity).
Usually it is straightforward to express this (or convert to ) moles/minute/mg
of protein. The Vmax is determined by how many enzyme sites are present
(Et) and the rate at which the enzyme can convert substrate to product (kcat).

If you know the concentration of enzyme sites you've added to the assay (Et)
then you can fit the catalytic constant Kcat using the model above.

When calculating Kcat, the concentration units cancel out, so Kcat is expressed
in units of inverse time. It is the turnover number -- the number of substrate
molecule each enzyme site converts to product per unit time.
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Fitting the model with Prism

1.Create an XY data table. Enter substrate concentration into X, and enzyme
velocity into Y. If you have several experimental conditions, place the first
into column A, the second into column B, etc. You can also choose Prism's
sample data: Enzyme kinetics -- Michaelis-Menten.

2.After entering data, click Analyze, choose nonlinear regression, choose the
panel of enzyme kinetics equations, and choose Kcat.

3.You must constrain Et to a constant value, based on other experiments. To
constrain the value of Et, go to the Constrain tab of the nonlinear regression
dialog, make sure that the drop down next to Et is set to "Constant equal to"
and enter the value. For the sample data, enter 100 as the value of Et.

If you don't know the value of Et, you cannot fit the kcat, but instead
should fit the Vmax/ssl. It is not possible for Prism to fit both the kcat and Et,
as the two parameters are intertwined, and a substrate-velocity curve gives
no information about their individual values.

4.With the sample data, Prism reports that Km= 5.886 with a 95% confidence
interval ranging from 3.933 to 7.839. The best fit value of kcat is 13.53 with
a 95% confidence interval ranging from 11.97 to 15.09.
Notes

e See the list of assumgtions@ of all analyses of enzyme kinetics.

« This equation fits exactly the same curve as the equation that fits Vmax/ s,
rather than the turnover number Kcat. The product of Kcat times Et (the
concentration of enzyme sites) equals the Vmax.

e This equation is related to the equation for allosteric enzymes. That
allosteric model adds an additional parameter: the Hill slope h. When h
equals 1.0, the two models are identical.

2.7.10.4 Equation: Allosteric sigmoidal
Introduction

If the enzyme has cooperative subunits, the graph of enzyme velocity as a
function of substrate concentration will appear sigmoidal. Prism offers one
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empirical equation for fitting sigmoidal substrate-velocity curves. Read
advanced books on enzyme kinetics for alternative methods based on
molecular models of allosteric action.

How to enter data

Create an XY data table. Enter substrate concentration into X, and enzyme
velocity into Y. If you have several experimental conditions, place the first into
column A, the second into column B, etc.

After entering data, click Analyze, choose nonlinear regression, choose the
panel of enzyme kinetics equations, and choose Allosteric sigmoidal enzyme
kinetics.

The model
Y=Vnax* X*h/ (Khal f *h + X~h)

Velocity

Khalf
Substrate

Interpret the parameters

Vmax is the maximum enzyme velocity in the same units as Y. It is the velocity
of the enzyme extrapolated to very high concentrations of substrate, and
therefore is almost always higher than any velocity measured in your
experiment.

Khalf is the concentration of substrate that produces a half-maximal enzyme
velocity. It is the EC50.

h is the Hill slope. When h=1, this equation is identical to the standard Michaelis-
Menten equation[=». When it is greater than 1.0, the curve is sigmoidal due to
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2.7.11

positive cooperativity. The variable h does not always equal the number of
interacting binding sites, but its value can not exceed the number of interacting
sites. Think of h as an empirical measure of the steepness of the curve and the
presence of cooperativity.

Kprime is related to the Km. It is computed as Khalf~h, and is expressed in the
same units as X.

An alternative form of the equation

An alternative version of the equation (equation 5.47 in the book by Dr.
Copeland referenced below) fits Kprime.

Y=Vmax* X h/ (Kpri me + X"h)

Note that Kprime in this equation equals Khalf~h in the equation built in to
Prism. The two models generate exactly the same curve, and simply have
alternative methods for reporting the parameters. Prism reports both Kprime
and Khalf.

Reference

Equation 5.47, in RA Copeland, Enzymes, 2nd edition, Wiley, 2000. In this
reference, Copeland shows how to fit Kprime. Via personal communication, he
extended the model to also fit the Khalf.

Enzyme kinetics -- Inhibition

Many drugs work by inhibiting enzyme activity,
either by preventing the substrate from binding
to the enzyme, or by stabilizing the enzyme-
substrate complex so as to slow formation of
product.To distinguish between the models of
enzyme inhibition and determine the Ki of the
inhibitor, measure substrate-velocity curves in
the presence of several concentrations of
inhibitor (including one curve with no inhibitor).

2.7.11.1 Key concepts: Enzyme inhibition

Many drugs work by inhibiting enzyme activity, either by preventing the
substrate from binding to the enzyme, or by stabilizing the enzyme-substrate
complex so as to slow formation of product.To distinguish between the models
of enzyme inhibition and determine the Ki of the inhibitor, measure substrate-
velocity curves in the presence of several concentrations of inhibitor (including
one curve with no inhibitor).
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Prism can fit your data to three models of enzyme inhibition, plus a more
general model which includes the first three as special cases:

o A competitive[=sl inhibitor reversibly binds to the same site as the substrate,
so its inhibition can be entirely overcome by using a very high concentration
of substrate. The maximum velocity of the enzyme doesn't change (if you
give it enough substrate), but it takes more substrate to get to half maximal
activity. The substrate-velocity curve is shifted to the left but not down.

A noncompetitivels inhibitor binds with equal affinity to the enzyme, and the
enzyme-substrate complex. The inhibition is not surmountable by increasing
substrate concentration. The substrate-velocity curve is shifted down but
neither to the right or left.

o An uncompetitivels inhibitor reversibly binds to the enzyme-substrate
complex, but not to the enzyme itself. This reduces both the effective Vmax
and the effective Km. The substrate-velocity curve is shifted down and to the
left.

e The mixed[s! model is a general model that includes competitive,
noncompetitive and uncompetitive models as special cases. The model has
one more parameter than the others, and this parameter tells you about the

In some cases, the substrate of an enzyme also inhibits the enzyme by binding
to a second site on the enzyme. Prism offers a model to fit substrate-velocity
curves when the substrate also inhibits the enzymelss\.

Referencet 1 | | [ [ | | | |

RA Copeland, Evaluation of Enzyme Inhibitors in Drug Discovery, Wiley 2005.
IBSN:0471686964.

2.7.11.2 Equation: Competitive inhibition
Introduction

A competitive inhibitor reversibly binds to the same site as the substrate, so its
inhibition can be entirely overcome by using a very high concentration of
substrate. The Vmax doesn't change, and the effective Km increases. You can
determine the Ki of a competitive inhibitor by measuring substrate-velocity
curves in the presence of several concentrations of inhibitor.
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Step by step

Create an XY data table. Enter substrate concentration into the X column, and
enzyme activity into the Y columns. Each data set (Y column) represents data
collected in the presence of a different concentration of inhibitor, starting at
zero. Enter these concentrations into the column titles. Be sure to enter
concentrations, not logarithms of concentration.

Alternatively, choose the competitive enzyme inhibition sample data set.

After entering data, click Analyze, choose nonlinear regression, choose the
panel of enzyme kinetics equations, and choose Competitive enzyme inhibition.

The model

KObs =Kt ( 1+[ 1]/ Ki )
Y=Vmax* X/ ( KmObs+X)

The constant I is the concentration of inhibitor, a value you enter into each
column title. This is constrained to equal a data set constant.

The parameters Vmax, Km and Ki are shared, so Prism fits one best-fit value
for the entire set of data.

Velocity
[

Substrate, pM

Interpreting the parameters

Ki is the inhibition constant, expressed in the same units as I, which you
entered into the column titles.

Vmax is the maximum enzyme velocity, in the absence of inhibitor, expressed
in the same units as Y.
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Km is the Michaelis-Menten constant, expressed in the same units as X.

If the data don't fit the model well, consider instead fitting to a noncompetitive
[« or uncompetitivelzsl model. Or fit to the more general equation for mixed-
model inhibitionlsso!.

Referencet 1 | | [ [ [ | | |

Equation 3.1 in: RA Copeland, Evaluation of Enzyme Inhibitors in Drug
Discovery, Wiley 2005. IBSN:0471686964.RA Copeland, Evaluation of Enzyme
Inhibitors in Drug Discovery, Wiley 2005. IBSN:0471686964.

2.7.11.3 Equation: Noncompetitive inhibition
Introduction

A noncompetitive inhibitor reversibly binds to both the enzyme-substrate
complex, and the enzyme itself. This means that the effective Vmax decreases
with inhibition but the Km does not change. You can determine the Ki of a
competitive inhibitor by measuring substrate-velocity curves in the presence of
several concentrations of inhibitor.

The term 'noncompetitive' is used inconsistently. It is usually used as defined
above, when the inhibitor binds with identical affinity to the free enzyme and the
enzyme-substrate complex. Sometimes, however, the term 'noncompetitive’ is
used more generally, when the two binding affinities differ, which is more often
called mixed-model inhibition[ ss.

Step by step

Create an XY data table. Enter substrate concentration into the X column, and
enzyme activity into the Y columns. Each data set (Y column) represents data
collected in the presence of a different concentration of inhibitor, starting at
zero. Enter these concentrations into the column titles. Be sure to enter
concentrations, not logarithms of concentration.

After entering data, click Analyze, choose nonlinear regression, choose the
panel of enzyme kinetics equations, and choose Noncompetitive enzyme
inhibition.

The model

Vmaxi nh=Vmax/ ( 1+l / Ki )
Y=Vmaxi nh* X/ ( KmtX)
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The constant I is the concentration of inhibitor, a value you enter into each
column title. This is constrained to be a data set constant.

The parameters Vmax, Km and Ki are shared, so Prism fits one best-fit value
for the entire set of data.

YTitle

[Substrate]

Interpreting the parameters

Vmax is the maximum enzyme velocity without inhibitor, expressed in the
same units as Y.

Km is the Michaelis-Menten constant (without inhibitor), expressed in the same
units as X.

Ki is the inhibition constant, expressed in the same units as I, which you
entered.

If the data don't fit the model well, consider instead fitting to a competitivels]
or uncompetitivel:sl model. Or fit to the more general equation for mixed-
model inhibition[ssl.

Reference | [ [ | | | | |

Equation 3.4 in: RA Copeland, Evaluation of Enzyme Inhibitors in Drug
Discovery, Wiley 2005. IBSN:0471686964.RA Copeland, Evaluation of Enzyme
Inhibitors in Drug Discovery, Wiley 2005. IBSN:0471686964.
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2.7.11.4 Equation: Uncompetitive inhibition
Introduction

An uncompetitive inhibitor binds to the enzyme-substrate complex, but not the
free enzyme. This reduces both the effective Vmax and the effective Km. The
substrate-velocity curve is shifted down and to the left.

You can determine the Ki of a competitive inhibitor by measuring substrate-
velocity curves in the presence of several concentrations of inhibitor.

Step by step

Create an XY data table. Enter substrate concentration into the X column, and
enzyme activity into the Y columns. Each data set (Y column) represents data
collected in the presence of a different concentration of inhibitor, starting at
zero. Enter these concentrations into the column titles. Be sure to enter
concentrations, not logarithms of concentration.

After entering data, click Analyze, choose nonlinear regression, choose the
panel of enzyme kinetics equations, and choose Uncompetitive enzyme
inhibition.

The model

VmaxApp=Vmax/ ( 1+l / Al phaKi)
KmApp=Km ( 1+ / Al phaKi )
Y=VmaxApp* X/ ( Kmapp+X)

The constant I is the concentration of inhibitor, a value you enter into each
column title. This is constrained to equal a data set constant.

The parameters Vmax, Km and Ki are shared, so Prism fits one best-fit value
for the entire set of data.
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Velocity

L]
[Substrate]

Interpreting the parameters

Vmax is the maximum enzyme velocity without inhibitor, expressed in the
same units as Y.

Km is the Michaelis-Menten constant (without inhibitor), expressed in the same
units as X.

AlphaKi is the inhibition constant, expressed in the same units as I, which you
entered into the column titles. It is the product of Ki (which is very high,
because uncompetitive inhibitors don't bind to the enzyme) and alpha (which is
very low). It is not possible to fit alpha and Ki separately, but only to determine
their product. Some books call this product Ki'.

If the data don't fit the model well, consider instead fitting to a competitivelssl
or noncompetitivels1 model. Or fit to the more general equation for mixed-
model inhibitionlssol.

Referencet 1 | | [ [ [ | | |

Equation 3.6 in: RA Copeland, Evaluation of Enzyme Inhibitors in Drug
Discovery, Wiley 2005. IBSN:0471686964.RA Copeland, Evaluation of Enzyme
Inhibitors in Drug Discovery, Wiley 2005. IBSN:0471686964.

2.7.11.5 Equation: Mixed-model inhibition
Introduction

The mixed model is a general equation that includes competitivel:s),
uncompetitivels= and noncompetitivels inhibition as special cases. The model
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has one more parameter than the others, and this parameter tells you about
the mechanism of inhibition.

Step by step

Create an XY data table. Enter substrate concentration into the X column, and
enzyme activity into the Y columns. Each data set (Y column) represents data
collected in the presence of a different concentration of inhibitor, starting at
zero. Enter these concentrations into the column titles. Be sure to enter
concentrations, not logarithms of concentration.

After entering data, click Analyze, choose nonlinear regression, choose the
panel of enzyme kinetics equations, and choose Mixed model enzyme
inhibition.

Model

VmaxApp=Vnax/ ( 1+l / (Al pha*Ki))
KmApp=Knr (1+1 /Ki )/ (1+I/ (Al pha*Ki))
Y=VimaxApp* X/ (KmApp + X)

The parameter I is the concentration of inhibitor, a value you enter into each
column title. This is constrained to equal a data set constant.

The parameters Alpha, Vmax, Km and Ki are shared, so Prism fits one best-fit
value for the entire set of data.

Interpreting the parameters

Vmax is the maximum enzyme velocity without inhibitor, expressed in the
same units as Y.

Km is the Michaelis-Menten constant, expressed in the same units as X.

Ki is the inhibition constant, expressed in the same units as I, which you
entered into the column titles.

Alpha determines mechanism. Its value determines the degree to which the
binding of inhibitor changes the affinity of the enzyme for substrate. Its value is
always greater than zero. When Alpha=1, the inhibitor does not alter binding of
substrate to the enzyme, and the mixed-model is identical to no ncompetitive[ s
inhibition. When alpha is very large, binding of inhibitor prevents binding of the
substrate and the mixed-model becomes identical to competitive[ss! inhibition.
When Alpha is very small (but greater than zero), binding of the inhibitor
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enhances substrate binding to the enzyme, and the mixed model becomes
nearly identical to an uncompetitivelzsl model.

Referencet 1 | | [ [ [ | | |

Equation 3.2 in: RA Copeland, Evaluation of Enzyme Inhibitors in Drug
Discovery, Wiley 2005. IBSN:0471686964.RA Copeland, Evaluation of Enzyme
Inhibitors in Drug Discovery, Wiley 2005. IBSN:0471686964.

2.7.11.6 Equation: Substrate inhibition
Introduction

At high concentrations, some substrates also inhibit the enzyme activity.
Substrate inhibition occurs with about 20% of all known enzymes. It happens
when two molecules of substrate can bind to the enzyme, and thus block
activity.

Step by step
Create an XY data table. Enter substrate concentration into the X column, and

enzyme activity into the Y columns. If you have several experimental
conditions, place the first into column A, the second into column B, etc.

After entering data, click Analyze, choose nonlinear regression, choose the
panel of enzyme kinetics equations, and choose Substrate inhibition.

Model
Y=Vmax* X/ (Km + X*(1+X/ Ki))

Velocity

[$1, nM
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Parameters

Vmax is the maximum enzyme velocity, if the substrate didn't also inhibit
enzyme activity, expressed in the same units as Y.

Km is the Michaelis-Menten constant, expressed in the same units as X.

Ki is the dissociation constant for substrate binding in such a way that two
substrates can bind to an enzyme. It is expressed in the same units as X.

Referencg . .. [ [ [ 1 [ |
Equation 5.44, in RA Copeland, Enzymes, 2nd edition, Wiley, 2000.

2.7.11.7 Equation: Tight inhibition (Morrison equation)

Introduction

This equation accounts for tight binding, so it does not assume that the free
concentration of inhibitor equals the total concentration.

Step by step

Create an XY data table. Enter inhibitor concentration into the X column (usually
in micromolar, but any concentration units is fine), and enzyme activity into the
Y columns (any units). If you have several experimental conditions, place the
first into column A, the second into column B, etc.

After entering data, click Analyze, choose nonlinear regression, choose the
panel of enzyme kinetics equations, and choose Morrison Ki.

Constrain Et, S and Km to constant values

You must constrain three parameters to constant values. To constrain the
values, go to the Constrain tab of the nonlinear regression dialog, make sure
that the drop down next to Et, S and Km is set to "Constant equal to" and
enter the values.

e Et is the concentration of enzyme catalytic sites in the same units as the X
values. If the enzyme has multiple subunits, note that Et is the
concentration of catalytic sites, which can be larger than the concentration
of enzyme molecules.

e S is the concentration of substrate you chose to use. Use the same units as
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the X values.

e Km is the Michaelis-Menten constant, expressed in the same units as X,
determined in an experiment/s: without competitor.

Prism cannot fit any of these parameters from the graph of activity vs inhibitor
concentration. You must know S from your experimental design, determine Km
and Et in other experiments, and constrain all three to constant values.

Model

Q=(Ki *(1+( S/ Km)) )
Y=Vo* (1- ((( (Et +X+Q) - (((Et +X+Q ~2) - 4*Et *X) A0. 5) )/ (2*Et)))

ivity

Act

[Inhibitor]

Interpreting parameters
VO is the enzyme velocity with no inhibitor, expressed in the same units as Y.
This is not the same as Vmax,which would require a maximal concentration of
substrate.

Ki is the inhibition constant, expressed in the same units as X.
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Referencet 1 | | [ [ [ | | |

Equation 9.6, in RA Copeland, Enzymes, 2nd edition, Wiley, 2000.

2.7.12 Exponential

2.7.12.1 Key concepts: Exponential equations
What is exponential?

Processes follow exponential models when the rate at which something is
happening depends on the amount that is present.

Exponential dissociation vs. association vs. growth

Dissociation Association Growth

Time Time Time

The dissociation model always heads downhill gradually approaching a plateau.
The association model always heads uphill, and also approaches a plateau.

The growth model goes up and up and up, getting steeper, never reaching a
plateau.

Rate constants vs. time constants vs. half-lives

In all the exponential models, one (or more in some cases) parameter
describes how rapidly the process occurs. It can be expressed as a rate
constant (in units of inverse time) or as a time constant (in units of time), or as
a half-life, also in units of time.
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The rate constant and time constants are simply reciprocals of each other.
Prism always fits the rate constant (k), but computes the time constant (tau)
as well and reports the standard error and confidence interval of the time
constant just as if the model had been written to fit that constant.

The half-life equals In(2)/k where In is the abbreviation for natural logarithm.

2.7.12.2 Key concepts: Derivation of exponential decay

Define X to be time, and Y to be the outcome you are measuring. Three
examples:

e Number of ligand-receptor complexes still present -- the ligand has not yet
dissociated.

e The number of radioactive atoms that have not yet decayed.
e The concentration of drug in the plasma, not yet metabolized.

At any given time X. The rate of change of Y is proportional to Y. Expressed as
a differential equation:

AY_dY

X o Y
Shown as a graph:
Yo
T
ty
TIME
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When you integrate both sides of the equation, you get the equation for
exponential decay:

Y=Y, *exp(-k*X)

The function exp() takes the constant e ( 2.718...) to the power contained
inside the parentheses.

2.7.12.3 Equation: One phase decay
Introduction

An exponential decay equation models many chemical and biological processes.
It is used whenever the rate at which something happens is proportional to the
amount which is left. Here are three examples:

e When ligands dissociate from receptors, the number of molecules that
dissociate in any short time interval is proportional to the number that were
bound at the beginning of that interval. Equivalently, each individual molecule
of ligand bound to a receptor has a certain probability of dissociating from
the receptor in any small time interval. That probability does not get higher
as the ligand stays on the receptor longer.

e When radioactive isotopes decay, the number of atoms that decay in any
short interval is proportional to the number of undecayed atoms that were
present at the beginning of the interval. This means that each individual
atom has a certain probability of decaying in a small time interval, and that
probability is constant. The probability that any particular atom will decay
does not change over time. The total decay of the sample decreases with
time because there are fewer and fewer undecayed atoms.

e When drugs are metabolized by the liver or excreted by the kidney, the rate
of metabolism or excretion is often proportional to the concentration of
drug in the blood plasma. Each drug molecule has a certain probability of
being metabolized or secreted in a small time interval. As the drug
concentration goes down, the rate of its metabolism or excretion goes
down as well.

Entering data
Create an XY data table. Enter time into X, and response (binding,

concentration ..) into Y. If you have several experimental conditions, place the
first into column A, the second into column B, etc.
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You can also choose a sample data set for exponential decay.

After entering data, click Analyze, choose nonlinear regression, choose the
panel of exponential equations, and choose One phase decay.

Consider constraining Plateau to a constant value of zero

If you have subtracted off any background signal, then you know the curve has
to plateau at Y=0. In this case, you should constrain the parameter Plateau to
be a constant value equal to zero. To do this, go to the Constrain tab of the
nonlinear regression dialog, set the drop down next to Plateau to "Constant
equal to" and enter the value 0.0.

Model

Y=(Y0 - Pl ateau)*exp(-K*X) + Pl ateau

Yo-

Span

Plateau

Half-life
Time

YO0 is the Y value when X (time) is zero. It is expressed in the same units as Y,
Plateau is the Y value at infinite times, expressed in the same units as Y.

K is the rate constant, expressed in reciprocal of the X axis time units. If X is in
minutes, then K is expressed in inverse minutes.

Tau is the time constant, expressed in the same units as the X axis. It is
computed as the reciprocal of K.
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Half-life is in the time units of the X axis. It is computed as In(2)/K.

Span is the difference between YO and Plateau, expressed in the same units as
your Y values.

The derivative of an exponential decay equals -k*Y. So the initial rate equals -k*YO.

2.7.12.4 Equation: Plateau followed by one phase decay
Introduction

In the standard one-phase decayls equation, the decay starts at time 0. This
equation is used when you measure a baseline for a while, then do some
experimental intervention that starts the decay at some time XO0.

Entering data

Create an XY data table. Enter time into X, and response (binding,
concentration ..) into Y. If you have several experimental conditions, place the
first into column A, the second into column B, etc.

After entering data, click Analyze, choose nonlinear regression, choose the
panel of exponential equations, and choose Plateau followed by one phase
decay.

Consider constraining X0 and Plateau to a constant values

If you know the time at which you initiated the decay, you should constrain X0
to that value.

If you have subtracted off any background signal, then you know the curve has
to plateau at Y=0. In this case, you should constrain the parameter Plateau to
be a constant value equal to zero.

To constrain parameters to constant values, go to the Constrain tab of the
nonlinear regression dialog, set the drop down next to the parameter name to
"Constant equal to" and enter the value.

Model
Y= | F( X<X0, YO, Pl ateau+(YO0-Pl ateau)*exp(-K*(X-X0)))
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YO

Span

Plateau-

X0
Time
X0 is the time at which the decay begins. Often you will set that to a constant

value based on your experimental design, but otherwise Prism can fit it. It is
expressed in the same time units as X.

YO is the average Y value up to time XO0. It is expressed in the same units as Y,
Plateau is the Y value at infinite times, expressed in the same units as Y.

K is the rate constant, expressed in reciprocal of the X axis time units. If X is in
minutes, then K is expressed in inverse minutes.

Tau is the time constant, expressed in the same units as the X axis. It is
computed as the reciprocal of K.

Half-life is in the time units of the X axis. It is computed as In(2)/K.

Span is the difference between YO and Plateau, expressed in the same units as
your Y values.
2.7.12.5 Equation: Two phase decay
Introduction

An exponential decay equation models many chemical and biological processes.
It is used whenever the rate at which something happens is proportional to the
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amount which is left.

A two-phase model is used when the outcome you measure is the result of the
sum of a fast and slow exponential decay. This is also called a double
exponential decay.

Entering data

Create an XY data table. Enter time into X, and response (binding,
concentration ..) into Y. If you have several experimental conditions, place the
first into column A, the second into column B, etc.

After entering data, click Analyze, choose nonlinear regression, choose the
panel of exponential equations, and choose Two phase decay.

Consider constraining Plateau to a constant value of zero

If you have subtracted off any background signal, then you know the curve has
to plateau at Y=0. In this case, you should constrain the parameter Plateau to
be a constant value equal to zero. To do this, go to the Constrain tab of the
nonlinear regression dialog, set the drop down next to Plateau to "Constant
equal to" and enter the value 0.0.

Model

SpanFast =( YO- Pl at eau) *Per cent Fast *. 01
SpanSl ow=( YO- Pl at eau) *( 100- Per cent Fast ) *. 01
Y=Pl at eau + SpanFast *exp(-KFast*X) + SpanSl ow* exp( - KSI ow* X)
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Yo+
Plateau -«
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YO is the Y value when X (time) is zero. It is expressed in the same units as Y,
Plateau is the Y value at infinite times, expressed in the same units as Y.

Kfast and Kslow are the two rate constants, expressed in reciprocal of the X
axis time units. If X is in minutes, then K is expressed in inverse minutes.

TauFast and TauSlow are the two time constants, expressed in the same
units as the X axis. They are computed as the reciprocals of the rate constants.

Half-life (fast) and Half-life (slow) are in the time units of the X axis. They
are computed as In(2)/K.

PercentFast is the fraction of the span (from YO to Plateau) accounted for by
the faster of the two components.

2.7.12.6 Equation: Three phase decay
Introduction

An exponential decay equation models many chemical and biological processes.
It is used whenever the rate at which something happens is proportional to the
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amount which is left.

A three-phase model is used when the outcome you measure is the result of
the sum of a fast, medium and slow exponential decay. You need lots of data
with little scatter to adequately fit a three phase model.

Entering data

Create an XY data table. Enter time into X, and response (binding,
concentration ..) into Y. If you have several experimental conditions, place the
first into column A, the second into column B, etc.

After entering data, click Analyze, choose nonlinear regression, choose the
panel of exponential equations, and choose Three phase decay.

Consider constraining Plateau to a constant value of zero

If you have subtracted off any background signal, then you know the curve has
to plateau at Y=0. In this case, you should constrain the parameter Plateau to
be a constant value equal to zero. To do this, go to the Constrain tab of the
nonlinear regression dialog, set the drop down next to Plateau to "Constant
equal to" and enter the value 0.0.

Model

YFast =( YO- Pl at eau) *Per cent Fast *. 01* exp( - KFast * X)

YSI ow=( YO- Pl at eau) *Per cent Sl ow*. 01* exp( - KSI ow* X)

YMedi ume( YO- Pl at eau) * ( 100- Per cent Fast - Percent Sl ow) *. 01* exp( - Knedi unt X)
Y=P| at eau + YFast + YMedi um +YS| ow

YO0 is the Y value when X (time) is zero. It is expressed in the same units as Y,
Plateau is the Y value at infinite times, expressed in the same units as Y.

Kfast, Kmedium and Kslow are the rate constants, expressed in reciprocal of
the X axis time units. If X is in minutes, the rate constants are expressed in
inverse minutes.

Half-life (fast, medium and slow) are in the time units of the X axis. they are
computed as In(2) divided by the corresponding rate constant.

PercentFast is the percentage of the span (from YO to Plateau) accounted for
by the fastest of the three components.
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PercentSlow is the percentage of the span (from YO to Plateau) accounted for
by the slowest of the three components.

2.7.12.7 Equation: One phase association
Introduction

This equation describes the pseudo-first order association kinetics of the
interaction between a ligand and its receptor, or a substrate and an enzyme.
During each time interval a certain fraction of the unoccupied receptors become
occupied. But as time advances, fewer receptors are unoccupied so fewer
ligand bind and the curve levels off.

Entering data

Create an XY data table. Enter time into X, and response (binding,
concentration ..) into Y. If you have several experimental conditions, place the
first into column A, the second into column B, etc.

After entering data, click Analyze, choose nonlinear regression, choose the
panel of exponential equations, and choose One phase association.

Consider constraining Plateau to a constant value of zero

If you have subtracted off any background signal, then you know the curve has
to plateau at Y=0. In this case, you should constrain the parameter Plateau to
be a constant value equal to zero. To do this, go to the Constrain tab of the
nonlinear regression dialog, set the drop down next to Plateau to "Constant
equal to" and enter the value 0.0.
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Model

Y=Y0 + (Pl ateau-Y0)*(1-exp(-K*x))

Plateau =-------vmmmmmmmmrrrrnmnnmeeiia e -

Span

Y0 4 -

Time

YO0 is the Y value when X (time) is zero. It is expressed in the same units as Y,
Plateau is the Y value at infinite times, expressed in the same units as Y.

K is the rate constant, expressed in reciprocal of the X axis time units. If X is in
minutes, then K is expressed in inverse minutes.

Tau is the time constant, expressed in the same units as the X axis. It is
computed as the reciprocal of K.

Half-time is in the time units of the X axis. It is computed as In(2)/K.

Span is the difference between YO and Plateau, expressed in the same units as
your Y values.

2.7.12.8 Equation: Plateau followed by one phase association
Introduction

In the standard one-phase associationls= equation, the increase starts at time
0. This alternative equation is used when you measure a baseline for a while,
then do some experimental intervention that starts the association at some
time XO.
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Entering data

Create an XY data table. Enter time into X, and response (binding,
concentration ..) into Y. If you have several experimental conditions, place the
first into column A, the second into column B, etc.

After entering data, click Analyze, choose nonlinear regression, choose the
panel of exponential equations, and choose Plateau followed by one phase
association.

Consider constraining X0 to a constant values

If you know the time at which you initiated the association, you should
constrain X0 to that value. To do this, go to the Constrain tab of the nonlinear
regression dialog, set the drop down next to X0 to "Constant equal to" and
enter the value.

Model

Y= I F( X<X0, YO,Y0 + (Plateau-Y0)*(1 - exp(-K*(X-X0))))

Plateau 4

Y0

Xo
Time

X0 is the time at which the association begins. Often you will set that to a
constant value based on your experimental design, but otherwise Prism can fit
it. It is expressed in the same time units as X.

YO0 is the average Y value up to time X0. It is expressed in the same units as Y,

Plateau is the Y value at infinite times, expressed in the same units as Y.
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K is the rate constant, expressed in reciprocal of the X axis time units. If X is in
minutes, then K is expressed in inverse minutes.

Tau is the time constant, expressed in the same units as the X axis. It is
computed as the reciprocal of K.

Half-life is in the time units of the X axis. It is computed as In(2)/K.

Span is the difference between YO and Plateau, expressed in the same units as
your Y values.

2.7.12.9 Equation: Two phase association
Introduction

An exponential decay equation models many chemical and biological processes.
It is used whenever the rate at which something happens is proportional to the
amount which is left.

A two-phase model is used when the outcome you measure is the result of the
sum of a fast and slow exponential decay.

Entering data

Create an XY data table. Enter time into X, and response (binding,
concentration ..) into Y. If you have several experimental conditions, place the
first into column A, the second into column B, etc.

After entering data, click Analyze, choose nonlinear regression, choose the
panel of exponential equations, and choose Two phase association.

Consider constraining Plateau to a constant value of zero

If you have subtracted off any background signal, then you know the curve has
to plateau at Y=0. In this case, you should constrain the parameter Plateau to
be a constant value equal to zero. To do this, go to the Constrain tab of the
nonlinear regression dialog, set the drop down next to Plateau to "Constant
equal to" and enter the value 0.0.

Model

SpanFast =( Pl at eau- YO) * Per cent Fast *. 01
SpanSl ow=( Pl at eau- YO) *( 100- Per cent Fast ) *. 01
Y=Y0+ SpanFast *(1- exp(-KFast*X)) + SpanSl ow*(1-exp(-KSlI ow* X))
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YO0 is the Y value when X (time) is zero. It is expressed in the same units as Y,
Plateau is the Y value at infinite times, expressed in the same units as Y.

Kfast and Kslow are the two rate constant, expressed in reciprocal of the X
axis time units. If X is in minutes, then K is expressed in inverse minutes.

TauFast and TauSlow are the two time constants, expressed in the same
units as the X axis. They are computed as the reciprocals of the rate constants.

Half-time (fast) and Half-time (slow) are in the time units of the X axis.
They are computed as In(2)/K.

PercentFast is the fraction of the span (from YO to Plateau) accounted for by
the faster of the two components.
2.7.12.10 Equation: Exponential growth
Introduction

This equation describes the growth with a constant doubling time.
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Entering data

Create an XY data table. Enter time into X, and response (cell number ..) into Y.
If you have several experimental conditions, place the first into column A, the
second into column B, etc.

After entering data, click Analyze, choose nonlinear regression, choose the
panel of exponential equations, and choose Exponential growth.

Consider constraining YO to a constant value

The parameter YO is the Y value at time zero. In many cases, you will know this
value precisely. If so, you should constrain that parameter to be a constant
value. To do this, go to the Constrain tab of the nonlinear regression dialog, set
the drop down next to YO to "Constant equal to" and enter its value.

Model

Y=Y0* exp( k* X)

Y0 -

Time

YO is the Y value when X (time) is zero. It is expressed in the same units as Y,

K is the rate constant, expressed in reciprocal of the X axis time units. If X is in
minutes, then K is expressed in inverse minutes.

Tau is the time constant, expressed in the same units as the X axis. It is
computed as the reciprocal of K.

Doubling-time is in the time units of the X axis. It is computed as In(2)/K.
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2.7.13 Lines

2.7.13.1 Key concepts: Fitting lines

Choosing nonlinear regression, rather than linear regression to fit a line

Prism offers separate analyses for linear regression and nonlinear regression.
But the nonlinear regression analysis can fit a straight-line model. This is useful
when you want to take advantage of features in Prism's nonlinear regression
analysis that Prism does not offer in its linear regression analysis, such as the
ability to compare two modelsl.s), apply weighting[.s), or automatically exclude

outliers[sd. See a longer discussion of the advantages of using the nonlinear

regression analysis to fit a straight linels2).

Fitting straight lines on graphs with nonlinear axes

The nonlinear regression analysis fits the data, not the graph. Since Prism lets
you choose logarithmic or probability axes, some graphs with data points that
form a straight line follow nonlinear relationships. Prism's collection of "Lines"
equations includes those that let you fit nonlinear models to graphs that appear
linear when the X axis is logarithmic, the Y axis is logarithmic, both axes are
logarithmic, or when the Y axis uses a probability scale. In these cases, linear
regression will fit a straight line to the data but the graph will appear curved
since an axis (or both axes) are not linear. In contrast, nonlinear regression to
an appropriate nonlinear model will create a curve that appears straight on
these axes.

Segmental linear regression

Segmental regression[ fits one line to all data points with X less than some
value X0, and another line to all points with X greater than X0, ensuring that the
two lines intersect at XO.

Segmental linear regression is helpful when X is time, and you did something at
time=X0 to change the slope of the line. Perhaps you injected a drug, or rapidly
changed the temperature. In these cases, your model really does have two
slopes with a sharp transition point.
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2.7.13.2 Equation: Fitting a straight line with nonlinear regression
Introduction

Linear regression fits a straight line through your data. Nonlinear regression fits
any model, which includes a straight line model. Prism offers separate analyses
for linear regression and nonlinear regression, so you can choose either one to
fit a line.

Prism's nonlinear regression analysis offers more options than its linear
regression analysis|13), such as the ability to compare two models@ apply
weighting[:ss), automatically exclude outliers/ sl and perform normality tests/:s
on the residuals. See a longer discussion of the advantages of using the
nonlinear regression analysis to fit a straight line[s2\.

Step by step

Create an XY data table. There is one X column, and many Y columns. If you
have several experimental conditions, place the first into column A, the second
into column B, etc.

After entering data, click Analyze, choose nonlinear regression, choose the
panel equations for lines, and choose Straight line.

Model
Y= YIntercept + Slope*X
Interpret the parameters
YIntercept is the Y value where the line intersects the Y axis.

Slope is the slope of the line, expressed in Y units divided by X units.

Special forms of the linear regression equation

Horizontal line

If you constrain the slope to be zero, the line will be horizontal. The only
parameter is the Y intercept. Prism has this model built in as "horizontal line".
The best-fit value of the Y intercept is the mean of all the Y values. The model
is:

Y = Mean + 0*X
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Prism requires that all equations include X. Here X is multiplied by zero, so it is
present (as required) but has no effect.

Line through origin

If you constrain the Y intercept to be zero, the line has to go through the origin
(X=0, Y=0). Prism has this "Line through origin[==" model built in:

Y=SI| ope* X

The only parameter is the slope.
2.7.13.3 Equation: Line through origin
Introduction
Prism's linear regression analysis| sl fits a straight line through your data, and

lets you force the line to go through the origin. This is useful when you are sure
that the line must begin at the origin (X=0 and Y=0).

Prism's nonlinear regression offers the equation Line through origin. It offers
more options than its linear regression analysis/13), such as the ability to
compare two models[.s), apply weightingl.ssl, automatically exclude outliers|sol
and perform normality tests[::l on the residuals. See a longer discussion of the
advantages of using the nonlinear regression analysis to fit a straight linel s2l.

When to force the line through the origin

In many scientific situations, it just makes sense that when X=0, Y must also
equal 0, so the line should be forced to go through the origin (X=0, Y=0). But
even in these situations, it can make sense to fit an ordinary linear regression
line that also fits the intercept. The data you are analyzing may be far from the
origin, and you may get a better fit through the points (what you care about)
when you don't force the line to go through the origin. This can happen when
the true model is curved (beginning at the origin), so a line through the data
points that is not forced to the origin may fit a whole lot better than line forced
to go through the origin.

Prism makes it easy to compare[: the fit that goes through the origin with one
that doesn't.

Step by step
Create an XY data table. There is one X column, and many Y columns. If you

have several experimental conditions, place the first into column A, the second
into column B, etc.
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After entering data, click Analyze, choose nonlinear regression, choose the
panel equations for lines, and choose Line Through Origin

Model
Y= Slope*X

Slope is the slope of the line, expressed in Y units divided by X units. It
estimates the ratio of Y/X in the entire population.

Weighting

In situations where linear regression through the origin is appropriate, it is
common for the variation among replicate Y values increases as X (and Y)
increase. Prism provides two weighting choices (in the Weights tab) that are
used in this situation. Weight by 1/X? when you think the variance in Y is
proportional to the square of X, which means the SD among Y values is
proportional to X.Weight by 1/X if you think the variance in Y is proportional to
X.

R? when fitting a line through the origin

When you constrain a line to go through a point, there are two possible ways
to compute R2:

e Compare the fit of the best-fit line with the fit of a horizontal line at the mean
Y value. But that null hypothesis (horizontal line through the Ymean) doesn't
obey the constraint that it go through the origin.

e Compare the best-fit line with a horizontal line at Y=0. This obeys the
constraint, but often fits the data really badly, pushing up the R? value.

When you use nonlinear regression to fit a line through the origin, Prism uses
the first definition above. If you use linear regression, and ask Prism to
constrain the line to go through the origin, it simply will not report R? at all.

Reference

1. J. G. Eisenhauer, Regression through the Origin. Teaching Statistics 25, 76—80
(2003).
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2.7.13.4 Equation: Segmental linear regression

Introduction

Segmental regression fits one line to all data points with X less than some value
X0, and another line to all points with X greater than X0, while ensuring that the
two lines intersect at XO0.

Segmental linear regression is helpful when X is time, and you did something at
time=X0 to change the slope of the line. Perhaps you injected a drug, or rapidly
changed the temperature. In these cases, your model really does have two
slopes with a sharp transition point.

In other cases, the true model has the slope gradually changing. The data fit a
curve, not two straight lines. In this situation, fitting the data with segmental
linear regression is not helpful.

Caution

Don't use segmental linear regression to analyze a biphasic Scatchard or
Lineweaver-Burk plot. A biphasic Scatchard plot follows a curve, not two
intersecting lines. There is no abrupt break point. You should fit the original data
to a two-site binding curve instead.

Step by step

Create an XY data table. Enter time into X, and your measurements into Y. If
you have several experimental conditions, place the first into column A, the
second into column B, etc.

After entering data, click Analyze, choose nonlinear regression, choose the
panel equations for lines, and choose Segmental linear regression.

Model

Y1l = interceptl + slopel*X

Yat XO = sl opel*X0 + interceptl
Y2 = Yat XO + sl ope2*(X — X0)

Y = | F(X<X0, Y1, Y2)

The first line of the equation defines the first line segment from its intercept and
slope.

The second line of the equation computes the Y value of the first regression at
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the right end of that segment, when X=XO0.

The third line of the equation computes the second regression segment. Since
we want a continuous line, the Y value at the left end of the second segment
must equal the Y value at the right end of the first segment (YatX0). The Y
value at any other position along the second segment equals YatX0 plus the
increase due to the second regression line. That increase equals the slope of the
second segment (slope2) times the distance from X0 to X.

The final line defines Y for all values of X. If X is less than X0 then Y is set equal
to Y1. Otherwise Y is set equal to Y2.

X0

Interpret the parameters
Interceptl is the Y value where the first line segment intersects the Y axis.

Slopel is the slope of the first line segment, expressed in Y units divided by X
units.

Intercept2 is the Y value where the second (rightmost) line segment
intersects the Y axis.

Slope2 is the slope of the second line segment, expressed in Y units divided by
X units.

X0 is the X value where the two line segments intersect. Often you will want to
constrain this to a constant value equal to the time you applied an experimental
intervention.
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Extending to three segments

Prism does not include an equation for segmental regression with three
segments, but you could enter this equation as an user-defined equation:

Y1 = interceptl + slopel*X
Yat XO = interceptl + sl opel*X0
Y2 = Yat X0 + sl ope2*( X — XO0)
Yat X1 = Yat XO + sl ope2*( X1- X0)
Y3 = Yat X1 + sl ope3*(X — X1)
Y = | F(X<X0, Y1, IF(X<X1l, Y2, Y3))

2.7.13.5 Equation: Fitting a straight line on a semi-log or log-log graph
Straight lines on graphs with logarithmic axes

The nonlinear regression analysis fits the data, not the graph. Since Prism lets
you choose logarithmic axes, some graphs with data points that form a straight
line follow nonlinear relationships. Prism's collection of "Lines" equations includes
those that let you fit nonlinear models to graphs that appear linear when the X
axis is logarithmic, the Y axis is logarithmic, or both axes are logarithmic. In
these cases, linear regression will fit a straight line to the data but the graph will
appear curved since an axis (or both axes) are not linear. In contrast, nonlinear
regression to an appropriate nonlinear model will create a curve that appears
straight on these axes.

Entering and fitting data
1.Create an XY table, and enter your X and Y values.

2.Go to the graph, double click on an axis to bring up the Format Axis dialog.
Change one or both axes to a logarithmic scale.

Frame andd Ongin | * &d2 | Left ads | Fight'y mds | Titkes § Fords

Gape and Dineclion: | Stardaed L Sl m
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3.Click Analyze, choose Nonlinear regression (not Linear regression) and then
choose one of the semi-log or log-log equations from the "Lines" section of
equations.
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Equations
Semilog line -- X axis is logarithmic, Y axis is linear

Y=Yintercept + Slope*log(X)

On semilog axis On linear axes

Log

Semilog line -- X axis is linear, Y axis is logarithmic

Y=10~(Slope*X + Yintercept)

On semilog axis On linear axes

|

Log-log line -- Both X and Y axes are logarithmic

Y = 10~ (slope*log(X) + Yintercept)

© 1995-2014 GraphPad Software, Inc.



378 GraphPad Curve Fitting Guide

On log-log axes On linear axes

LOG

LOG

Since both axes are transformed the same way, the graph is linear on both sets
of axes. But when you fit the data, the two fits will not be quite identical.

Parameters

In all three equations, Y intercept is in units of the Y values, and Slope is in units
of the Y values divided by units of the X values.

An alternative way to handle these data

The nonlinear regression analysis minimizes the sum of the squares of the
difference between the actual Y value and the Y value predicted by the curve.
This is not the same as minimizing the sum of squares of the distances (as
seen on the graph) between points and curve. In the graph below, the two
vertical lines look the same distance but one represents a difference of 9 Y
units, and the other a difference of 900.

1']']']]
1']']]

"“]'!
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An alternative approach, that might be better in some circumstances, is to use
Prism's transform analysis to transform Y (and maybe also X) to logarithms.
Then perform linear regression on the logarithms. The regression results will not
be the same as using nonlinear regression on log axes.

2.7.13.6 Equation: Fitting a straight line on a graph with a probability axis
Fitting straight lines on graphs with nonlinear axes

The nonlinear regression analysis fits the data, not the graph. If you choose
probability Y axis, graphs with data points that form a straight line follow
nonlinear relationships. Prism's collection of "Lines" equations includes those
that let you fit nonlinear models to graphs that appear linear when the Y axis is
a probability axis. In these cases, linear regression will fit a straight line to the
data but the graph will appear curved since an axis (or both axes) are not
linear. In contrast, nonlinear regression to an appropriate nonlinear model will
create a curve that appears straight on these axes.

Entering and fitting data
1.Create an XY table, and enter your X and Y values.

2.Go to the graph, double click on an axis to bring up the Format Axis dialog.
Change the Y axis to a probability scale.

Frams and Ongen | * sdz | Left'y oo | Righey sods | Tillas & Fonls

Gaps and Disschor: Scals Probebdty (0. 100%] |+
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3.Click Analyze, choose Nonlinear regression (not Linear regression) and then
choose one of the Cumulative Gaussian distribution equations from the
"Lines" section of equations.

Equations

Cumulative Gaussian - Y values are percentages
Top=100
z=( X- Mean) / SD
Y=Top * zdist(z)
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On probability axis On linear axis
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Cumulative Gaussian - Y values are fractions
Top=1
z=( X- Mean)/ SD
Y=Top * zdist(z)

On semilog axis On linear axes
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Parameters

Mean is the average of the original distribution, from which the frequency
distribution was created.

SD is the standard deviation of the original distribution.
Both of these parameters are expressed in the same units as the X values

plotted on the graph, which is the same as the Y values in the original
distribution from which the frequency distribution was generated.
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2.7.14 Polynomial

2.7.14.1 Key concepts: Polynomial
Usefulness of polynomial models
There are two situations where you might want to choose a polynomial model:

e Your scientific model is described by a polynomial equation. This is rare in
biology. Few chemical or pharmacological models are described by
polynomial equations.

e You don't have a scientific model, but want to fit a curve to interpolate
unknown values. With this goal, you often don't care much about the details
of the model. Instead, you care only about finding a model that goes near
the data points. Polynomial models often work well.

Which polynomial model?

The order of a polynomial model expresses how many terms it has. Prism
offers up to a sixth order equation (and it would be easier to enter higher order
equations). The higher order equations have more inflection points.

Choosing the best polynomial model is often a matter of trial and error. If the
curve doesn't follow the trend of your data, pick a higher order equation. If it
wiggles too much, pick a lower order equation.

How are polynomial models special?

To a mathematician, polynomial models are very special. Strictly speaking, polynomial
models are not 'nonlinear'. Even though a graph of X vs. Y is curved (in all but some
special cases), the derivative of Y with respect to the parameters is linear.

Because polynomial models are not nonlinear, it is possible (but not with Prism) to fit
polynomial models without fussing with initial values. And the fit can be in one step,
rather than the iterative approach used for nonlinear models.

Since Prism treats polynomial models the same way it treats nonlinear models, it does
require initial values (it chooses 1.0 for each parameter automatically). It doesn't matter
what values are used -- polynomial regression cannot encounter false minima/zos.
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2.7.14.2

Why you should choose a centered polynomial equation
There are two problems with polynomial fits, often solved by centering:

e When the X values are large, and start well above zero (for example, when Xis a calendar
year), taking the very large X values to large powers can lead to math errors.

e Even when the X values are not large, the parameters of the model are intertwined, so have
high covariance and dependency. This results in large standard errors, wide confidence
intervals, and huge confidence or prediction bands.

Both these problems are solved by using a centered polynomial model. The idea
of centering is simple. Subtract the mean of all X values from each X value, and

use those differences instead of X in the model.

Fitting the centered model leads to exactly the same curve (unless the regular
approach led to math errors). Accordingly, the sum-of-squares are R? are the
same, as are results of model comparisons.However, the parameters have
different meanings, so have different best-fit values (except the first parameter
which is the same), different standard errors and confidence intervals, smaller
covariances and dependencies, and tighter confidence/prediction bands.

Read more about centered polynomial models.| )

Centered polynomial equations

Included in Prism, are both a set of ordinary polynomial equations and also a
set of centered polynomial equations. For example, when you look in the list of
polynomials you'll see both 'Second order polynomial' and 'Centered second
order polynomial'. We recommend always choosing one of the centered
equations instead of an ordinary polynomial equation. This page explains why.

What's wrong with ordinary polynomial models?

The standard polynomial models look like this:
Y= BO + B1*X +B2*X"2

More terms are included with the higher order equations.

There are two problems with polynomial fits:

e When the X values are large, and start well above zero (for example, when X
is a calendar year), taking the very large X values to large powers can lead to
math overflow. Even if the program doesn't report any math error, the
results can be inaccurate. Some coefficients will be positive and some
negative, so the value of Y depends on subtracting huge humbers from other
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huge numbers, leading to imprecise results.

e Even when the X values are not large, the parameters of the model are
intertwined, so have high covariance and dependency. This results in large
standard errors, wide confidence intervals, and very wide confidence or
prediction bands. In many cases, this problem is severe enough that Prism
reports that the results are 'ambiguous' and so doesn't report confidence
intervals for all the parameters and can't graph confidence bands.

What are centered polynomial models?

Both problems go away when the X values are centered. The idea of centering
is to subtract the mean X from all X values before fitting the model. This can be
done as part of nonlinear regression, using this model:

XC = X - Xnean
Y= BO + B1*XC +B2* XC2

Here XC is the centered X value, equal to the X value minus Xmean, which is
the mean of all X values. In other words, XC is the distance of any X value from
the mean of all X values. Xmean is constant, and not a parameter that Prism
tries to fit. Of course, you can include more terms in the definition of Y to
create higher order polynomial equations.

The advantages of centered models

Fitting the centered model leads to exactly the same curve (unless the regular
approach led to math errors). Accordingly, the sum-of-squares is the same, as
are results of model comparisons.

However, the centered equation has reparameterized the model. The
parameters have different meanings, so have different best-fit values (except
the first parameter which is the same), different standard errors and confidence
intervals, smaller covariances and dependencies, and tighter confidence/
prediction bands.

How centered models are implemented in Prism

You can fit data to a built-in centered polynomial equation without knowing how
Prism implements the model. If you are curious, read on.

The built-in set of centered polynomial equations, written as shown above,
constrain the parameter XMean to equal the mean of X value by constraining it
to equal a "Data set constant (= Mean X)".

If you open a file using centered polynomial regression in an version of Prism
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prior to 5.02 or 5.0b, that constraint will be lost, and centered polynomial
regression won't work.

2.7.14.3 Equations: Polynomial models
Step by step

Create an XY data table. There is one X column, and many Y columns. If you
have several experimental conditions, place the first into column A, the second
into column B, etc.

After entering data, click Analyze, choose nonlinear regression, choose the
panel equations for polynomial equations, and choose one.

The "order" of a polynomial equation tells you how many terms are in the
equation. Prism offers first to sixth order polynomial equations (and you could
enter higher order equations as user-defined equations if you need them).
Higher order models wiggle more than do lower order models. Since the
equation rarely corresponds to a scientific model, use trial and error. If it isn't
close enough to the data, pick a higher order equation. If it wiggles too much,
pick a lower order equation.

Polynomial models

Order Equation
First Y=B0 + B1*X (straight line)

Second Y=B0 + B1*X + B2*X"2 (quadratic equation)

Third Y=B0 + B1*X + B2*X"2 + B3*X"3

Fourth Y=B0 + B1*X + B2*X”"2 + B3*X"3 + B4*X"4

Fifth Y=B0 + B1*X + B2*X”"2 + B3*X"3 + B4*X"4 + B5*XA"5

Sixth Y=B0 + B1*X + B2*X"2 + B3*X"3 + B4*X"N4 + B5*X~"5 +
B6*X"6

There is no general way to interpret the coefficients BO, B1, etc. In most cases,
the goal of fitting a polynomial model is to make a curve that looks good, and
the parameters really don't matter.

© 1995-2014 GraphPad Software, Inc.



CURVE FITTING WITH PRISM 6 385

Centered polynomial models

The Centered polynomial models[sl are identical to the ones listed above, with
one exception. Wherever X appears above, replace it with (X - XMean), where
XMean is the mean of all X values (for rows that have Y values). Using a
centered model can avoid computer math problems (overflows), and we
recommend that you use them routinely.

2.7.15 Gaussian

2.7.15.1 Key concepts: Gaussian
What is a frequency distribution?

All the equations in this section fit frequency distributions. The X values

represent Y values in the original data set, and the Y values are the frequency or
cumulative frequency.

Prism can create a frequency distribution from column data, using an analysis
created for that purpose (called, of course, Frequency Distribution).

What is a cumulative frequency distribution?

A frequency distribution plots the number of observations as a function of
value. A cumulative frequency distribution plots the cumulative number of
observations as a function of value. Each Y value is the number of observations
in the original data set that have a value less than or equal to the X value.

The Y values can be expressed as the counted number of observations, as
fractions or as percentages.
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2.7.15.2 Equation: Gaussian distribution
Introduction

Data follow a Gaussian distribution when scatter is caused by the sum of many
independent and equally weighted factors.

A frequency distribution (histogram) created from Gaussian data will look like a
bell-shaped Gaussian distribution.

Step-by-step

The data you fit must be in the form of a frequency distribution on an XY table.
The X values are the bin center and the Y values are the number of
observations.

If you start with a column of data, and use Prism to create the frequency
distribution, make sure that you set the graph type to "XY graph", with either
points or histogram spikes. This ensures that Prism creates an XY results table
with the bin centers entered as X values. If you pick a bar graph instead, Prism
creates a column results table, creating row labels from the bin centers. This
kind of table cannot be fit by nonlinear regression, as it has no X values.

Starting from the frequency distribution table, click Analyze, choose Nonlinear
regression from the list of XY analyses, and then choose the "Gaussian"
equation from the "Gaussian" family of equations.

Model (Gaussian distribution)

Y=Anpl i t ude*exp(-0.5*(( X- Mean)/ SD) *2)
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Amplitude is the height of the center of the distribution in Y units.
Mean is the X value at the center of the distribution.
SD is a measure of the width of the distribution, in the same units as X.

The mean and SD will not be identical to the mean and SD computed directly
from the raw data. There are two reasons for the discrepancy. The first is that
creating the frequency distribution requires a fairly arbitrary decision about bin
width, and that will influence the best-fit values of Mean and SD. The second
reason is that the nonlinear regression assumes that the residuals (the
distances of the points from the curve) follow a Gaussian distribution. This
assumption won't be exactly true in a frequency distribution.

Model (sum of two Gaussian distributions)

If your data are a mixture of values sampled from two Gaussian distributions,
fit the frequency distribution to a model of the sum of two Gaussian
distributions.

One=Anpl i t udel*exp(-0.5*(( X- Meanl)/ SD1) ~2)
Two=Anpl i t ude2*exp(- 0. 5*(( X- Mean2) / SD2) *2)
Y= One + Two

Amplitudel and Amplitude2 are the heights of the center of the distribution
in Y units.

Meanl and Mean2 are the X values at the center of the two distributions.

SD1 and SD2 are measures of the widths of the distributions, in the same units
as X.

Prism is not very smart about assigning initial values to the parameters. If you
have trouble getting this model to fit, try fussing with the initial parameter
values.

Area under a Gaussian distribution

The area under a Gaussian distribution equals Amplitude*SD/0.3989. That
constant equals the reciprocal of the square root of two pi.
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2.7.15.3 Equation: Log Gaussian distribution

Introduction

Data follow a Gaussian distribution when scatter is caused by the sum of many
independent and equally weighted factors.

When scatter is caused by the product of many independent and equally
weighted factors, data follow a log Gaussian distribution. When plotted on a
linear X axis, this is skewed to the right (see below). When plotted on a
logarithmic X axis, it looks like a bell-shaped Gaussian distribution.

Step-by-step

The data must be in the form of a frequency distribution on an XY table. The X
values are the bin center and the Y values are the number of observations.

If you start with a column of data, and use Prism to create the frequency
distribution, make sure that you set the graph type to "XY graph", with either
points or histogram spikes. This ensures that Prism creates an XY results table
with the bin centers entered as X values. If you pick a bar graph instead, Prism
creates a column results table, creating row labels from the bin centers. This
kind of table cannot be fit by nonlinear regression, as it has no X values.

Starting from the frequency distribution table, click Analyze, choose Nonlinear
regression from the list of XY analyses, and then choose the "logGaussian"
equation from the "Gaussian" family of equations.

Model
Y=Anpl i t ude*exp(-0.5*(I n( X/ Center)/Wdth)"2)
=
[ ]
c
QO
3
o
E
e
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Center

Value
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Amplitude is the height of the center of the distribution in Y units.
Center is the X value at the peak of the distribution.

Width is a measure of the width of the distribution. It is also called the
geometric standard deviation. If you transformed all the X values to their
natural logarithms, and then fit a Gaussian distribution, the SD would equal the
Width from this log Gaussian fit.

A more standard form of the model

A more standard form of the model (from Wikipedia or MathWorld) is:
Y= (1/ (X*S*sqrt(2*pi))) *exp(-0.5*(In(X)-M "2/ (S 2))

This standard form of the equation doesn't have a parameter describing the
amplitude as that is computed from S (what we call Width) and M (what we call
Center). The area under the curve, using the equation above, is 1.0. To allow
for a variable area under the curve (and thus a variable maximum height),
you'd need to multiply that equation by an Area parameter.

2.7.15.4 Equation: Cumulative Gaussian distribution
Introduction

A frequency distribution plots the number of observations as a function of
value. A cumulative frequency distribution plots the cumulative number of
observations as a function of value. Each Y value is the number of observations
in the original data set that have a value less than or equal to the X value.

The advantage of creating a cumulative distribution is that you don't have to
make any choice regarding bin width.

If your data follow a Gaussian distribution, the cumulative distribution has a
sigmoidal shape.
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Step-by-step

1.Create an XY table, and enter your X and Y values. The X values correspond
to the value in the original data set, and the Y values are the number (or
fraction or percent) of values in the original data set that are less than or
equal to the Y value.

Alternatively, enter a stack of values onto a Column data table, and run
the frequency distribution analysis choosing to create a cumulative
frequency distribution with no bins.

2.From the cumulative frequency distribution, click Analyze, choose Nonlinear
regression and then choose one of the Cumulative Gaussian distribution
equations from the "Gaussian" group of equations.

3.If your data are entered as counts (rather than percentages or fractions)
constrain N to a constant value equal to the number of observations.

Models

The details of the model depend on whether the Y values are percentages,
fractions or counts.

Here is the model if the data are percentages, so the last Y value equals 100.

Top=100
z=(X- Mean)/ SD
Y=Top * zdist(z)

Here is the model if the data are fractions, so the first line of the model defines
Top to equal 1.00.

Top=1.0
z=( X- Mean) / SD
Y=Top * zdist(z)
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And finally, here is the model if the data are numbers of observations, so the
largest value equals the number of observations (N). In this case, you should
constrain N to be a constant value equal to the number of observations.

z=( X- Mean) / SD
Y=N * zdist(z)

Mean is the average of the original distribution, from which the frequency
distribution was created.

SD is the standard deviation of the original distribution.

Both of these parameters are expressed in the same units as the X values
plotted on the graph, which is the same as the Y values in the original
distribution from which the frequency distribution was generated.

Plotting on a log Y axis

If you choose a Y axis with a probability scale, then the cumulative Gaussian
distribution appears as a straight line. For this reason, the cumulative Gaussian
models are part of both "Lines" families of equations as well as the "Gaussian"
family. The two listings are identical.
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2.7.15.5 Equation: Lorentzian
Introduction

A Lorentzian distribution is bell shaped, but has much wider tails than does a
Gaussian distribution.
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Step-by-step

The data must be in the form of a frequency distribution on an XY table. The X
values are the bin center and the Y values are the number of observations.

If you start with a column of data, and use Prism to create the frequency
distribution, make sure that you set the graph type to "XY graph", with either
points or histogram spikes. This ensures that Prism creates an XY results table
with the bin centers are entered as X values. If you pick a bar graph instead,
Prism creates a column results table, creating row labels from the bin centers.
This kind of table cannot be fit by nonlinear regression, as it has no X values.

Starting from the frequency distribution table, click Analyze, choose Nonlinear
regression from the list of XY analyses, and then choose the "Lorentzian"
equation from the "Gaussian" family of equations.

Model (Lorentzian distribution)

Y=Anpl i tude/ (1+((X-Center)/Wdt h)"2)

Amplitude is the height of the center of the distribution in Y units.
Center is the X value at the center of the distribution.

Width is a measure of the width of the distribution, in the same units as X. This
is not identical to a standard deviation, but has the same general meaning.

Model (sum of two Lorentzian distributions)

One=Anpl i tudel/ (1+((X-Center1)/Wdthl)"2)
Two=Anpl i t ude2/ (1+( ( X- Cent er 2) / W dt h2) ~2)
Y=One + Two

Amplitudel and Amplitude2 are the heights of the center of the distribution
in Y units.

Centerl and Center2 are the X values at the center of the two distributions.

Width1l and Width2 are measures of the widths of the distributions, in the
same units as X.

Prism is not very smart about assigning initial values to the parameters. If you
have trouble getting this model to fit, try fussing with the initial parameter
values.
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2.7.16 Sine waves

2.7.16.1 Standard sine wave
Introduction
Sine waves describe many oscillating phenomena.
Step by step

Create an XY data table. There is one X column, and many Y columns. If you
have several experimental conditions, place the first into column A, the second
into column B, etc.

After entering data, click Analyze, choose nonlinear regression, choose the
panel of equations for sine waves, and choose Standard sine wave.

If you know the Y value is zero at time zero, then constrain PhaseShift to a
constant value of zero.

Model
Y= Anplitude*sin((2*pi *X/ Wavel engt h) +PhaseShi ft)

Amplitude 4

AN
S RATRTATAY

Interpret the parameters

Amplitude is the height of top of the waves, in Y units.
Wavelength is the time it takes for a complete cycle, in units of X

Frequency is the humber of cycles per time unit. It is calculated as the
reciprocal of wavelength, and is expressed in the inverse of the time units of X.
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PhaseShift is the earliest time when Y=0, in time units of X axis.

2.7.16.2 Damped sine wave
Introduction

Sine waves describe many oscillating phenomena. Often the peak of each
wave decreases or dampens as time goes on.

Step by step

Create an XY data table. There is one X column, and many Y columns. If you
have several experimental conditions, place the first into column A, the second
into column B, etc.

After entering data, click Analyze, choose nonlinear regression, choose the
panel of equations for sine waves, and choose Damped sine wave.

If you know the Y value is zero at time zero, then constrain PhaseShift to a
constant value of zero.

Model
Y= Anplitude*exp(-K*X)*sin((2*pi*X Wavel engt h) +PhaseShi ft

Amplitude

/\/\/\AU
IRAA

-Amplitude-

Interpret the parameters
Amplitude is the height of top of the waves, in Y units.
Wavelength is the time it takes for a complete cycle, in units of X

Frequency is the humber of cycles per time unit. It is calculated as the
reciprocal of wavelength, and is expressed in the inverse of the time units of X.
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PhaseShift is the earliest time when Y=0, in time units of X axis.
K is the decay constant, in the reciprocal of the time units of the X axis.

HalfLlife is the time it takes for the maximum amplitude to decrease by a
factor of 2. It is computed as 0.693/K.

2.7.16.3 Sinc wave
Introduction

The sinc() function appears frequently in signal and image processing because it
is the Fourier transform of a rectangular pulse. It is also called the "sampling" or
"sine cardinal" function.

Step by step

Create an XY data table. There is one X column, and many Y columns. If you
have several experimental conditions, place the first into column A, the second
into column B, etc.

After entering data, click Analyze, choose nonlinear regression, choose the
panel of equations for sine waves, and choose Sinc() function.

Model
Y=l F( X=0, Anpl i t ude, Anpl i t ude*si n( 2*pi * X/ Wavel engt h) / (2* pi * X/ Wavel engt h) )

Amplitude 4

Interpret the parameters
Amplitude is the height of top of the waves, in Y units.

Wavelength is the time it takes for a complete cycle, in units of X
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Frequency is the humber of cycles per time unit. It is calculated as the
reciprocal of wavelength, and is expressed in the inverse of the time units of X.

2.7.17 Classic equations from prior versions of Prism

2.7.17.1 Equation: One site binding (hyperbola)

Bloay - X
K, + X

Brnax

Specific Binding

Concentration

This curve is known as a rectangular hyperbola, binding isotherm, or saturation
binding curve. Y is zero initially, and increases to a maximum plateau value

B

max "

This equation describes the equilibrium binding of a ligand to a receptor as a
function of increasing ligand concentration.

e X is the concentration of the ligand.
¢ Y is the specific binding.

e Bmax is the maximum number of binding sites, expressed in the same units
as the Y-axis (usually radioactive counts per minute, sites per cell, or fmol
of receptor per mg of tissue).

e Kd is the equilibrium dissociation constant, expressed in the same units as
the X-axis (concentration). When the drug concentration equals Kd, half the
binding sites are occupied at equilibrium.
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This equation also describes the activity of an enzyme as a function of
substrate concentration. In this case, the variable labeled Bmax is really Vmax,
the maximum enzyme activity, and the variable labeled Kd is really Km, the
Michaelis-Menten constant.

2.7.17.2 Equation:Two site binding

_ Bt X, B X

Y
K, +X Kg+X

Spedific Binding
1

Kd1 Kd2
Concentration

This equation is an extension of the one site binding curvel . It shows the
binding of a ligand to two receptors with different affinities (different Kd values).
It also describes the enzyme activity as a function of substrate concentration
when two isozymes are present. The curve in the example has Kd values that
differ by a factor of ten, with equal Bmax values. Even with such a large
difference between Kd values, the curve is not obviously biphasic.

2.7.17.3 Equation: Sigmoidal dose-response

Top- Bottom)
Y = Bottom + lp—f

1+ lﬂ_:-;EC:.—,.
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Top-

Response

Bottom+

IugIEIES«I] }
lag[Concentration]

This is a general equation for a dose-response curve. It shows response as a
function of the logarithm of concentration. X is the logarithm of agonist
concentration and Y is the response. This equation is also called a three-
parameter logistic equation.

The variable Bottom is the Y value at the bottom plateau; Top is the Y value at
the top plateau, and LogeC50 is the X value when the response is halfway
between Bottom and Top. LogeC50 is the logarithm of the EC50 (effective
concentration, 50%). With different kinds of variables, this variable is
sometimes called ED50 (effective dose, 50%), or IC50 (inhibitory
concentration, 50%, used when the curve goes downhill).

This equation assumes a standard slope, where the response goes from 10%
to 90% of maximal as X increases over about two log units. The next equation
[s2] allows for a variable slope.

2.7.17.4 Equation: Sigmoidal dose-response (variable slope)

i Top - Bottom)
Y = Bottom + P

C30-X |-HillSkope

1 +10-o9EC%

-

(=]

(=1
]

-- — Slope=1.5
— Slope=1.0
— Slope=05

Percent Specific Binding

(=1
L

log[unlabeled competitor]
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This equation extends the previous equation, but allows for a variable slope.
This equation is also called a four-parameter logistic equation.

e Bottom is the Y value at the bottom plateau.
e Top is the Y value at the top plateau.

e LOgEC50 is the X value when the response is halfway between Bottom and
Top. With different kinds of variables, this variable is sometimes called ED50
(effective dose, 50%), or IC50 (inhibitory concentration, 50%, used when
the curve goes downhill).

e HillSlope describes the steepness of the curve. This variable is called the Hill
slope, the slope factor, or the Hill coefficient. If it is positive, the curve
increases as X increases. If it is negative, the curve decreases as X
increases. A standard sigmoid dose-response curve (previous equation) has
a Hill Slope of 1.0. When HillSlope is less than 1.0, the curve is more
shallow. When HillSlope is greater than 1.0, the curve is steeper. The Hill
slope has no units.

2.7.17.5 Equation: One site competition

Top- Bottom)
Y = Bottom + llFl—

This equation describes the competition of a ligand for receptor binding. It is
identical to the sigmoid dose-response curve with HILLSLOPE = -1.0.

The variable LogeC50 is the concentration of the competitor required to
compete for half the specific binding. We use the term EC50 to be consistent
with the equations for the other sigmoid curves. The term IC50 is used more
frequently ("E" stands for effective; "I" stands for inhibitory).

Usually the Y values are total binding. If you enter specific binding instead, fix
BOTTOM to have a constant value of zero. If you enter percent specific binding,
also set TOP to be a constant equal to 100.
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Bottom S

Responze

Top 4

T
o g(ECS0)
lzg[Con centration]

2.7.17.6 Equation: Two site competition

Y=Elntmm+[Top—EIgan][ Fracton_1  1-Fraction_1 ]
' L1

= IDX—LD;E.J.;_I 1+ IDX—LD;E._J.:_A

TopA

Fraction_1

log(ICsg) site 11‘

Tatal Binding

Bottom’] log(ICsy) site 2 T

log[unlabeled competitor]

This equation describes the competition of a ligand for two types of receptors.
The radioligand has identical affinities for both receptors, but the competitor has
a different affinity for each.

Y is binding (total or specific) and X is the logarithm of the concentration of the
unlabeled ligand. FRACTION_1 is the fraction of the receptors that have an
affinity described by LogeC50_1. The remainder of the receptors have an
affinity described by LogeC50_2. If LogeC50_1 is smaller than LogeC50_2,
then Fraction_1 is the fraction of high affinity sites. If LogEC50_1 is larger than
LogEC50_2, then Fraction_1 is the fraction of low affinity sites.

2.7.17.7 Equation: Boltzmann sigmoid

{Top - Bottom)
1 +ex ;'/VEU —K\]
il Slope |

.

Y = Bottom +
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Conductance

Bottom

T
PR
V50

Potential

This equation describes voltage dependent activation of ion channels. It
describes conductance (Y) as a function of the membrane potential (X).
Conductance varies from BOTTOM to TOP. V50 is the potential at which
conductance is halfway between BOTTOM and TOP. SLOPE describes the
steepness of the curve, with a larger value denoting a shallow curve. Slope is
expressed in units of potential, usually mV, and is positive for channels that
activate upon depolarization.

Under appropriate experimental conditions, you can use SLOPE to calculate the
valence (charge) of the ion moving across the channel. SLOPE equals RT/zF
where R is the universal gas constant, T is temperature in °K, F is the Faraday
constant, and z is the valence. Since RT/F » -26 mV at 25°C, z = -26/SLOPE.

BOTTOM is commonly made a constant equal to 0.0. If you also make TOP a
constant equal to 1.0, then Y can be viewed as the fraction of channels that are
activated.

2.7.17.8 Equation: One phase exponential decay

¥ = Span. ¥ +Plateau

Flat=zau

+ Span |

Plateau q

Time

This equation describes the kinetics such as the decay of radioactive isotopes,
the elimination of drugs, and the dissociation of a ligand from a receptor.
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X is time.

Y may be concentration, binding, or response. Y starts out equal to SPAN
+PLATEAU and decreases to PLATEAU with a rate constant K.

The half-life of the decay is 0.6932/K.

SPAN and PLATEAU are expressed in the same units as the Y axis. K is
expressed in the inverse of the units used by the X axis. In many
circumstances, the plateau equals zero. When fitting data to this equation,
consider fixing the plateau to a constant value of zero.

2.7.17.9 Equation: Two phase exponential decay

K% KK

Y = Spanl-e” +5Spanz-e +Plateau

Spani
+ Spanl

+ Plateau

Plataau 4

Half-lnres
Time

This equation describes a two phase exponential decay. Y starts out equal to
Spanl+Span2+PLATEAU and decays to PLATEAU with fast and slow
components. The two half-lives are 0.6932/K1 and 0.6932/K2. In the figure,
the two rate constants differ tenfold, but the spans were equal. The curve is not
obviously biphasic, and it takes a very practiced eye to see that the curve does
not follow a single phase model.

2.7.17.10 Equation: One phase exponential association

Y= Ymax-(1-e™ )
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max

Time

This equation describes the pseudo-first order association kinetics of the
interaction between a ligand and its receptor, or a substrate and an enzyme. Y
is either binding or enzyme activity. X is time.

Y starts out equal to zero and increases to a maximum plateau (at equilibrium)
equal to YMAX. When X equals 0.6932/K, Y equals 0.5*YMAX.

2.7.17.11 Equation: Two phase exponential association

Y = Ymax, (1-e™%) + Ymaxg -[1- e ™%

This is an extension of the exponential association to two phases,
corresponding to a radioligand binding to two independent sites.

2.7.17.12 Equation: Exponential growth

¥ =Start.e®*

Start-

Time

This describes an exponential growth curve. Y is population size (perhaps cell
number) and X is time. At X=0, Y equals START. Y increases geometrically with
a doubling time equal to 0.6932/K.
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Note: It is difficult to fit data to this equation with nonlinear regression, because
a tiny change in the initial values will drastically alter the sum-of-squares. You
may need to override the initial values provided by Prism.

2.7.17.13 Equation: Power series

This versatile equation has many uses.
Y=n.xXB+C.xP

Fitting data to a power series model can be difficult. The initial values generated
automatically by Prism are not very helpful (all four parameters are set to 1.0).
you will probably need to enter better initial values in order to fit this equation
to data. The initial values of B and D are important, because small changes in
those values can make a huge change in Y.

The equation is not defined, and leads to a floating point error, if X equals zero
and B or D are negative humbers or if X is negative and B or D are between 0.0
and 1.0.

2.7.17.14 Equation: Sine wave

Y = Baseline + Amplitude - sin(Frequency- X + Offset)

Amplitude -

Baseline

AN

frequency

Xis in radians. In most cases, you will want to fix BASELINE to a constant value
of zero. AMPLITUDE is the maximum height of the curve away from the
baseline. FREQUENCY is the number of complete oscillations per 1 X unit.
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2.7.17.15 Equation: Gaussian distribution

Probahilt y Density

T T T T T
25D -15D Mean 15D 25D

Cumulative probability distribution of a Gaussian bell-shaped distribution with
specified mean and SD. The area under the entire curve is AREA. A standard
probability distribution is scaled so that AREA equals 1.0. The units of the Y-axis
are arbitrary, determined by your choice of AREA.

2.8 Entering a user-defined model into Prism

Prism provides lots of built-in models, but you should not
hesitate to adapt these or enter additional models. This section
shows you how to do so.

e Overview: User-defined equations|a:!

e How to: Enter a new equation/w]

e How to: Clone an equation|s!

e How to: Manage vour list of equations/asl

e Syntax of user-defined equations/

e Multiline models[us]

e Limitations when entering equations/

e Entering a differential equation| s

e Entering an implicit equation| s

e Available functions for user-defined equations| s

e Fitting different segments of the data to
different models/.i
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e Fitting different models to different data sets/«

e Column constants|.!

e Defining equation with two (or more)
independent variables/.

e Rules for initial values|l

e Default constraints/

e Transforms to report/s!

Overview: User-defined equations

Few people will need to enter user-defined equations into Prism. If you need to do this, keep
these points in mind:

¢ Rather than starting with a blank screen, it is usually much easier to clone an existing
equation[«s), and then modify it.

e The syntax Prism uses is pretty standard. But use plenty of parentheses, so there is no
doubt about what the equation means. Many people have made the mistake of entering "A/B
+C" expecting Prism to divide A by the sum of B plus C. Instead, Prism first dives A by B,
and then adds that quotient to C. Writing the equation with parentheses as "A/(B+C)" avoids
any ambiguity.

* Prism lets you use many standard mathematical functions/«sl when defining your model.
Most of these are standard. But watch out for a few that are implemented differently in
different languages. The log() function in Prism is common (base 10) log. If you want to use
natural logs, use the In() function. The sqr() function in Prism squares the value, while the
sqgrt() function computes the square root.

¢ Prism lets you write an equation in such a way that different models are fit to different data

sets| .z,

e When you write a model using several lines[«3, Prism evaluates from the top down. This
follows the conventions of all computer languages, but is opposite to how mathematical text
books present complicated equations.

e After writing the equation, don't forget to define rules for initial values| 3. If you don't do this,
you'll need to enter initial estimated values for each parameter every time you fit the model
to data.

e When you enter a new equation, Prism also lets you define default constraints/[.s and
transforms to reportf«=l. These features are optional, so you can skip them when first
learning about user-defined equations.
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2.8.2 How to: Enter a new equation
Entering an equation

Prism comes with many built-in equations, but you will often want to enter a
different equation. To do so, click the New button on the top of the Fit tab of
the Nonlinear regression dialog.

Parameters: Honlinear Regression

—_—

F Em'omx Consirain || ‘Weightt | Initial values | Rangs | Dutpit | Disgrasstics

Chibote an equalion

+ Recently uzed -~
# Uzer-defined equations
+ Dose-response - Stimulation

+ [Doze-respones - Inhibilion
T e I N Y S

Sl - S~ — e g iy s e B e . i gl e iy R

A drop down menu lets you choose to enter a new equation, clone an existing
one, or import an equation from a saved .PZF file.

User-defined Equation | =
Equation | Rules for Inibial Walues I Default Constraints | Transforms to Report
Equation type
[EHpIicil Equation: % = a function of » and parameters. -
Mame
Definition Available functions
= =
Tip
Descnption
Help ] [ Cancel ] [ Ok ]
1S )
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Name, definition, tip and description

Equation type
Choose whether you are entering an ordinary explicit equation (that defines Y
as a function of X and parameters), an implicit equation (Y appears on both
sides of the equals sign) or a differential equation (which defines the derivative
of Y with respect to X).

Name
Enter a name you will recognize, so you can choose the equation again. The
name also appears on the results table, so make it both descriptive and
concise.

Definition
Write the math that defines Y as a function of X and one or more parameters.
Read the details of equation syntax[«1), a list of available math functions[« you
can use, and how to fit different models to different ranges of X values|.l and
to different data sets/ .

Tip

The tip appears below the equation list in the Fit tab of the Nonlinear regression
dialog. Use it to distinguish among similar equations. Tips are optional, and must
be short (a few sentences).

Description

The description can be up to several paragraphs. Anyone choosing the equation
can view the description (and the math) by clicking the Edit or View button. This
is @ good place to document the source of the equation, its assumptions, units
of the parameters, etc.

Rules for initial values

Nonlinear regression must begin with initial estimated values for each
parameter. You can enter values directly, or enter a rule whereby Prism can
compute the initial value from the range of the X and Y values. Learn more[.xl.

The values or rules you enter will become the default set of initial values that
will be used every time the equation is selected. But each time the equation is
selected, you (or whoever is selecting the equation) can change the initial
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values|:| for that one fit.
Default constraints

Use the constraints tab to set default constraints. You can constrain a parameter to a
constant value, constrain to a range of values, share among data sets (global fit), or

define a parameter to be a column constant[:2. These constraints will become the
default every time the equation is selected. But each time the equation is
selected, you (or whoever is selecting the equation) can change the constraints
[ for that one fit.

If a parameter has to be set constant, but the actual value is different for each
experiment, set the constraint "Constant equal to" but leave the value blank. If
someone chooses the equation but forgets to constrain that parameter to a
constant value, Prism will prompt for one.

Transforms to report

Define transforms of the best-fit values on the Transforms to report/.s! tab.
Unlike initial values and constraints, you can not override these transforms each
time you choose the equation. Transforms are defined with the equation
definition and can not be tweaked each time the equation is selected.

2.8.3 How to: Clone an equation

If none of the built-in equations, suit your needs, you may not need to enter a
new equation. Instead, consider cloning an existing equation. You may also
clone an equation if your only goal is to rename some of the parameters.

To clone an equation:

1.Click the New button on the top of the Fit tab of the Nonlinear regression
dialog.

Parameters: Nonlinear Regression

—_—

Ft [ Comgpare || Constain ‘wheighits | hntisl values | Fangs | Outpit | Drisgrashcs

Chiote an equation

+ Recently uzed -~

+ Uger-deiimed sguations

+ Dose-responees - 5temulaton

+ [Dose-response - Inhibiion
S et el sl o i, o sl Seidie i

Sl - S~ e g iy s el e . i gl e iy R

2.A drop down menu lets you choose to enter a new equation, clone an
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existing one, or import an equation from a saved .PZF file. Choose to
clone.

3.Edit the duplicated (cloned) copy. You can change the equation, the rules
for initial values, constraints and transforms to report.

4.The default name of the cloned equation is the original name followed by a
digit. Change to a more informative name.

The cloned equation is an exact duplicate of the equation you started with
except for a digit appended to the equation name. Cloning does more than
duplicate the math. It also includes the description, hint, rules for initial values,
default constraints. and transforms to report.

2.8.4 How to: Manage your list of equations
Deleting user-defined equations

Every time you enter an equation, or edit an equation in a file you are working
on, Prism adds that equation to your list of user-defined equations. Over time,
this list can get too long to easily work with.

When working with the Fit tab of the nonlinear regression dialog, click on any
user-defined equations, then click Delete or Delete All.

Don't hesitate to delete equations. It won't affect any files that use the
equation you deleted. If you open one of these files, and change the
parameters of the nonlinear regression, Prism will automatically add the
equation back to your list. You can also import an equation from any Prism file
onto your list of user-defined equations.

Changing the order of equations

Equations appear on the list in the order they were added. To change the order
of equations in the list, select an equation and then click Move up or Move
down. You can only change the order of user-defined equations, not the order
of built-in equations.
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Renaming an equation

The equation name helps you choose it in the future. It also appears on the
analysis results. You are not stuck with the name you originally gave it. To
rename an equation, select the equation, and then click Edit. Change the name
and click OK.

Sending an equation to a colleague

The easiest way to send an equation to a colleague is to send a file that uses
that equation. Ask your colleague to go to the results page, click the button in
the upper left corner of the results table to bring up the Parameters: Nonlinear
regression dialog. Then click OK. The equation will be appended to the list of
equations.

2.8.5 Syntax of user-defined equations
General syntax
e Variable and parameter names must not be longer than 13 characters.

e If you want to use two words to name a variable, separate with the
underscore character, for example Half_Life. Don't use a space, hyphen or
period.

e Prism does not distinguish between upper and lower case letters in variable,
parameter or function names.

e Use an asterisk (*) to indicate multiplication. Prism does not always
recognize implied multiplication. To multiply A times B, enter "A*B"” and not
\\ABII.

e Use a caret (/) to indicate power. For example, "A™B" is A to the B power.

e Use parentheses as necessary to show the order of operations. To increase
readability, substitute brackets [like this] or braces {like this}. Prism
interprets parentheses, brackets, and braces identically. Don't make any
assumptions about the order of precedence. Include enough parentheses so
there is no ambiguity about how the equation is evaluated.

e Use a single equals sign to assign a value to a variable.
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e You don't need any special punctuation at the end of a statement.

e To enter a long line, type a backslash (\) at the end of the first line, then
press Return and continue. Prism treats the two lines as one.

e To enter a comment, type a semicolon (;) and then the text. Comments
can begin anywhere on a line.

e You can use many functionsl«s, most which are similar to those built-in to
Excel.

e Be careful not to use the name of a built-in function as a parameter name.
For example, since beta is the name of a function, you cannot name a
parameter beta.

IF-THEN relationships

Prism allows you to introduce some branching logic through use of the IF
function. The syntax is:

IF (conditional expression, value if true, value if false).

You can precede a conditional expression with NOT, and can connect two
conditional expressions with AND or OR. Examples of conditional expressions:

MAX>100
Ymax=Const r ai nt
(A<B or A<Q)
NOT( A<B AND A<Q)
FRACTI ON<>1. 0
X<=A and X>=B

Prism's syntax is that of most computer languages: "<>" means not equal to,
"<=" means less than or equal to, and ">=" means greater than or equal to.

Here is an example.
Y= 1f (X<X0, Plateau, Plateau*exp(-K+X))

In this example, if X is less than X0, then Y is set equal to Plateau. Otherwise Y
is computed as Plateau*exp(-K*X). This approach is useful for segmental

regression| .
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You may also insert a conditional expression anywhere in an equation, apart
from an If function. A conditional expression evaluates as 1.0 if true and 0.0 if
false. Example:

Y=(X<4)*1 + (X>=4)*10

When X is less than 4, this evaluates to 1*1 + 0*10=1. When X is greater than
4, this evaluates to 0*1+1*10=10.

2.8.6 Multiline models

Equations can be written over several lines. Here is an example, the mixed
model enzyme inhibition model built-in to Prism:

VmaxApp=Vimax/ ( 1+l / (Al pha*Ki))
KmApp=Knt ( 1+ / Ki )/ ( 1+ / (Al pha*Ki))
Y=VmaxApp* X/ (KmApp + X)

Prism follows the convention of all computer languages. It starts at the top and
goes down.

First it computes the intermediate variable VmaxApp. It knows this is an
intermediate variable, and not a parameter to fit, because it appears to the left
of the equals sign.

Next Prism computes the value of KmApp.
Finally it uses those two values to compute Y.

Math textbooks tend to write equations in the opposite order. A math text
might first define Y as a function of VmaxApp and KmApp, and then lower on
the page define how to calculate VmaxApp and KmApp from Vmax, Km, Alpha
and I. Prism (like all computer languages) requires that you define an
intermediate variable before you use it.

Here is a second example:

Speci f i c=X* Bmax/ ( X+Kd)
Nonspeci fi c=NS* X

<A>Y=Speci fic + Nonspecific
<B>Y=Nonspecific
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The first line calculates the intermediate variable Specific. The second line
defines the intermediate variable Nonspecific.

The third line is preceded by <A>. This means that this line only applies to data
set A. The second line is preceded by <B> so only applies to data set B. This
allows the model to fit a table of data where column A is the total binding and
column B is the nonspecific binding. Read more about the syntax used to
specify that a particular line only applies only to selected data sets|uxl.

You can define constants right in the multiline equation. This makes sense for
defining true constants, whose value will never change. If the constant is
something like a concentration that changes from experiment to experiment, it
is better to not define it in the equation itself, but rather define it in the
Constrain tabl:s. If it first appears on the right side of the equation, Prism will
treat it like a parameter. You can use the Constrain tab to fix that parameter to
a constant value. If the variable name appears first to the left of the equals
sign, it is used only within the equation and won't appear in the constraints tab.
For example, this line defines Pi:

Pi =3. 141529

2.8.7 Limitations when entering equations
Functions must be Y=f(X)

When you enter an equation into Prism, the independent variable must be 'X'
and the dependent variable must be 'Y'. So if you measure a voltage as a
function of time, you cannot enter an equation that defines V as a function of t.
It must define Y as a function of X.

No models with more than one X variable

Prism does not calculate multiple regression, so cannot fit models with two or
more independent (X) variables. But note that you can define a parameter to
be a column constant, in which case its value comes from the column titles. In
some cases, you can think of these column constants as being a second
independent variable.

Ways to evade this limitation.

Model complexity

Prism compiles your equation into an internal format it uses to calculate the
math efficiently. If the compiled version of your equation won't fit in the space
Prism sets aside for this purpose, it reports that the equation is "too complex" .
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If you see this message, don't give up. You can usually rewrite an equation to
make it less complex. Do this by defining an intermediate variable that defines
combinations of variables. For example if your equation uses the term "K1+K2"
four times, you reduce complexity (but keep exactly the same mathematical
meaning) by defining an intermediate variable at the top of your equation (say,
K1P2=K1+K2) and then using that intermediate later in the equation. That way
Prism has fewer steps to store.

2.8.8 Entering a differential equation
An example. Exponential decay
A single phase exponential decay is defined by this equation.
Y=Y0*exp(-K*X)

Simple calculus shows that this has the property that the derivative of Y is
proportional to the value of Y.

dy/dX = -K*Y
How to fit a differential equation with Prism.
Prism can fit a model defined by a differential equation.
Choose the differential equation type at the top of the Equation dialog, and
define Y' ( the derivative of Y with respect to X) as a function of X and
parameters. For the example, enter:

Y' = -K*Y

That's it. Putting an apostrophe after the Y on the left side of the equation tells
Prism that you are defining the derivative of Y with respect to X.

Notes

¢ Prism does not understand the other nomenclature for differential equations.
Don't try to define an equation that starts with "dY/dX = ".

e Note that X doesn't actually appear in the equation. That's ok. It is there in
spirit, since Y' defines the derivative of Y with respect to X.
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e When you look at that equation, there appears to be only one parameter, K.
In fact, the equation has two parameters. Prism generates a parameter Y[0],
which is the value of Y at X=0.

e When you go to add constraints and initial values, Y[0] appears just like the
other parameter K.

e It is not possible to set this parameter to equal Y at some other X value
(other than 0.0). Let us know if this limitation matters to you.

e Fitting a differential equation requires more calculations, so it takes noticeably
more time that fitting the usual kind of equation.

¢ It is only possible to define Y'. It is not possible to use differential equations to
define intermediate variables. This would be useful for fitting compartmental
models, but Prism cannot (yet) fit this kind of model.

2.8.9 Entering an implicit equation

An implicit equation is one where Y appears on both sides of the equals sign.
Prism 6 will (try to) fit models defined by implicit equations to your data.

Example of an implicit equation

The model for total binding at equilibrium to a binding site that follows the law of
mass action is

Y = NS*X + Bmax*X/ (Kd + X)

That form of the model assumes that X is the free concentration of ligand.
Since X is actually the concentration you entered, this model assumes that a
tiny fraction of the ligand binds so X is

What if a substantial fraction of the ligand binds? A much more complicated
model is built into Prism to handle this situation. But in other similar situations,
the model may not have been derived and it may be very difficult or even
impossible to derive one. Implicit equations to the rescue.

In the situation above, it is easy to write an implicit equation. There are three
places in the model where X appears. The X values you enter are the total
concentration of ligand. The value that enters into the model must be the free
concentration, which is the total concentration minus the concentration that
bound. Assuming X and Y are both in the same units, we simply replace X with
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X-Y in all three places:
Y = NS*(X-Y) + Bmax*(X-Y)/(Kd + (X-Y))

When you actually go to fit the data, you'll probably want to change the
equation a bit (as shown below) to handle unit conversions so the Kd is
reported in nM rather than cpm.

How to fit implicit equations with Prism

Choose the implicit equation type at the top of the Equation dialog, and define
the equation with Y on both sides of the equals sign.

| b
User-defined Equation ﬁ

E quation |F|u|es for Initial Walues | Default Conztraints | Transforms to Repart

E quation type

[Implicit Equation: % = a function of ¥_ %" and parameters. -

MName
[ne =zite hinding with depletion [implicit equation)

Definition Available functions

FreeCEM=X-Y -
KACPM=KdnM * Vol * 1000 * Spechct

7 (nm/L * mlL * 0.001 L/ml * 1000000 fmol/nmol * cpm/fmol)

Y=N5*FreeCPM + Bmax*FreeCPM/ (KdCFM + FreeCPM)

That's it. You'll need to define constraints and initial values as with any user-
defined equation.

Notes

¢ |n this example you don't actually see Y on both sides of the equals sign in the same
equation line. But the first line puts Y on the right side of the equations sign, and the fourth
line puts it on the right side. That makes the equation implicit.

e If you subtract Y from X, as in the example here, then X and Y must both be entered in the
same units. Here both are entered as radioactivity counts per minute (cpm). Of course, it
would make no sense to subtract Y from X if Y were in cpm and X were in nM.

¢ Prism finds it "harder" to fit implicit equations than ordinary ones. You may have to fuss with
initial values and constraints to get it to work. The calculations take much longer, although
this may not be noticeable with small data sets and fast computers.

e While Y appears on both sides of the equals sign in an explicit equation, X must appear only
on the right side of the equals sign.
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¢ In this particular example, the explicit equation has been derived and is even built into
Prism. The file you can download (link below) fits the data both ways (explicit equation and
implicit equation) and the results are identical. In other cases, it may be difficult or

impossible to derive an explicit equation.

Example Prism file.

2.8.10 Available functions for user-defined equations

Allowed syntax/a

Function Explanation

abs(k) Absolute value. If k is negative,
multiply by 1.

arccos(k) Arccosine. Result is in radians.

arccosh(k) Hyperbolic arc cosine.

arcsin(k) Arcsine. Result is in radians.

arcsinh(k) Hyperbolic arcsin. Result in radians.

arctan(k) Arctangent. Result is in radians.

arctanh(k) Hyperbolic tangent. K is in radians.

arctan2(x,y) Arctangent of y/x. Result is in radians.

besselj(n,x) Integer Order J Bessel, N=0,1,2...

bessely(n,x) Integer Order Y Bessel, N=0,1,2...

besseli(n,x) Integer Order I Modified Bessel,
N=0,1,2...

besselk(n,x) Integer Order K Modified Bessel,
N=0,1,2...

beta(j,k) Beta function.

binomial(k,n,p) Binomial. Probability of k or more

Excel equivalent

abs(k)

acos(k)
acosh(k)
asin(k)
asinh(k)
atan(k)
atanh(k)
atan2(x,y)
besselj(x,n)
bessely(x,n)

besseli(x,n)

besselk(x,n)

exp(gammaln(j)
+gammaln(k)
gammaln(j+k))

1-
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Function

chidist(x2,v)

ceil(k)

cos(k)
cosh(k)
deg(k)

erf(k)

erfc(k)

exp(k)
floor(k)

fdist(f,v1,v2)

gamma(k)

gammaln(k)

Explanation

“successes” in n trials, when each trial
has a probability p of “success”.

P value for chi square equals x2 with v

degrees of freedom.

Nearest integer not smaller than k.
Ceil (2.5)=3.0. Ceil(-2.5)=2.0

Cosine. K is in radians.
Hyperbolic cosine. K is in radians.

Converts k radians to degrees.

Error function.

Error function, complement.

e to the kth power.

Next integer below k.
Floor(2.5)=2.0.
Floor(-2.5)=-3.0.

P value for F distribution with v1
degrees of freedom in the numerator
and v2 in the denominator.

Gamma function.

Natural log of gamma function.

hypgeometricm Hypergeometric M.

(a,b,x)

hypgeometricu( Hypergeometric U.

Excel equivalent
binomdist(k,n,p,true
) +
binomdist(k,n,p,fals
e)

chidist(x2,v)

(no equivalent)

cos(k)
cosh(k)
degrees(k)

2*normsdist(k*sqrt
(2))-1

2_
2*normsdist(k*sqrt
(2))

exp(k)

(no equivalent)

fdist(f,v1,v2)

exp(gammaln(k))
gammaln(k)

(no equivalent)

(no equivalent)
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Function
a,b,x)

hypgeometricf(
a,b,c,x)

ibeta(j,k,m)
if(condition, j,
k)
igammag(j,k)
igammac(j,k)

int(k)

In(k)
log(k)
max(j,k)
min(j,k)

j mod k

psi(k)

rad(k)

sgn(k)

Explanation

Hypergeometric F.

Incomplete beta.

If the condition is true, then the result
is j. Otherwise the result is k. See
details below.

Incomplete gamma.

Incomplete gamma, complement.
Truncate fraction.

INT(3.5)=3

INT(-2.3) = -2

Natural logarithm.

Log base 10.

Maximum of two values.

Minimum of two values.

The remainder (modulus) after dividing
j by k.

Psi (digamma) function. Derivative of
the gamma function.

Converts k degrees to radians.
Sign of k.
If k>0, sgn(k)=1.

If k<0, sgn(k)= -1.

Excel equivalent

(no equivalent)

(no equivalent)

(similar in excel)

(no equivalent)
(no equivalent)

trunc()

In(k)
log10(k)
max(j,k)
min(j,k)

mod(j,k)

(no equivalent)

radians(k)

sign(k)
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Function Explanation Excel equivalent

If k=0, sgn(k)=0.

sin(k) Sine. K is in radians. sin(k)
sinh(k) Hyperbolic sine. K is in radians. sinh(k)
sqr(k) Square. k*k
sqrt(k) Square root. sqrt(k)
tan(k) Tangent. K is in radians. tan(k)
tanh(k) Hyperbolic tangent. K is n radians. tanh(k)
tdist(t,v) P value (one-tailed) corresponding to  tdist(t,v,1)

specified value of t with v degrees of
freedom. T distribution.

zdist(z) P value (one-tailed) corresponding to  normsdist(z)
specified value of z. Gaussian
distribution.

2.8.11 Fitting different segments of the data to different models
What is segmental regression?

In some situations you may wish to fit different models to different portions of
your data. This is called segmental regression. This often occurs in kinetic
experiments where you add a drug or perform some sort of intervention while
recording data. The values collected before the intervention follow a different
model than those collected afterwards.

If you didn't perform an intervention at a particular time along the X axis, it is
unlikely that this kind of segmental regression is the analysis of choice.

How to perform segmental regression with Prism
Although Prism has no built-in way to fit different equations to different portions

of the data, you can achieve that effect using a user-defined equation
containing the IF function.
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In this example, you collected data that established a baseline early in the
experiment, up to "Start". You then added a drug, and followed the outcome
(Y) as it increased towards a plateau. Prior to the injection, the data followed a
horizontal line; after the injection the data formed an exponential association
curve.

SPAN

s B4 SELINE

ST.ﬂ:.FtT
Tirne:
Y1=BASELI| NE
Y2=BASELI NE + SPAN*( 1- exp( - K*( X- START)))
Y=I F[ ( X<START) , Y1, Y2)]

It is easiest to understand this equation by reading the bottom line first. For X
values less than START, Y equals Y1, which is the baseline. Otherwise, Y equals
Y2, which is defined by the exponential association equation.

This equation has two intermediate variables (Y1 and Y2). Prism can fit the four
true variables: START, SPAN, K, and BASELINE.

In many cases, you will make START a constant equal to the time of the
experimental intervention. If you want Prism to fit START, choose an initial value
carefully.

This kind of model is most appropriate when X is time, and something happens
at a particular time point to change the model. In the example above, a drug
was injected at time=Start.

How to fit a model to only a portion of the data

Ignore points outzide of specified X range

e

Dran't fit pointz when # iz lezs than

T

Dran't fit points when # is greater than

The Range tab of the nonlinear regression dialog lets you define an X range that
determines which points are fit and which are ignored.
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2.8.12 Fitting different models to different data sets

Writing a model so some lines only apply to selected data sets

Prism can only fit data from one table at a time, and all the data sets must be fit by a
single equation you select or create. But you can create this equation in such a way
that different data sets are fit to mathematically distinct equations.

When entering a user defined equation, you use multiple lines to define intermediate
variables. Each line can have a prefix that specifies which data sets that line will be used

for:

Prefix This line applies to

<C> Data set C only

<~B> All data sets, except B.

<A:D> Data sets A-D.

<~AD> All data sets except A-D.

<A:J,3> Data sets AD,G, and J (every third data set between Aand J.)
<~AJ,3> All data sets except A,D,G, and J.

Here is an example. It fits column A to a model that defines total binding and
column B to a model that defines nonspecific binding only. The first two lines
of the equation are evaluated for all data sets, the third line is only evaluated
for data set A, while the last line is only evaluated for data set B. To fit this
model, you would want to set the constraint that the parameter NS is shared
between data sets.

Speci fi c=X* Bmax/ ( X+Kd)
Nonspeci fi c=NS* X
<A>Y=Specific + Nonspecific
<B>Y=Nonspeci fic

Ambiguity when you select noncontinuous range of data sets to analyze

<A>Y=1/ ( 1+Ka* X h)
<C>Y=( Ka* X h) / ( 1+Ka* X*h)

The equation above seems clear at first. The first line is for data set A, and the second
line is one for data set C. But what if you asked Prism to only analyze data sets A and
C, skipping B? Now it is a bit ambiguous. Does <C> mean data set C, or does it mean
the third data set included in the analysis? Prism uses the second definition. So you need
to enter the equation like this.
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<A>Y=1/ ( 1+Ka* X h)
<B>Y=(Ka* X*h) / ( 1+Ka* X*h)

Now the second line is for the second data set, which in this example is data set C
(since only A and C were selected in the Analyze dialog).

2.8.13 Column constants
What is a column constant?
When you fit a number of datasets at once, you can use the column title as a
second independent variable. We call this constraining a parameter to be a
column constant. This is best seen by example.

How to enter column constants

To see how column constants work, create a new XY table using the sample
data file: Enzyme kinetics - Competitive inhibition.

The data table has one X column, and four Y columns, each representing a
different concentration of inhibitor. The inhibitor concentrations are entered as

column title.
Table format: | X | A | B | c | D |
=Y |[Suh5trate] nii 0 5 ui 15 uhd 50 uh
15 X [ Y [ v [ Y [ ¥ ]
1 |Title 1 185 78 15 5
2 |Title 2 227 67 43 63
3 |Title 4 327 117 155 21
4 |Title 8 b55 252 180 72
5 |Title 16 614 545 300 121
6 |Title 32 757 680 404 346
T |Title 64 87y 783 624 445
2 [Title 128 897 872 830 530

Note that Prism reads only the number in the column title. In this example, the
units are specified as micromolar, but Prism ignores this and simply reads the
numbers.

Specifying a column constant when fitting data

To fit the sample data above, click Analyze, choose nonlinear regression,
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choose the Enzyme Kinetics panel of equations and choose Competitive
enzyme kinetics. The equation is built in, but if you click the Details button you
can see the math.

KnObs=Km( 1+[ 1]/ Ki)
Y=Vmax* X/ ( KmObs+X)

The first line defines an intermediate variable (KmObs, the observed Michaelis-
Menten constant in the presence of a competitive inhibitor), which is a function
of the Michaelis-Menten constant of the enzyme (Km), the concentration of
inhibitor (I), and the competitive inhibition constant (Ki).

The second line computes enzyme velocity (Y) as a function of substrate
concentration (X) and KMapp.

This model is defined with I constrained to being a data set constant, which
means its value comes from the column titles. In this example, therefore, I=0
when fitting column A, I=5 when fitting column B, etc. The 'uM' in the title is
ignored by Prism -- it doesn't do any unit conversions.

The other three parameters (Km, Ki and Vmax) are defined to be shared, so
Prism fits one best-fit value that applies to the entire family of datasets.

kM Shared walue for all data sets b

I Drata zet conztant [=colurmn tite] w

Kl Shared walue far all data sets v
WA Shared walue far all data sets v

Prism determined the maximum velocity of the enzyme with no inhibitor (Vmax
in the same units as the Y values you entered), the Michaelis-Menten constant
of the enzyme with no inhibitor (Km, in the units used for X values) and the
competitive inhibition constant (Ki, in units used for the column constants).
Note that Iis not a parameter to be fit, but rather takes on constant values
you entered into the column titles. KmObs is not a parameter to be fit, but is
rather an intermediate variable used to define the model.

Learn more about competitive enzyme inhibitionlssl.

Summary. The advantage of column constants

By using column constants and global fitting (shared parameters), this example
determined a parameter (Ki) whose value cannot be determined from any one
dataset, but can only be determined by examining the relationships between
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2.8.14

datasets.
Defining equation with two (or more) independent variables

Prism is designed to perform nonlinear regression with one independent (X)
variable. But, with a bit of cleverness, it is possible to also fit data with two
independent variables. There are three separate cases:

Fitting a family of curves

Mixed model

® OmM

& 10 mM
v 20mM
+ 40 mM

Activity

Substrate, yM

The graph above shows the sample data for competitive enzyme kinetics, and
shows how to fit a family of curves. Here, each curve shows enzyme activity
as a function of substrate concentration. The curves differ by the presence of
various amounts of an inhibitor. There are, essentially, two independent
variables: substrate concentration, and inhibitor concentration.

The substrate concentration is entered into the X column and the inhibitor
concentration into the column titles.

T able farmat: X Group A Group B Group C Group D
XY [Substrate] nh 0 5 u 15 uM 50 uM
4 X X Y Y Y Y
1 |Title 1 185 73 15 A
2 |Title 2 227 BT 48 63
3 |Title 4 327 117] 155 21
4 [Title B BAE 282 180 T2
3 |Title 16 614 544 300 121
6 |Title 32 757 530 404 346
T |Title B4 877 733 524 445
& |Title 128 897 872 830 530
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When fitting the data, the Constrain tab of the nonlinear regression dialog is
used to define the parameter I as dataset constant whose value comes from
the column titles (so is not fit by regression), and to share the values of all the
other parameters so there is one global fit of all the data.

Parameters: Monlinear Regression | 3 |
| Fit | Eu:umpare| Caonstrain |Weights I Initial walues | R ange | Cutpuk I Diagnu:ustiu:s|
Parameter Hame Constraint Type " alue Hool,
K. [Shared, and must be greater than v] 0.0
I [Data zet constant [=calurn title] v]
Ki [Shared, and must be greater than v] 0.0
Wrax [Shared, and must be greater than v] 0.0
ﬂmﬁﬂmw

Fitting data where each value has two independent variables
But what if each value you collect has two independent variables? You don't
have a family of curves. Rather you have one set of Y values, each associated
with two X variables. Follow these steps to enter the data:
1.Create an XY data table, with whatever form of subcolumns fits your data.

2.Enter the first Y value in row 1 of column A.

3.Enter the first independent variable corresponding to that Y into first row of
the X column.

4 .Enter the other independent variable for that first Y value as the column title
of column A.

5.Enter the second Y value in row 2 of column B.

6.Enter the first independent variable for that Y into the second row of the X
column.

7 .Enter the other independent variable for that Y as the column title of column
B.
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8.Continue with the rest of the data. You'll be entering data diagonally down the
table. Since Prism can only have 104 columns, you will be limited to 104 data
points, each with a Y value and two X values.

9.When you are done, you'll have the same number of rows as Y columns.

X

0.000000
0.117000
0.225000
0.436000
0.626000
0.755000

A
0.000556

0.000000

B
0.000542

0.015103

c
0.000529

0.022470

D
0.000505

0.035167

E
0.000483

0.041316

F
0.000462
¥

0.046776

G
0000444
i

0046327

0.858000

When you fit the data, keep in mind the following:

¢ "X" refers to the values you enter into the X column. Use some other name
("X2" or whatever you want) for the other independent variable.

¢ In the constraints tab, define that parameter to be a data set constant equal
to the column title. You don't want Prism to fit that parameter, but rather to
get its value from the column titles.

e For all other parameters in the model, use the Constraint tab to share the
value among data sets. Prism sees each column as a data set. In this data
table, each data set has only one value so Prism can't possibly fit anything
unless all the parameters are shared.

Prism will report the nonlinear regression results clearly. All the results you want
will be in the final "global" column. Prism cannot graph the results since each
data set has only one point, and Prism cannot plot 3D graphs.

Three independent variables

Prism is not really designed to fit models with three independent variables, but
you can get it to do so in some circumstances.

Enter your data as above, with one independent variable as X and the second
as column titles. Make sure each column of data has only one value for the
third independent variable. Then define that third variable in a user-defined

© 1995-2014 GraphPad Software, Inc.



CURVE FITTING WITH PRISM 6 429

equation. Let's imagine that the third variable has the name Z. Add syntax like
this to your equation:

<A> 7Z=2.34

<B> Z=45.34

<C>Z=-23.4

<D>Z=12.45

That tells Prism to assign Z one value for column A, a different value for column

B, etc. This approach gives you three independent variables, with some
constraints:

e The X column is one independent variable, with one value for each row.

e The column titles form a second independent variable with one value per data
set column.

e The Z values defined within the equation for a third independent variable, also
with one value per data set.

2.8.15 Reparameterizing an equation

Reparameterizing an equation does not change the best-fit curve

150 -
Concentration Adctivity

100 4 1 Y2 3
0.000 10.124 0160 -9.304
2 0.600 1298 11.697 2417
= 50 - 1.000 -0.640 0.375 16.386
b 1.600 23121 16 475 27 664
=L 2.000 52127 44305 45351
2.500 80278 86.510 84.134
04 3.000 93.655 83.826 | 104.409
3.600 97 797 94 480 90.766
4.000 87.006 96.873 | 107.355
504 4.500 96122 | 104.984 | 106.868
5.000 956294 95 655 99 557

Concentration (nM)
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You want to fit the sigmoidal enzyme kinetics data to a standard model. But
there are two forms of that model that are commonly used:

Y=Vmax* X~ h/ (Khal f *h + X"h)
Y=Vmax* X*h/ (Kpri me + X"h)

The two are equivalent, with Kprime equal to Khalf" , so the two fits will
generate exactly the same curve, with the same sum-of-squares, the same R?,
and the same numbers of degrees of freedom. Even though the two equations
express the same model, they are written differently. The fancy term is that
they are parameterized differently.

They both fit Vmax (the maximum activity extrapolated to very high
concentrations of substrate) and h (Hill slope, describing the steepness of the
curve). But one model fits Khalf (the concentration needed to obtain a velocity
half of maximal) and the other fits Kprime (a more abstract measure of
substrate action).

Which model is preferred?

One way to choose between the two models is to match other text books and
papers, so your results can easily be compared to others. Another approach is
to choose the form that fits the way you think. For this example, if you prefer
to think graphically, choose the Khalf. If you think mechanistically, choose
Kprime.

But the choice is more than a matter of convenience and convention. The
choice of model determines the accuracy of the confidence intervals. Read on
to see why.

Distribution of parameters are not always symmetrical

GraphPad Prism, like almost all nonlinear regression programs, computes the
confidence interval of a best-fit parameters so the interval is symmetrical
around the best fit values. If the uncertainty of a parameter is truly
symmetrical, then these confidence intervals can be interpreted at face value. If
the uncertainty is not symmetrical, then the confidence interval will not be
accurate.

Simulations can determine parameter symmetry. I simulated sigmoidal enzyme
kinetics using Vmax=100, h=5, Kprime=25, and Gaussian scatter with a SD
equal to 7.5. The X values matched those in the figure above, with triplicate Y
values at each X. Prism can do such simulations easily. Using Prism's Monte
Carlo analysis, I repeated the simulations 5000 times, fit each curve to both
forms of the models, and tabulated the best-fit values of Kprime and Khalf, and
computed the skewness of each.
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The distribution of Khalf is quite symmetrical and looks Gaussian. Accordingly,
its skewness is close to zero. In contrast, the distribution of Kprime is quite
skewed. Note that a few of the simulation data sets had best-fit values of
Kprime greater than 100. The skewness value (4.89) confirms what is obvious
by inspection -- the distribution is far from symmetrical.

Coverage of the confidence intervals

Ideally, a confidence interval is easy to interpret. A 95% CI has a 95% chance
of including the true value of the parameter, and a 5% chance of missing it.
When analyzing real data, we never know the value of the true parameter, so
never know if the interval includes it or not. But when you simulate data, you
know the true values of the parameters, so can quantify the coverage of the
confidence intervals. I set up the same simulations mentioned above, fit each
data set to both equations, and tabulated whether each confidence interval
included the true parameter value or not. This table shows the fraction of
5,000 simulations where the confidence interval did not include the true
parameter value (25 for Kprime, and 1.9037 for Khalf).

"959% CI" "999%% CI"
0] o)
Ideal 5.0% 1.0%
. 8.8% 4.8%
Kprime
o) o)
Khalf 5.1% 1.0%

These results show that Khalf is well behaved, as expected given its symmetry
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(see above). The 95% confidence interval is expected to miss the true value in
5.0% of the simulations. In fact, it happened 5.1% of the time. Similarly, the
99% CI is expected to miss the true value in 1.0% of the simulations, which is
exactly what happened. In contrast, Kprime is less well behaved. The intervals
computed to be 95% confidence intervals were not wide enough so missed the
true value in 8.8% of the simulations. The 99% intervals were similarly not wide
enough so missed the true value in 4.8% of the simulations. Thus the
confidence intervals computed to be 99% intervals, actually turned out to be
95% intervals.

These simulations show the advantage of choosing the equation that fits Khalf,

rather than the one that fits Kprime. Khalf has a symmetrical distribution so the
confidence intervals computed from these fits can be interpreted at face value.

In contrast, Kprime has an asymmetrical distribution and its confidence intervals
cannot be interpreted at face value.

Hougaard's skewness

The results above were obtained by running numerous simulations. There is an
easier way to figure out how symmetrical a parameter is. Hougaards

skewness [.:] (new in Prism 6) quantifies the asymmetry of each parameter,

computed from the equation, the number of data points, the spacing of the X
values, and the values of the parameters.

For the simulated data set, Hougaard's skewness is 0.09 for Khalf and 1.83 for
Kprime. A rule of thumb is to expect problems from asymmetry when the
absolute value of the Hougaard's skewness is greater than 0.25, and big
problems when the value is greater than 1.0. So Hougaard's skewness tells you
that the confidence intervals will be accurate when you fit Khalf, but not be so
accurate when you fit Kprime.

Note that Hougaard's skewness can be reported as part of the results of
nonlinear regression (choose in the Diagnostics tab). No simulations are
required.

Bottom line

Models can often be parameterized in multiple ways. You'll get the same curve
either way, but choosing an optimum parameterization ensures that the
confidence intervals for the parameters are believable. The best way to assess
various parameterizations is to ask Prism to report the value of Hougaards| ]
measure of skewness for every parameter. Simulations take a bit more work,
but let you see how symmetrical a parameter is.

File used for this example
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2.8.16 Rules for initial values
Why initial values?

Before it can perform nonlinear regression, Prism must have initial (estimated)
values for each parameter in the equation. It then iteratively modifies these
values to improve the fit of the model to the data. The initial values must be
reasonable, so that the curve defined by those initial values has generally the
shape of the data, and doesn't go awfully far from the data points. If the initial
values are really bad, Prism may not be able to fit the model.

The need for initial values is not unique to Prism, but is intrinsic to nonlinear
regression.

Why rules for initial values?

Prism can store rules (algorithms) to calculate initial values from the range of
your data. If you choose a built-in equation, the rules are taken care of. If you
enter your own (user-defined) equation, you can also enter rules to define the
initial values of each parameter. If you enter a good set of rules, then your
equation will work in the future with no need to think about initial values.

If you don't enter rules for initial values, you will need to enter the initial values
for every variable, for every data set, every time you fit data.

If you enter a poor set of rules, then the initial values will not generate a curve
that goes near the data points, and it is likely that Prism will not be able to fit
the model to the data.

How to enter arule

While entering or editing a user-defined equation, click on the tab labeled "Rules
for initial values". For each parameter, enter a number in the first column and
select a multiplier from the drop-down list in the second column.
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*XMIN
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*XMID/YMID)

*(YMID/XMID)

*(YMAX-YMIN}
*(XMAX-XMIN}
JIYMAX-YMIN)
JOEMAX-XMIN)
*YMAX-YMIN)*(XMAX-XMIN)
*YMAX-YMIN}/(XMAX-XMIN)
XMIN + (Value)* (XMAX-XMIN)
YMAX /(Value)
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*(Value of X at YMID)

*(Value of X at YMAX)
*Log(Value of X at YMID)
J(Walue of X at YMIN)

J(Walue of X at YMID)

J(Walue of X at YMAX)
[Log(Value of X at YMID)
*(Value of ¥ at XMIN)

*(Value of ¥ at XMID)

*(Value of ¥ at XMAX)
f(Walue of Y at XMIN)

[/(Walue of Y at XMID)

[(Walue of Y at XMAX)
*SICNYATHXMAX-YATXMIN)
*(Mean of column title values)
*Log(Mean of column title values)

Initial value, to be fit

The first choice on the drop-down list is "(Initial value, to be fit)". This means
that the value you entered in the box to the left will be the initial value for all
data sets. The initial value will not depend on the range of the data (it will not be
calculated); it will be the actual value you entered.

Initial value based on the range of the data
Most of the rules are based on the range of the X and Y values.

The abbreviation YMIN is the minimum value of Y; YMAX is the maximum value,
and YMID is the average of YMIN and YMAX. For example, if you enter "0.5" in
the first column and select "YMAX" in the second column, Prism sets the initial
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value to half of YMAX (which differs for each data set).

The phrase "X at YMID" refers to the X value that corresponds to the mean of
the highest and lowest Y values. Calculation details.

SIGN(YatXmax - YatXmin)
It equals +1 if the curve generally goes up as it goes from left to right: /
It equals -1 if the curve generally goes down as it goes from left to right: \
It is used as the initial value for the Hill Slope in dose response curves.

Here is an explanation of the math. The SIGN() function equals +1 when given
a positive number, and -1 when given a negative number. YatXMax is the Y
value at the largest X values. YatXmin is the Y value at the smallest X value.
(YatXmax - YatXmin) will be positive when the curve goes up, and negative
when the curve goes down.

Mean of column title values (or the log of that mean)

With some kinds of data, it makes sense to label the data sets numerically.
Each column titles has a value.

With these kinds of data, you can access the column title values in two ways:

e Use the Constrain tab and choose "Data set constant (=column title)". That
parameter in the model is now a constant, but the value of that constant will
differ for each data set column, and gets it value from the column title.

e On the Rules for initial values tab in the dialog that defines an equation, set the
initial value of a parameter to equal the mean of those column titles. Or to the
logarithm of that mean.

The best way to understand this is with an example. Bring up the sample XY
data for competitive enzyme inhibitio nm, and follow the instructions, and
inspect the dialog settings.

Example
Y = Vmax* X/ (Km + X)
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Velocity

Substrate

The equation above is the Michaelis-Menten enzyme kinetics model built in to
Prism. If you pick this equation as a built-in equation, the rules for initial values
are provided automatically. But if you were entering this as a new user-defined
equation, it would be easy to come up with rules.

Vmax is the Y value (enzyme velocity) at very high values of X (substrate). So
a reasonable initial value would be to set Vmax equal to the largest Y value in
the data set. To do this, enter the value 1.0 and choose the multiplier *Ymax.
This means Prism will compute the initial value by multiplying the largest Y value
by 1.0. You could argue that Vmax is usually higher than the largest Y value, so
should compute the initial value by multiplying 1.25 times Ymax. There are
often multiple rules one could justify. These rules only compute the initial value,
so there is a lot of room for variation.

Km is the X value (substrate concentration) corresponding to a Y value
(enzyme velocity) that is half Vmax. Compute its initial value by multiplying 1.0
times "Value of X at Ymid". Prism then averages the largest and smallest Y
values to compute Ymid, and then interpolates from straight connecting lines to
find the corresponding X value.

User-defined Equation

Equalion | Fues for Iniial Values | Defaull Constrants | Transfums o Repod

Diefine a st of ules bo compute inilial values bo use ag a defaulk every lime you curve Bt with this equation
Initial Values
Parameter Hame rilial ' slue Alul=
Wmax 1.0 | "M -
Eum 1.0 [ TValue al X a YMID) -

What happens if you don't enter any rules?

If you don't enter rules for every parameter, Prism will insist that you enter
initial values each time you fit data to the equation.
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How to override the initial values defined by rule

The rules are stored with each equation, and the rules can be edited as part of
the dialog that defines and edits equations.

The values defined by the rules are shown in the Initial Value tab of the
nonlinear regression dialog. To override the initial values:

1.Select one or several data sets on top of the dialog. Or click "Select all" to
select all data sets.

2.Uncheck the "Choose automatically" option.
3.Enter the initial value (as a value, a number, not a rule) .

To check how good the initial values are, go to the Diagnostics tab and check
the option:

(*)Don't fit the curve. Instead plot the curve defined by the initial values of
the parameters.

If the resulting curve doesn't go near the data, revise the initial values (or the
rules that generate those values) before asking Prism to fit the model to the
data.

2.8.17 Default constraints
What is a constraint?

Constraining parameters is often essential to getting useful results. Constraints
can be used to fix parameters to constantl:sl values, to share parameters
among data sets (globall 4l fitting), and to define one parameter to be a column
constant/«4 (whose value comes from the column titles in the data table).

Defining constraints when defining an equation

You can define default constraints as part of the equation definition. This is
useful for constraints that will apply every time the equation is used.

Constraints can be for one parameter (Kfast must be greater than zero) or for
the relationship between two parameters (Kfast must be greater than Kslow).
But note that you cannot invoke a constraint between two parameters if both
parameters also are themselves constrained. In a two phase exponential
equation, you may want to constrain both parameters to be greater than zero,
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and also define one rate constant to be larger than the other (Kfast > Kslow).
Prism won't let you do that. What you have to do is define one constraint that
Kfast is greater than zero, and another that Kfast is greater than Kslow. But
don't put in the constraint that Kslow is greater than zero. That is implied by
being larger than Kfast.

Defining experimental constants

In some cases, one of the parameters in the equation is an experimental
constant. It needs to be set to a constant value, but that value differs each
time you run the experiment. Do that by going to the constraints tab of the
nonlinear regression dialog every time that equation is used.

When you define the equation, you can add a constraint that reminds anyone
using the equation to set that constant value. In the constraints tab when
defining the equation, choose the constraint "Constant equal to" but leave the
value (to the right) blank. With an equation defined this way, Prism won't fit
data to that equation until the parameter is defined (or the constraint changed).

[ Conetasnt ecueal bo w

2.8.18 Reporting transforms of parameters

When defining an equation, you can also ask Prism to report transforms of the
best-fit values on the "Transforms to report" tab.
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Transforms of one parameter
Entering the transform

Enter simple transforms of one parameter. On the left side enter the name you
want to give the results. On the right side enter the transform.

Example: You fit data to an equation that includes a parameter logeC50 that is
the logarithm of an EC50, but you want to also report the EC50. Enter the label
'EC50' on the left and '10™logEC50' on the right (without the quotes).

Example: You fit data to an equation that reports a rate constant K, but also
want to report the half-life. Enter the label 'HalfLife' on the left and 'In(2)/K' on
the right (without the quotes).

Confidence intervals - Symmetrical vs. asymmetrical

When transforming a single parameter, choose between symmetrical and
asymmetrical confidence intervals via a drop down to the right of the
transform.

If you choose to report a symmetrical confidence interval, Prism also reports
the SE of that parameter, and both SE and CI are exactly the same as they
would have been if you had fit that transformed parameter directly. For
example if you fit an exponential decay model to determine the rate constant,
and transform that rate constant (take its reciprocal) to compute the time
constant, the SE and CI of the time constant will be exactly the same as they
would have been had you fit the time constant directly.
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If you choose to report an asymmetrical confidence interval, Prism transforms
both confidence limits to create the confidence interval of the transformed
parameter. In most cases, this transformed confidence interval will not be
symmetrical.

Choosing between the two is often not straightforward. The symmetrical
intervals give you the results you would have had if you had chosen to express
the model differently. The asymmetrical results simply express the same
confidence interval on a different scale. You want to compute the confidence
intervals on the scale where the true uncertainty is most symmetrical. You can
then transform those confidence limits to come up with asymmetrical
confidence interval on a different scale.

Prism 4 (and earlier) always reported the asymmetrical intervals for EC50 and
half lives, which were automatically calculated for built-in equations, and did not
offer the choice of transforming parameters in user-defined models.

If your transform simply changes units, then Prism still offers the two choices,

but the choice doesn't matter as both end up being exactly the same. This is

the case whenever the transform of parameter K is of the form a*K+b
Interpolating transforms

How to interpolate points off the curve

You can also use these 'transforms' to report values from the curve. The
interpolated value and its confidence interval will appear in the results, the same
as other transformed parameters.

Use this syntax:
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Y[value] The Y value of the curve when X is the value you enter within
the brackets. You must enter a number within the brackets,
not a mathematical expression. The Y value will be computed
for any X, but confidence intervals will be calculated only when
the X value is within the range of the X axis.

X[value] The X value of the curve when Y is the value you enter within
the brackets. You must enter a number within the brackets,
not a mathematical expression. Prism searches for the Y value
you entered within the range the curve is plotted (Range tab)
and extending in each direction a distance equal to half that
range. It reports the smallest X value it finds within that range
that corresponds to the Y value you entered, and doesn't alert
you when the curve oscillates so there are several X values at
a particular Y value. If both X and Y are within the axis range, a
confidence interval is also calculated.

Example: You fit data to a log(dose) response curve and want to report the
antilog of the X value (dose) when Y=50 (which is not always the same as the
EC50). For the second example, you would enter "Dose at Y=50' on the left,
and '10”~X[50]" on the right.

Confidence intervals

The confidence interval for interpolating transforms is computed by interpolation
off the confidence bands of the regression curve. You don't have a choice of
symmetrical vs. asymmetrical intervals.

Combining two parameters
Usefulness of combining parameters

The bottom half of the tab lets you define combinations of parameters to
report. For example, you can report the sum of two parameters, or the ratio.
Enter the name you want to give to the transform on the left, and then choose
the calculation from the drop-down list (say "P1/P2" for a ratio). Then choose
which parameter is P1 and which is P2 in the drop downs on the right.

Confidence intervals

When Prism combines two parameters to come up with a calculated value, it is
smart about propagating the errors. The standard error and confidence interval
it reports for the calculated variable are exactly the same as they would have
been had you rearranged the equation to directly fit that calculated value.
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2.9 Plotting a function

Graphing a family of theoretical curves, often called plotting a
function, is useful in three contexts:

e To understand the properties of a function. After looking at the
graph, go back and change the parameters to see how the graph
changes. Or plot a family of curves, where one parameter varies
from curve to curve.

e To create graphs for teaching theory.

e To understand what initial values would make sense when fitting a
model to data with nonlinear regression.

29.1 How to: Plot afunction

Prism offers a Plot a function analysis, but it doesn't in fact analyze any data.
Rather it generates curves from an equation you choose and parameters you
enter.

How to: Plot a function

1.Start from any data table or graph, click Analyze, open the Generate
Curve folder, and then select Plot a function.

2.0n the first tab (Function), choose the equation, the starting and ending
values of X, and the number of curves you want to plot.

3.0n the second tab (Options), choose whether you also want to plot the
first derivative, second derivative or integral of the function. The "curve" is
actually a set of X and Y coordinates that define a series of points that are
connected to form the curve. You can choose the number of line segments
that will define the curve. There is little reason to change the default (150),
unltess you want to plot only a portion of the curve on some graphs, in
which case you should increase that value.

4.0n the third tab (Parameter values), enter the parameter values (or click
the fish hook icon to hook analysis or info constants).
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Tips for plotting a function

Plotting a family of curves

If you choose to plot more than one curve (a choice on the first tab), the rest
of the dialog works a bit differently.

On the bottom of the second (Options) tab, choose if you want to label each

curve manually (enter the labels the top of the third tab) or using the value of
one of the parameters.

The top of the third tab lists all the curves you will generate. Select one or more
of these curves (or click "select all') and then enter the parameter values
below. Often you'll want to first click "select all' and enter most of the
parameters. Then click on one curve at a time, and enter the value for the
parameter that varies between curves.

Plotting each curve on a separate graph

By default, Prism will make graph that contains all of the curves on one graph. If
you want each curve to be on its on graph, go to the results table, click New
and choose Graph of existing data. On the dialog that pops up, choose to make
one graph for each data set (in this context, a data set is a curve).

If you plan to zoom in and plot only part of the curve

The curve is defined, by default, as 150 line segments. That creates a smooth
looking curve. But if you then change the range of X values shown on the
graph, only a fraction of those line segments will be visible, and the curve may
seem coarse. To fix this problem, go back to the parameters dialog, to the
Options tab, and increase the number of line segments to a much larger value.

Combining two curves on one graph

The graph below combines two plotted functions on one graph. The first time I
plotted a function, I chose a Gaussian distribution, with the X ranging from -3 to
3. I set the mean to 0.0, the SD to 1.0, and the amplitude to 100.0 (arbitrary,
since I hid that axis). I then repeated that analysis, but this time set the X range
from 1.3 to 3.0. I put both curves on one graph (Change.. Add data sets --
remember that a curve generated by this analysis is a "data set" to Prism). For
the shorter curve, I chose to create an area fill.
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2.9.2 Plotting t, z, F or chi-square distributions

GraphPad Prism can generate probability distributions. This demonstrates

Prism's ability to plot functions from user-defined functions, and also the use of
hooking info constants to analyses.

Download this Prism 5 file to generate and plot the graphs shown below.

<4 -3 2 4 0 1 2 3 4 <4 -3 2 1 0 1 2 3 4
Z B

DF =

P, N

F ODFn,DFd= 12 3
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In each case, the simulation generates two (or three) data sets. The first (A)
data set plots the entire curve. The equation is written so the second curve
(data set B) only plots values where X is less than a specified cutoff value, and
the third curve (data set B) only plots values when X is greater than the cutoff
value. The second and third data set are plotted with area fill to shade the tails
of the distributions. Remove data set B or C from the graph if you only want to
shade one tail. For example, here is the equation used for the first graph (z
distribution):

G=exp(-0.5*X"2)/sqrt (2*3.1415926)

<A>Y=G

<B>Y=| F(X<-z, G 0)

<CY=I F(X>z, G 0)

Change the numbers of degrees of freedom and the cutoff values (for shading)
in the Info sheet. This demonstrates how values entered into an info sheet can
be 'hooked' to constants used in analyses.

2.9.3 Plotting abinomial or Poisson distribution

How to plot a binomial or Poisson distribution

Poisson. True average number (lamda)= 5.3

Binomial
probability = 0.5
n= 12

012345678 9101112131415 012 3456 7 8 9101112
Number of events or objects Mumber of successes

Download the Prism file.

To modify this file, change the value of lamda (for Poission) or the probability,
n, and cutoff (Binomial) in the Info sheet. Enter new values there, and the graph
updates. This is a good example of the usefulness of hooking an info constant
to an analysis.

If you want to recreate graphs like these, keep in mind these points:

¢ As its name suggests, the analysis 'Create a Family of Theoretical Curves'is
usually used to create curves, not bar graphs. When you choose the range of
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X values, specify the appropriate number of 'line segments' (points) so that
the X interval equals 1.0. The binomial example on the left created 16 'line
segments' starting at X=0 and ending at X=15. The Poisson on the right
created 13 'segments' with X starting at 0 and ending at 13.

e The analysis will create a set of line segments (an attempt to create a curve).
Click the change type of graph button, or drop the Change menu and choose
Graph Type. Then choose the Grouped tab, and then choose interleaved
bars.

e The binomial example on the right has two data sets. You don't want them
plotted interleaved, as selected in the previous step. Double click to bring up
Format Graph, then go to the middle tab, and choose to superimpose the
second data set on the first (rather than interleave). And assign it a different
color.

Mathematical details
Binomial distribution

The equation for the probability of exactly X successes in N trials, when each
trial has probability P of success is:

R=I NT( X+0. 5)

Exact Prob=(P*"R)*(1-P)*(N-R) ;exact probability of successes in n trials
NRear r angnment s=exp(ganmmal n(N+1) - gamal n(R+1) - gammaln(N - R +1))
;gamma(J) =(J-1)factorial, or (J-1)! but factorial is not a function wthi!l
; NRearrangnments = N/ (R (NR!)

H=Exact Prob * NRearrangments

<A>Y=H

<B>Y=l F( X>cut of f, H, 0)

Poisson distribution

The equation for the Poisson distribution is:
Y=exp(-1*Landa) * Landa” X/ gamma( X+1)

Note the definition of the gamma function:

gamma(i) = factorial (i-1)
gamma( x+1) = factorial (x) = X!

2.10 Fitting a curve without a model

In some circumstances, your goal is simple. You don't care
about models, and don't expect best-fit values that you can
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interpret. Instead, you just want to draw a smooth curve to
make a graph look attractive, or to use as a standard curve.

e Spline and Lowess curves|l

e Using nonlinear regression with an empirical
modell.al

2.10.1 Spline and Lowess curves
Curve fitting without a model

The term curve fitting is more general than regression. Your approach to curve
fitting depends on your goal.

In some circumstances, you just want to draw a smooth curve to make a
graph look attractive, or to use as a standard curve. You don't care about
models, and aren't looking for best-fit values that you can interpret.

Prism provides two approaches for fitting a curve without selecting a model.
From a table or graph of XY data, click Analyze, and then choose 'Fit spline/
LOWESS" from the list of XY analyses.

Spline and lowess curves

A lowess curve follows the trend of the data and tends to be a bit jagged.
Lowess curves can be helpful when the data progresses monotonically, but are
less helpful when there are peaks or valleys. Prism lets you choose between
coarse, medium and fine lowess curves. The coarse curve (left panel below)
shows only the general trend, but obscures the detail. The fine curve (middle
panel below) reveals the fine structure of the data, but tends to wiggle a lot. A
cubic spline curve (right panel below) goes through every data point, bending
and twisting as needed.

Coarse Lowess Fine Lowess Spline

.
. e
- +
*. * i
Y .,
«
e .
+ +

Prism generates lowess curves using an algorithm adapted from reference 1.
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Don't select a lowess curve unless you have well over twenty data points.
Prism generates the curve as a series of line segments. Enter the number of
segments you want, and check the option box if you need to see the XY
coordinates of each point, or if you want to use the resulting lowess, point-to-
point, or spline curve as a standard curve. Prism always generates a lowess
curve with at least four times more line segments than the number of data
points, and you cannot reduce the number of segments below this value.

Creating a point-to-point ‘curve'

Prism's spline/lowess analysis can also create a point-to-point "curve" -- a
series of line segments connecting all your data. Don't create a point-to-point
curve just so you can connect points with a line on the graph. You can do that
by checking an option on the Format Graph dialog from the Graphs section of
your project. Only select the point-to-point analysis if you want to use the
point-to-point line as a standard curve, or if you wish to calculate area under
that curve

References, | | | [ [ [ | | |

1. John Chambers et. al., Graphical Methods for Data Analysis, Wadsworth and
Brooks, 1983.

2.10.2 Using nonlinear regression with an empirical model

If your goal is just to plot a smooth curve, without worrying about a model,
you have several choices.

Splines|« created by Prism go through every point, so may wiggle too much.
Lowessl« curves follow the general trend of the data, but can be too jagged,
An alternative is to use nonlinear regression.

Nonlinear regression requires you pick a model, but you don't have to pay
attention to the meaning of the model or the value of the parameters. Instead,
you can pick a model empirically and judge it solely on the appearance of the
curve. In this case, you are using nonlinear regression as a tool to create a
smooth curve, and not as a method to analyze data.

If you use nonlinear regression in this way, you can experiment with any model
you want. But first try fitting polynomial models[s1], which are very general (and
never give fitting problems due to poor initial values). If the curve strays too far
from the trend of the data, pick a higher order model. If the polynomial curve
wiggles too much, pick a lower order model.
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Index

4PL 256, 262
5PL 267

_A -

Abolute IC50 248

Adusted R2 216

Advice: How to understand a model 12
AIC 48,51

AIC. Interpreting. 215

Akaike information criterion 48, 51
Allosteric EC50 shift equation 281
Allosteric modulator defined 311

Allosteric modulator of radioligand binding, equation
322

Ambiguous fits defined 197

Ambiguous nonlinear regression 228
Analysis checklist: Deming regression 103
Analysis checklist: Linear regression 91

Analysis checklist: Nonlinear regression, "Ambiguous"

228
Analysis checklist: Nonlinear regression, "Bad initial
values" 226
Analysis checklist: Nonlinear regression, "Don't fit"
232
Analysis checklist: Nonlinear regression, "Hit
constraint” 231
Analysis checklist: Nonlinear regression, "Impossible
weights" 233
Analysis checklist: Nonlinear regression, "Interrupted"
226
Analysis checklist: Nonlinear regression, "Not
converged" 227
Analysis checklist: Nonlinear regression, "Perfect fit"
233
Analysis checklist: Nonlinear regression, "Too few
points" 232
Analysis checklist: Nonlinear regression, comparing
models 221

Analysis checklist: Nonlinear regression, general

218

Analysis checklist: Nonlinear regression, interpolating
118, 223

Analysis of Covariance 89

ANCOVA 89

Angled brackets in writing equations

Anscome's quartet 18

Association binding experiments 325

Assaociation kinetics (one ligand concentration)
equation 328

Association kinetics (two ligand concentrations)
equation 329
Association then dissociation, equation 331

Asymmetrical (five parameter) dose-response equation
267

Asymmetrical confidence intervals, nonlinear
regression 438

_B -

Backfit 104

Bell-shaped dose-response equation 271
Biphasic dose-response equation 269
Boltzmann sigmoid curnve 400

Broken line model 374

_C -

Centered polynomial equations 381

Cheng and Prusoff 312, 315

Cheng-Prusoff 164

Cloning an equation 409

Colorimetric chemical assays 9

Column constants 424

Compare tab, nonlinear regression 157
Comparing slopes and intercepts: 89
Competitive binding, defined 311

Competitive binding, one site equation 312, 314
Competitive binding, one site, homologous 321
Competitive binding, one site, with ligand depletion
318

Competitive binding, two sites, equation 315, 317
Competitive bindings, equation for kinetics 333
Competitive inhibition of enzyme 345
Complexity, of equations, defined 414
Confidence bands 165

Confidence bands, computation of 67

423
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Confidence bands, linear regression 92
Confidence interval of parameters of nonlinear
regression 183

Confidence intervals 165

Constrain tab, nonlinear regression 158
Constraints in nonlinear regression, default 437
Conwergence criteria 165

Covariance matrix 197

Covariance, analysis of 89

Cox regression 21

Cubic spline 447

Cumulative Gaussian axes, fitting straight lines on
379

Cumulative Gaussian distribution, equation 389

D -

D'Agostino-Pearson normality test of residuals. 185

Damped sine wave 394

Data set constant 158, 424

Deleting equations 410

Deming regression 100

Dependency 197

Depletion of radioligands 289

Diagnostics tab, nonlinear regression 165
Differential equations 414, 415
Dissociation constant, ambiguity 285
Dissociation kinetics equation 326

Don' fit. Nonlinear regression 232
Dose-response cunes, defined 235
Dose-response, Five parameters 267
Dose-response, three parameters 255, 256
Dose-shift equation 279

Double exponential decay 360

_E -

EC50 defined 236

EC90 283

ECanything 283

Enzyme inhibition, general 337

Enzyme kinetics, assumptions 336

Enzyme progress cune 335

Equation, cloning 409

Equilibrium binding 9

Exponential association equation, one phase 364
Exponential association equation, two phases 367
Exponential decay 9

Exponential decay equation, one phase 357
Exponential decay equation, three phases 362
Exponential decay equation, two phases 360
Exponential decay, derived 356

Exponential defined 355

Exponential growth equation 368

Extra sum-of-squares F test 48

Extra sum-of-squares test 213

_E -

F test to compare two models 50

F test, extra sum-of-squares 48

F test, to compare nonlinear fits, interpreting 213
False minimum 206

Family of curves, graphing 442

Fit tab, nonlinear regression 155

Fitting straight lines to semi-log graphs: 376
Fitting two line segments 374

Five parameter dose-response cune 267
Force line through origin 372

Fractional occupancy 285

Functions, graphing 442

-G -

Gaddum/Schild EC50 shift equation 277
Gaussian distribution, equation 386
General weighting 31

Generic curves 447

GI50 248, 251

Global nonlinear regression 41

Graphing tips: Linear regression 92
GraphPad radioactivity web calculator 290

“H-

Hill slope 240

Hill slope, in saturation binding 300

Hit constraint. Nonlinear regression. 231
Homologous binding defined 311
Hougaard's measure of skewness 204
How the F test works: 50

How to: Linear regression interpolation 76
How to: Linear regression lines 76

How to: Nonlinear regression 126
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log((inhibitor) vs. normalized response equation 264

_ I _ log(agonist) vs. normalized response equation 259
log(agonist) vs. normalized response, equation 258

IC50 261, 262, 264, 265
IC50 defined 236

IC50, absolute 248
IC50, relative 248, 251
IC90 283

ICanything 283

IF() statement in segmental regression
Implicit equations 414, 416

Impossible weights. Nonlinear regression.
Information theory 51

Inhibition of enzymes by substrate
Initial rate, in enzyme kinetics 335
Initial values tab 162

Initial values, rules for 433
Intercept of linear regression 84
Interpolating from a standard curve
Interrupted nonlinear regression

“K -

Kcat 340

Kd, meaning of 285

Kinetics of competitive binding, equation
Kinetics of radioligand binding 325
Kolmogorov-Smirnov test of residuals

L -

Lack of fit, testing for
Law of mass action 9, 285

Ligand depletion 289

Linear regression through origin 372

Linear regression, comparing slopes and intercepts
89

Linear regression, goal 14

Linear regression, how it works 15

Linear regression, runs test 90

Linear regression, when to use nonlinear instead
Linear vs. nonlinear regression 17

421

233

352

104
226

333

185

194

Lines, fitting with nonlinear regression 370
Lineweaver-Burk plot 338
Lineweaver-Burk plots, awoid 19

Local minimum 206

Log Gaussian distribution, equation 388

82

log(agonist) vs. response -- Variable slope equation
256

log(agonist) vs. response equation 255
log(antagonist) vs. normalized response-- Variable
slope equation 265

log(inhibitor) vs. response -- Variable slope equation
262

log(inhibitor) vs. response, equation 261
Logistic curve, four parameter 256, 262
Logistic equation, five parameter 267
Logistic regression 21

Lorentzian distribution, basis for robust regression
59

Lorentzian equation 391
Lowess cune 447
Marguardt method 62
Mass action, law of 285

Mathematical model 9
Michaelis-Menten model 338
Mixed-model inhibition of enzyme
Model, defined 9

Models have the same DF 213
Morrison equation of enzyme inhibition
Multiple regression 21

-N -

Nested models 213

Noncompetitive inhibition of enzyme 347
Nonlinear regression, how it works 62
Nonlinear regression, unequal weighting 30

Nonlinear regression, when to use for fitting a line
82

Nonlinear vs. linear regression
Nonspecific binding 288
Normality test, residuals of nonlinear regression
Normality tests 165

Normalized data and weighted nonlinear regression
35

Normalized dose-response models
Normalizing data, pros and cons

350

353

17

185

243
243
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Normalizing. Does it make sense for dose-response

data? 241
Not converged. Nonlinear regression.

_ 0O -

227

Occupancy of receptor 285
Off rate of radioligand binding 325
On rates of radioligand binding 325

One phase exponential association equation
One phase exponential decay equation 357

364

One site -- Fit total and nonspecific binding, equation

293
One site -- Specific binding equation 297, 300
One site -- Total binding equation 292

One site -- Total, accounting for ligand depletion
equation 295

One site competition binding with ligand depletion

318

One site competition equation 312, 314
One site competition homologous competition
One site with allosteric modulator equation

Operational model. Partial agonists experiments
275

321
309

Operational model. Receptor depletion experiments

272

Optical density 9

Origin, forcing a line to go through
Orthogonal regression 100

372

Outlier removal, nonlinear regression 53, 57
Outlier removal, when to awid 54

Ouitliers table 207

Ouitliers, graphing 176

Outliers, what to do when you find one 207

Output tab, nonlinear regression 164

_P-

Parallel regression lines, testing for. 89
Perfect fit. Nonlinear regression. 233
Plateau followed by one phase decay, equation
Plotting a function 442

Point-to-point ‘cure' 447

Poisson weighting 31

Polynomial equations 384
Polynomial regression 21, 381
Power series 404

Prediction bands 165

359

Prediction bands, computation of 67
Prediction bands, linear regression 92
Probability axes, fitting straight lines on
Proportional hazards regression 21

Q, ROUT coefficient 53, 57

Q, ROUT coefficient, entering
Quartet, Anscome 18

"R -

R squared, linear regression 86

R2 of weighted fits 65

R2, adjusted 216

R2, nonlinear regression 187
Radioactivity calculations 290
Radioligand binding, ligand depletion
Radioligand binding, nonspecific binding
Range tab, nonlinear regression 164
Regression through origin -~ 372
Regression, Deming 100
Regression, Orthogonal 100
Regression, use of the term 15
Relative IC50 248, 251

Relative weighting 31

Replicates test 194

Replicates, fitting with nonlinear regression 68
Residual plot, nonlinear regression 179
Residuals from linear regression 92
Residuals, testing normality 165
Robust nonlinear regression 59

Robust nonlinear regression, choosing
ROUT coefficient, Q 53, 57

ROUT coefficient, Q, entering 160
ROUT method of identifying outliers 53, 57
Rules for initial values in nonlinear regression
Runs test following linear regression 90
Runs test, nonlinear regression 193

_S -

Sampling function (sinc wawe)
Saturation binding, defined
Scatchard plots, awid 19
SD of residuals, from nonlinear regression

379

160

289
288

155

433

395
291

187
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SE of best-fit parameters of nonlinear regression
183 U
Segmental linear regression 374 - -
Segmental nonlinear regression 421 L

. . . Uncompetitive inhibition of enzyme 349
Semilog graphs, straight lines on 376 U | weighti 160
Shapiro-Wilk normality test of residuals 185 nequal weig mg_

. User-defined equations 411
Sharing parameters 158
Sharing parameters in nonlinear regression 41
Sigmoidal substrate velocity plots 342 - V -
Sinc wave 395
Sine wave 393 Variable slope vs. fixed slope, dose-response 241

Sine wawe, damped 394

Skewness of nonlinear regression parameter
Slope factor 240

Slope of linear regression 84

Slope, testing if is really zero 88

Sorting equations 410

204

Specific binding, defined 291

SSreg, from nonlinear regression 187
Standard cune, interpolating 104
Standard errors 165

Steady state, in enzyme kinetics 335
Substrate inhibition of enzymes 352

Summary table, nonlinear regression 164
Sum-of-squares, why minimize 61
sy.X, from nonlinear regression 187

Symmetrical confidence intervals, nonlinear regression
438

- T -

Theoretical curves, graphing 442
Three parameter dose-response curve
Three phase exponential decay equation
Tight inhibition of enzymes 353

Too complex, defined 414

Too few points. Nonlinear regression 232
Transforms of best-fit values of parameters of nonlinear

255, 256
362

regreseson 438
Two phase exponential association equation 367
Two phase exponential decay equation 360

Two site competition equation 315, 317
Two sites -- Fit total and nonspecific binding, equation
307

Two sites -- Specific binding only, equation 304

W -

Weighted nonlinear regression, normalized data 35
Weighted residuals 179

Weighting in nonlinear regression, implementation
65

Weighting in nonlinear regression, math 31
Weighting in nonlinear regression, outliers 65
Weighting in nonlinear regression, R2 65
Weighting in robust regression 65

Weighting, general 31

Weighting, nonlinear regression 30

Weighting, Poisson 31

Weighting, relative 31

Weights tab, nonlinear regression 160
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