Using DNA strand displacement to control interactions in DNA-grafted colloids
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Grafting DNA oligonucleotides to colloidal particles leads to specific, reversible interactions between those particles. However, the interaction strength varies steeply and monotonically with temperature, hindering the use of DNA-mediated interactions in self-assembly. We show how the dependence on temperature can be modified in a controlled way by incorporating DNA strand-displacement reactions. The method allows us to make multicomponent systems that can self-assemble over a wide range of temperatures, invert the dependence on temperature to design colloidal systems that melt upon cooling, controllably transition between structures with different compositions, or design systems with multiple melting transitions. This wide range of behaviors can be realized simply by adding a small number of DNA strands to the solution, making the approach modular and straightforward to implement. We conclude with practical considerations for designing systems of DNA-mediated colloidal interactions.

1 Introduction

In this article we demonstrate how the interactions and phase behavior of DNA-grafted colloidal particles can be altered by adding free DNA strands that can hybridize with the grafted strands. We originally demonstrated this method in a short report in 2015.1 The present article is a more comprehensive study that extends on our previous work, offers new experimental results, describes the theory behind them, and discusses some practical considerations for using the method.

The underlying premise is that the usefulness of DNA-mediated colloidal interactions stems from their specificity and reversibility.2–4 Two particles grafted with DNA oligonucleotides bind if—and, in the absence of non-specific interactions, only if—the sequences are complementary, and the temperature is in a range where duplexes can form. The duplexes bridge the particles together, as shown in Fig. 1a. Upon an increase in temperature, the bridges melt, and the particles dissociate. Lowering the temperature has the opposite effect. With this combination of specificity and reversibility, it is possible to design many single-component and two-component systems that assemble into equilibrium crystals and clusters.4–14

However, these interactions are limited in one significant way: the binding strength decreases steeply and monotonically with increasing temperature.15,16 Over a window of 1–2 °C, the binding strength typically decreases from many times the thermal energy $kT$ to negligible. As a result, the fraction of unbound particles (the “singlet fraction”) in a suspension decreases rapidly with decreasing temperature—much more rapidly than the singlet fraction of DNA strands that are identical to the ones on the particles, but are free in solution (Fig. 1b).

This sharp transition makes it difficult for systems of particles to equilibrate. Equilibration happens only at temperatures where the DNA binding energies are strong enough to cause the particles to attract, but not so strong that the DNA bridges between the particles have long lifetimes.4,16,17 In this temperature regime, the single-stranded DNA (ssDNA) molecules causing the attraction bind and unbind on timescales short compared to the particle motion, allowing the particles to explore different configurations without becoming trapped or falling apart. Because the binding strength varies so steeply with temperature, equilibration can occur only within a narrow window of temperatures. Thus, the steep dependence of the interactions on temperature limits the benefits of DNA-mediated interactions: while it is possible to design a system with a particular equilibrium structure, it is challenging to get it to form that structure.

The problem becomes more acute for systems with several species of particles—where “species” means a set of particles grafted with a particular combination of oligonucleotides. In such systems, one can use the nearest-neighbor model of DNA thermodynamics18 to predict how the melting temperatures should change with the DNA sequences. The model, in
conjunction with additional theory that we describe later, allows one to design sequences such that a single species has a given melting temperature. But, owing to the uncertainty inherent to the model, it is difficult to design a set of sequences for a multi-species system such that all of the melting temperatures are the same. SantaLucia and Turner quote a 6% uncertainty on the nearest-neighbor values of the DNA thermodynamic parameters, $\Delta H$ and $\Delta S$. This uncertainty translates to roughly a 3 °C uncertainty in the melting temperature under standard experimental conditions, which is larger than the width (2 °C) of the entire melting transition. If different pairs of particles within a multi-species system must be annealed at different temperatures, it is impossible to equilibrate the system as a whole.

Here we show that these problems can be overcome by adding free strands of ssDNA that can hybridize to the grafted strands, inhibiting bridge formation. These competing DNA reactions, known as strand-displacement reactions (Fig. 1c), have been widely used in the field of DNA nanotechnology to create dynamic and responsive systems. However, in the field of DNA-grafted colloids, strand displacement has, until recently, been employed primarily to melt or change the lattice constants of systems of DNA-grafted nanoparticles. We will show that the effect of strand displacement is to modify the free energy of hybridization of the grafted DNA strands, which in turn modifies the phase behavior of the particles. The phase behavior of the usual system of particles with complementary grafted strands consists of a single, steep melting transition. Adding a single displacement reaction leads to a broadened melting transition and solid and fluid phases that coexist over a wide range of temperatures. Adding a second displacement reaction leads to two melting transitions: a fluid-to-solid phase transition at low temperature and a solid-to-fluid transition at higher temperature. Confocal microscopy images of systems that show these phase behaviors are shown in Fig. 2.

In what follows, we describe the origin of the sharp phase transition for particles grafted with complementary DNA (Section 2) and present a model for predicting this phase behavior for arbitrary sequences and surface concentrations of DNA (Section 3). We then extend this model to show how to overcome the steepness of this transition by adding a single displacement reaction, and we demonstrate the resulting phase behavior in an experimental system (Section 4). We go on to demonstrate further control of the phase behavior through the addition of a second displacement reaction, which yields a second melting transition upon cooling (Section 5). Finally we show more complex phase behavior such as three transitions (Section 6.1) and transitions involving multiple species of particles (Section 6.2). We conclude with a discussion of future directions and practical considerations.

2 Fundamentals

Before describing how to use strand-displacement reactions to modify the interactions between DNA-grafted particles, we first

![Fig. 1](a) A scale rendering, generated by Monte Carlo simulation of polymer chain configurations, of DNA-grafted 1 μm polystyrene particles. The length of the DNA strands is 65 bases, such that the radius of gyration $L$ is approximately 11 nm. The bottom images show how we schematically depict the bridges that bind the particles together. In these schematics, a zoomed-in portion of each particle is shown in gray, and the strands are not drawn to scale. (b) Theoretical singlet fraction as a function of temperature for DNA in solution (blue, dashed) and for particles with grafted strands (red, solid), calculated using eqn (2), (4) and (5). (c) Schematic of toehold-mediated strand displacement. At left, two particles are bridged by complementary ssDNA (X and Y). A displacing strand (Z), which is also complementary to Y, can bind to an exposed region of Y (the “toehold”, shown in pink) and displace X through a stochastic exchange of bases between the duplexes XY and YZ. This process is reversible if there remains an exposed region of Y where X can rebind after the displacement reaction.
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To understand the origin of the interparticle interaction in our system, we consider two particles grafted with ssDNA. They attract one another when the ssDNA on one hybridizes with that on the other to form a duplex—or a “bridge”—that links the two particles together.

This attraction is mediated by many DNA strands. If the system is not too far from the duplex melting temperature, each of these strands fluctuates between bound and unbound states on timescales short compared to the diffusion time of the particles. Therefore we can treat the attraction as a time-averaged effective interaction, modeled by a free energy $F(r,T)$. $F(r,T)$ depends on the distance $r$ between the particles and the temperature $T$, as well as on the sequences and concentrations of the DNA strands mediating the binding.$^5,15,26$

To illustrate the effect of DNA bridging on the free energy of the system, we consider two identical particles separated by a distance $r$. We calculate the difference in free energy between a state in which the particles are grafted with complementary
DNA and a reference state in which they are grafted with non-complementary DNA. Then,

$$\Delta F(r, T) = F_{\text{comp}} - F_{\text{non-comp}} = -kT \ln \left( \frac{Z_{\text{comp}}(r)}{Z_{\text{non-comp}}(r)} \right)$$  \hspace{1cm} (1)$$

where $kT$ is the thermal energy and $Z(r)$ is the partition function. For the purposes of illustration, we assume that the configurational–conformational entropy of the unbound strands is the same in both the complementary and the non-complementary cases.† Therefore, $Z_{\text{comp}}$ and $Z_{\text{non-comp}}$ count only the ways in which the DNA bridges can form, along with their Boltzmann weights. Because we ignore the entropic contribution, there is only one possible combination of bridges for the non-complementary particles: no bridges exist ($Z_{\text{non-comp}}(r) = 1$). Hence, to solve eqn (1) we need only solve for $Z_{\text{comp}}(r)$.

To find the partition function for the complementary case, we begin by writing the probability of finding the pair of complementary DNA-grafted particles in an unbridged state. Because there is only one way to be in an unbridged state, $P_{\text{unbridged}} = 1/Z_{\text{comp}}(r)$, where $Z_{\text{comp}}(r)$ counts all bridged and unbridged configurations. Therefore we can replace $Z_{\text{comp}}(r)$ in eqn (1) by $1/P_{\text{unbridged}}$, yielding

$$\frac{\Delta F}{kT} = \ln P_{\text{unbridged}}$$

Again for the purposes of illustration, we make another approximation: $P_{\text{unbridged}} \approx (1 - \chi)^N$, where $\chi$ is the probability of any two complementary strands forming a bridge, and $N$ is the total number of grafted strands that can bind. The assumption this approximation is that bridges form independently of one another. Additionally, we assume that $\chi$ and $N$ are constant with $r$ up to some cutoff distance set by the radius of gyration of the ssDNA (see below). With these approximations we find that

$$\frac{\Delta F}{kT} = \ln(1 - \chi)^N.$$  \hspace{1cm} (2)$$

The value of $N$ is related to the surface concentration of the DNA on the particles ($C_0$) and the volume ($V_{\text{overlap}}$) in which the binding portions of the two complementary DNA brushes overlap: $N = C_0 V_{\text{overlap}}$. The exponent of $N$ in eqn (2) is responsible for the steep transition from a bridged to an unbridged regime as the temperature increases. Because of this exponent, even a small increase in $\chi$, caused by a small change in temperature, leads to a large decrease in the probability that two particles are unbridged.

In this paper, we will use this simplified expression for $\Delta F$, which we call the “simple model”, because it captures the essential features of the behavior of the system. One can derive a more accurate expression for the binding energy by accounting for how the density of the binding domains of the DNA strands varies with distance from the particle surface. To do so, we start by assuming that chemical equilibrium between

† If we consider this contribution, we would have $Z_{\text{configural}} = \Omega_n$ where $\Omega_n$ is the number of configurational–conformational microstates in which the grafted strands do not overlap with each other or with the particles.

‡ When the surface concentration of DNA on the two particles is not equal, the smaller of the two concentrations is used to calculate $N$.

grafted strands is established locally. We then integrate the density, corrected for dependence on distance from the particle surface, over the space between the particles:

$$\frac{\Delta F}{kT} \approx \int C_0(r) \ln[1 - \chi(r, T)] dV,$$  \hspace{1cm} (3)$$

where $C_0(r)$ is the concentration of the binding domains of the graft DNA strands, $r$ is the spatial coordinate, and $T$ is the temperature. In this more accurate model of the interaction, which we call the “full model”, we also consider the repulsive contribution to the interparticle interactions, which arises from the compression of the DNA strands when the particle surfaces come close to one another. This entropic contribution and other details of this model are discussed in ref. 26. In neither the simple nor full models do we assume that the number of bridges is Poisson-distributed, an approximation that has been discussed previously in the literature. However, we do assume independent binding, which is valid when $N$ is large and binding is weak—conditions met in our experimental system.

With an expression for $\Delta F$, from either eqn (2) or (3), we can predict the singlet fraction $f$—the fraction of particles not bound to any others—as a function of temperature using the equation derived by Dreyfus and coworkers: \cite{15}

$$f = 1 + 2KC_p - \sqrt{1 + 4KC_p}$$

\hspace{1cm} (4)$$

where $C_p$ is the concentration of particles per square micrometer, $K = (l^2/4)\exp(-z\Delta F(T)/kT)$, $z$ is the average coordination of each particle (for a quasi-2D suspension, $z \approx 3$), and $l$ is the range of the interaction. We take the range to be 15 nm, which is a little larger than the radius of gyration of the grafted strands. While previously we made no assumptions about the geometry of our system, this expression for the singlet fraction assumes a quasi-two-dimensional (quasi-2D) suspension of particles. In the remainder of this paper, unless otherwise noted, all discussion and experimental measurements of the singlet fraction pertain to quasi-2D samples. We note, however, that the control over phase behavior achieved using strand-displacement reactions generalizes to three dimensions (3D), as demonstrated in Fig. 2.

The expressions given in this subsection are general. They hold for systems containing only grafted strands and for systems containing both grafted and displacing strands. In the next three sections, we examine systems with zero, one, and two displacing strands. In each case, we derive expressions for the probability of hybridization between the DNA strands grafted to the particles, $\chi(T)$, and combine them with eqn (2) and (4) to predict the temperature-dependent singlet fraction.

### 3 Displacement-free binding

To calculate $\chi(T)$ for a pair of particles grafted with complementary DNA in the absence of any strand-displacement reactions, we model the hybridization of complementary DNA sequences A and B as a bimolecular reaction: \cite{29}

$$A + B \rightleftharpoons AB.$$
The equilibrium hybridization yield \( \chi = C_{AB}/(C_A + C_{AB}) = C_{AB}/C_A \) can be evaluated from the equilibrium constant of the reaction and from mass conservation:

\[
K_{eq}(T) = \frac{C_{AB}C^o}{C_AC_B}
\]

\[
C_{AB} = C_A + C_{AB}
\]

\[
C_{B0} = bC_{A0} = C_B + C_{AB}
\]

where \( C^o = 1 \) M is a reference concentration, \( K_{eq}(T) = \exp[-\Delta G^o(T)/RT] \) is the equilibrium constant, and \( \Delta G_{AB} = \Delta H_{AB} - T\Delta S_{AB} \) is the standard free energy difference between double-stranded AB and single-stranded A and B at the reference concentration \( C^o \). Here \( C_{B0} = bC_{A0} \), where \( b \geq 1 \) and \( C_{A0} \) represents the local concentration if A is a grafted strand. We obtain the following equation for the hybridization yield:

\[
\chi = \frac{C_{AB}}{C_A}
\]

\[
\frac{(b+1)K_{eq}C_{A0}C^o}{C^o} + 1 - \sqrt{(b-1)^2 + 2(b+1)K_{eq}C_{A0}C^o + 1} = \frac{2K_{eq}C_{A0}C^o}{C^o}
\]

where \( \chi \) depends only on \( b \) and the concentration-adjusted equilibrium constant \( K_{eq}' = K_{eq}C_{A0}/C^o \).

To calculate the equilibrium constant, we use the nearest-neighbor model,\(^\text{18}\) which gives the concentration-adjusted standard free energy of binding \( \Delta G^o' \):

\[
-\ln K_{eq}' = \frac{\Delta G^o'}{RT} = \frac{\Delta H_{AB}}{RT} - \frac{\Delta S_{AB} + \ln \left(C_{A0}/C^o\right)}{R}
\]

where \( \Delta H_{AB} \) and \( \Delta S_{AB} \) are calculated from the nearest-neighbor model using the actual sequences of the strands.\(^\text{8}\) The additional entropic term, \( \ln(C_{A0}/C^o) \), results from the fact that two single-stranded reactants are consumed upon formation of one double-stranded product. Because \( \Delta H_{AB} \) and \( \Delta S_{AB} \) are assumed to be constant with temperature,\(^\text{18}\) the temperature dependence of \( \Delta G^o'/RT \), and thus of eqn (2)–(4), is determined entirely by the enthalpic term, the slope of which can be tuned by changing \( \Delta H_{AB} \).

With this expression for \( \chi \), we can use eqn (2) and (4)–(6) to predict \( \Delta G^o'/RT \) and the singlet fraction as a function of temperature, given the sequences (which control \( \Delta H_{AB} \) and \( \Delta S_{AB} \)) and the surface concentrations of the grafted strands. By choosing values of these parameters that are typical for our experimental systems (described in Sections 4.2, 5.2, and 6) we can use our model to explore the phase behavior over a wide range of conditions. In Fig. 3, we see that changing the surface...\(^\text{8}\) Here we switch to the Gibbs free energy instead of the Helmholtz free energy; before we considered two particles held a fixed distance apart, now we consider a system of many components free to explore space.
concentration of DNA shifts $\Delta G'$ such that particles with higher surface concentrations melt at higher temperatures. This result has been validated experimentally in previous work.\textsuperscript{15,30} Modifying $\Delta H_{AB}$ and $\Delta S_{AB}$ changes the slope of $\Delta G'$, which also shifts the melting transition but does not significantly change its steepness. This effect—shifting the curve without changing the steepness—can be seen in the melting curves at zero displacing-strand concentration in Fig. 4 and 5 and the blue curve in Fig. 7. In each of these systems, the grafted strands have different sequences and therefore different $\Delta H_{AB}$ and $\Delta S_{AB}$.

The plots in Fig. 3 show that it is difficult to control the steepness of the melting transition in a displacement-free system. One can adjust the sequences of the grafted strands and their surface concentrations, but both of these parameters affect the singlet-fraction curves in a similar way: they shift the melting transition, but neither changes the steepness significantly. Although it is possible to reduce the steepness by using very low DNA surface concentrations, the DNA strands would need to bind strongly to keep the melting transition at a similar temperature. In this regime, the strands no longer fluctuate between bridged and unbridged configurations on timescales short compared to particle motion, and non-equilibrium behavior can result.\textsuperscript{19,13}

Fundamentally, what limits control over the shape of the melting transition is the linear dependence of $\Delta G'(T)$ on temperature. Changing the sequence or surface concentration can only change its slope. To control the shape of the melting transition we need to make $\Delta G'(T)$ a nonlinear function of temperature. In the following sections, we show how to do this by adding free strands that displace the grafted strands in a controlled way.

4 Single strand-displacement reaction

To increase the range of temperatures over which the system can equilibrate, we must significantly decrease the slope of $\Delta G'(T)$ near the melting transition. As shown in the previous section, this cannot be accomplished simply by modifying the grafted sequences or their surface concentrations. Instead, we introduce a competing interaction that effectively decreases the attraction between the two particles as the temperature decreases.

We create this competing interaction by introducing a freely dissolved displacing strand $D_1$ that can bind to one of the grafted strands (A). By binding A, these free strands can displace the hybridized AB pairs, causing the particles to unbind, with no change in the overall number of DNA duplexes (see diagram in the middle panel of Fig. 2). As a result, the melting transition broadens such that coexistence between solid and fluid phases persists over a wide range of temperatures, as shown in the confocal micrographs in the middle panel of Fig. 2.

4.1 Modeling the single strand-displacement reaction

To predict the singlet fraction of this modified system as a function of temperature, we again derive an expression for $\chi(T)$. We take into account the effect of a single displacement reaction on the probability that DNA bridges will form between the particles.
As in Section 3, we begin by writing down the equilibrium reactions for our system, now considering both the particle bridging and the displacement processes:

\[ A + B \rightleftharpoons AB \]  
\[ AB + D_1 \rightleftharpoons AD_1 + B. \]  

We derive the hybridization yield needed to complete eqn (2) from the equilibrium constant and conservation of mass, assuming that the free strand \( D_1 \) is in large excess:

\[
K_{eq}^{(1)}(T) = \frac{C_{AB}C_B}{C_A C_B}
\]

\[
K_{eq}^{(2)}(T) = \frac{C_{AD}C_B}{C_{AB}C_{D_1}}
\]

\[
C_{A0} = C_A + C_{AB} + C_{AD_1}
\]

\[
C_{B0} = bC_{A0} = C_B + C_{AB}
\]

\[
C_{D_{10}} \approx C_{D_1}
\]

where \( K_{eq}^{(1)} \) is the equilibrium constant for the reaction shown in eqn (7) and \( K_{eq}^{(2)} \) for eqn (8), and \( C_{D_1} \) is the free concentration of \( D_1 \) in the buffer in which the particles are suspended. The hybridization yield \( \chi = \frac{C_{A0} - C_{AB}}{C_{A0}} = \frac{C_{AB}}{C_{A0}} \) can then be expressed in the same form as eqn (5),

\[
\chi = \frac{(b+1)K_{eq}' + 1 - \sqrt{(b+1)^2K_{eq}'}^2 + 2(b+1)K_{eq}'}{2K_{eq}'}
\]

by redefining \( K_{eq}' \) in the following way:

\[
-\ln K_{eq}' = \frac{\Delta G'}{RT} = -\ln \left[ \frac{K_{eq}^{(1)}C_{A0}C_B}{1 + K_{eq}^{(1)}K_{eq}^{(2)}C_{D_{10}}C_B} \right].
\]

Thus we arrive at the same model as the one without displacing strands (Section 3), but with a modified expression for \( \Delta G'(T) \).

We can understand how the displacement reaction modifies the temperature dependence of the interaction by examining limiting cases. In the high-temperature limit, where \( K_{eq}^{(2)} \) is taken to be the same as the radius of gyration of the DNA. For our experimental conditions, \( 3\phi(1-\phi) L/a \approx 0.005 \).

\[ \frac{\Delta G'}{RT} \rightarrow -\frac{\Delta H_{AB} - \Delta H_{AD_1}}{RT} - \left[ \frac{\Delta S_{AB} - \Delta S_{AD_1}}{R} + \ln \left( \frac{C_{D_{10}}}{C_B} \right) \right]. \]

In this limit we see that the displacement reaction simply lowers the free-energy difference between the bridging and non-bridging configurations. As a result, if the grafted and displacing strands are designed to have the same enthalpy change upon hybridization (that is, \( \Delta H_{AB} = \Delta H_{AD_1} \)),

\[
\frac{\Delta G'}{RT} \rightarrow -\left[ \frac{\Delta S_{AB} - \Delta S_{AD_1}}{R} + \ln \left( \frac{C_{D_{10}}}{C_B} \right) \right].
\]

When \( \Delta H_{AB} = \Delta H_{AD_1} \), we expect the melting transition to be broadened, since eqn (11) tells us that the free energy must become independent of temperature at low temperature. Therefore, adding the displacing strand makes the free energy of binding, \( \Delta G'(T) \), a nonlinear function of temperature.

The result of this nonlinearity in \( \Delta G'(T) \) is a melting transition that can be tuned from steep to flat. To tune the transition, one can adjust either the sequences of the strands, which control \( \Delta H_{AB}, \Delta H_{AD_1}, \Delta S_{AB}, \) and \( \Delta S_{AD_1} \), or the displacing-strand concentration \( C_{D_1} \). Theoretical predictions of this behavior, obtained by inserting eqn (9) and (10) into our free-energy and singlet-fraction equations from Section 2, are shown by the curves in Fig. 4. Experimental results are shown in the following subsection.

### 4.2 Experiments using a single strand-displacement reaction

The wide region of coexistence between the solid and fluid phases that results from introducing a single displacing strand can be seen in the middle panel of Fig. 2, which shows confocal micrographs of a 3D suspension of two species of fluorescently dyed particles grafted with sequences A (blue) and B (red) and mixed with displacing strand \( D_1 \). The percent of unbound particles in this system remains non-zero and constant from 35 to 60 °C. Although in these experiments we have not waited long enough for nucleation of crystals to occur, our previous study4 showed that, at longer times, crystals can form over a wide range of temperatures.

To generate DNA sequences that result in this wide range of coexistence, we follow a set of design rules intended to minimize the melting temperatures of secondary structures and the crosstalk between sequences (see Section 8.1). We then select sequences with melting temperatures between 40 and 65 °C and for which \( \Delta H_{AB} \) and \( \Delta H_{AD_1} \) fall within 5% of one another, so that eqn (11) applies. We then use eqn (2), (4), (9) and (10) to predict the 2D phase behavior and verify that the sequences produce the desired effect. The resulting sequences are shown in Table 1, and their thermodynamic parameters are given in Table 2.

As predicted by our model, the location and steepness of the melting transition and degree of coexistence can be tuned by changing the concentration, \( C_{D_1} \), of the displacing strand in solution (Fig. 4). According to eqn (11), increasing the concentration of displacing strand should favor unbridged configurations over bridged configurations at low temperature. Our experiments on quasi-2D samples (described in detail in Section 8.4) verify this prediction. With no displacing strands,

---

**Table 1** DNA sequences used for single strand-displacement experiments

<table>
<thead>
<tr>
<th>Strand name</th>
<th>Base sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>5’-Tc15-GAGTTGCGGTAGAC-3’</td>
</tr>
<tr>
<td>B</td>
<td>5’-Tc15-AAATGCCTGTCTACC-3’</td>
</tr>
<tr>
<td>D1</td>
<td>5’-ACCGCAA-3’</td>
</tr>
</tbody>
</table>
the system behaves as a simple complementary reaction: the singlet fraction rapidly increases to unity as the temperature increases. As the concentration of displacing strands is increased to 6 μM, a 10 °C-wide region of coexistence emerges between a solid phase containing about 25% of particles and a fluid phase containing the remainder. At higher concentrations of displacing strands we observe a fluid at all temperatures. Thus, the low-temperature equilibrium singlet fraction can be tuned between zero and one through a small change in the concentration of displacing strand, and the width of the melting transition can be varied from 2 °C to at least 10 °C.

As shown in Fig. 4, both the simplified model (shown as solid lines on the figure) and the full model (shown as dashed lines) detailed in Sections 2 and 4.1 capture the observed behavior of the system at different displacing-strand concentrations. To check the validity of our models, we fit them to the behavior of the system at different displacing-strand concentrations. For the simplified model, the best-fit parameters are performed simultaneously for all displacing-strand concentrations. To check the validity of our models, we fit them to the data using four free parameters (ΔH_{AB}, ΔS_{AB}, ΔH_{AD1}, and ΔS_{AD1}), as described in Section 8.7. The fits for these four parameters are performed simultaneously for all displacing-strand concentrations. For the simplified model, the best-fit parameters are all within 8% of those predicted by NUPACK. For the full model the parameters are all within 3% of the NUPACK predictions. The agreement shows that both models can be used, in conjunction with theoretical calculations of the thermodynamic parameters, to predict the phase behavior in the presence of displacing strands. Although the full model fits the experimental data much better than does the simplified model, the simplified model is, nonetheless, a useful tool for designing DNA strands that will produce a particular behavior and is considerably easier to implement.

### 5 Two strand-displacement reactions

By adding a second displacing strand to the same solution we can make the free energy of binding ΔG′(T) not only nonlinear, but non-monotonic as well. This effect occurs if the second displacing strand D₂ can bind to the grafted strand B (see the diagram in the bottom panel of Fig. 2). The result of this competition for binding between the various DNA strands is to invert the dependence on temperature, such that the interparticle attraction strengthens with increasing temperature over a range of temperatures before falling again at high temperatures. The effects of this inverted temperature dependence can be seen in the confocal micrographs in the bottom panel of Fig. 2.

#### 5.1 Modeling two strand-displacement reactions

To model the effects of two strand-displacement reactions, we begin with the set of reactions

\[
\begin{align*}
A + B & \rightleftharpoons AB \\
AB + D₁ & \rightleftharpoons AD₁ + B \\
AB + D₂ & \rightleftharpoons A + BD₂.
\end{align*}
\]

We assume that both D₁ and D₂ are in large excess, such that

\[
\begin{align*}
K^{(1)}_\text{eq}(T) &= \frac{C_{AB}C^0}{C_{A}C_{B}} \\
K^{(2)}_\text{eq}(T) &= \frac{C_{AD₁}C_B}{C_{AB}C_{D₁}} \\
K^{(3)}_\text{eq}(T) &= \frac{C_{BD₂}C_A}{C_{AB}C_{D₂}}
\end{align*}
\]

To calculate the hybridization yield of bridge formation between the particles, \( \chi = \frac{C_{AB}(C_A + C_{AB} + C_{AD₁})}{C_{AB}C_{AD₁}} \), we first need an expression for the concentration-adjusted free energy. For the reaction network given by eqn (12),

\[
\frac{\Delta G'}{RT} = -\ln \left[ \frac{K^{(1)}_\text{eq}C_{A0}/C^0}{(1 + K^{(2)}_\text{eq}C_{D₁0}/C^0)(1 + K^{(3)}_\text{eq}C_{D₂0}/C^0)} \right].
\]

We can then calculate the concentration-adjusted equilibrium constant using \( \ln K^{(1)}_\text{eq} = -\Delta G'/RT \) and substitute into eqn (9) to find \( \chi \).

In the high-temperature limit, \( \Delta G' \) again reduces to eqn (6) when the concentration of the two displacing strands are equal \( (C_{D₁0} = C_{D₂0} = C_{D}) \) and when the hybridization free energies are the same for the bridging and displacing strands \( \Delta G_{AB} = \Delta G_{AD₁} = \Delta G_{BD₂} \). In the opposite, low-temperature, limit we find

\[
\frac{\Delta G'}{RT} \xrightarrow{\text{low } T} -\frac{\Delta H_{AB}}{RT} + \frac{\Delta S_{AB}}{R} + \ln \left( \frac{C_{A0}}{C} \right) + 2\ln \left( \frac{C_{D0}}{C_{A0}} \right).
\]

Note that the sign of the first term, \( \Delta H_{AB}/RT \), is inverted from that in eqn (6). In other words, the free energy difference between bridging and non-bridging configurations actually becomes larger as the temperature decreases, making bridge formation less favorable.

As a result, the singlet fraction shows two transitions: a freezing transition from fluid to solid that occurs upon heating from low temperature, and a melting transition from solid to fluid upon further heating. These transitions can be understood from the molecular-scale interactions shown in the diagram at the top of Fig. 5. At low temperatures, enthalpy favors two displacing strands binding to two grafted strands, because this configuration has more base pairs than two grafted strands binding together. As a result, the grafted strands are unavailable to form bridges, the particles do not

### Table 2

<table>
<thead>
<tr>
<th>Duplex name</th>
<th>ΔH (kcal mol⁻¹)</th>
<th>ΔS (cal mol⁻¹ K⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AB</td>
<td>-56.6</td>
<td>-163.0</td>
</tr>
<tr>
<td>AD₁</td>
<td>-53.6</td>
<td>-149.1</td>
</tr>
</tbody>
</table>
attract one another, and the system remains in a fluid phase. On heating, the displacing strands can detach from the grafted strands. Although the enthalpy of this state is higher than that of the low-temperature state since there are fewer base pairs, this increase in enthalpy is compensated by the increase in entropy caused by the liberation of the two displacing strands. As a result, the grafted strands are free to form bridges, and the particles can form a solid phase. The solid phase is therefore entropically stabilized, and the range of temperatures over which it is stable can be tuned by changing the concentration of the displacing strands, as predicted by the model. Finally, at high temperature the grafted strands dissociate, and the solid phase melts.

As in the single displacement-reaction case, we can theoretically predict the behavior of the system by solving for $\chi$ as described above and then using eqn (2) to calculate $\Delta F$. Finally, we substitute this value of $\Delta F$ into eqn (4) to solve for the singlet fraction. The resulting theoretical singlet-fraction curves are shown by the solid lines in Fig. 5. The experimental realization of this system is described in the following subsection.

5.2 Experiments using two strand-displacement reactions

The appearance of a second phase transition in the two-displacement-reaction system is shown experimentally in the bottom panel of Fig. 2. This figure shows confocal images from a 3D system containing two species of particles (A and B) and two displacing strands ($D_1$ and $D_2$). The concentrations of the two displacing strands are equal. Our experiment shows that at 65.5 °C the entire system is in a fluid state that, on cooling, transitions to a solid at 64 °C. This solid phase persists to 51 °C, at which point the system melts on further cooling, so that at 49 °C it is once again fully in the fluid state.

We design our sequences in the same way as for the single displacement scheme, but with the constraint that the free energies of hybridization are all equal ($\Delta G_{AB} = \Delta G_{AD_1} = \Delta G_{BD_2}$) to within 5%. The sequences are shown in Table 3 and their thermodynamic parameters in Table 4. With this constraint, we can control the width of the solid region in the phase diagram by changing the concentration of the two displacing strands jointly ($C_{D_1} = C_{D_2}$), as predicted by eqn (14) and shown in the quasi-2D measurements in Fig. 5. Increasing the concentration of displacing strands favors the fluid phase, where more displacing strands are bound, over the solid phase.

This tunability is shown experimentally in Fig. 5. At low concentration of displacing strand (31 μM), there is a 30 °C-wide solid regime between two fluid phases. At higher concentration of displacing strand, the width of this regime decreases, so that at 125 μM it is approximately 13 °C wide. At 250 μM of displacing strands, there is no temperature at which the system is completely solid. Thus, the minimum width of a regime in which the sample is fully solid is about 10 °C.

Our simplified model, shown as solid lines in the figure, again captures the behavior of our experimental system. We fit the model to the data, allowing $\Delta H_{AB}$, $\Delta H_{AD_1}$, and $\Delta H_{BD_2}$ to vary while holding $\Delta S_{AB}$, $\Delta S_{AD_1}$, and $\Delta S_{BD_2}$ at the values calculated with NUPACK. The values returned by each of the fits are within 3.3% of their NUPACK values, within the uncertainty of calculations based on the nearest-neighbor model (which NUPACK uses). Again, the agreement validates the use of the model as a tool for designing DNA sequences to yield prescribed phase behaviors.

6 Combining displacement-free and displacement-mediated interactions

Having shown that our model explains and predicts the experimentally observed phase behavior in both the one- and two-displacement-reaction schemes, we now show how to combine these schemes to design more complex behavior. We show that with careful design of the DNA sequences, so as to remove crosstalk between non-complementary sequences, the different strand-displacement reactions can operate independently in the same solution. Thus, multiple such reactions can be combined to create multiple transitions at different temperatures between the same pair of particles, or to create independent phase transitions between multiple species of particles in the same solution.

6.1 Three phase transitions

The different interactions described in the previous sections can be combined to create more complex interactions by grafting multiple strands of DNA to each particle. Here we demonstrate a system in which there are three transitions between fluid and solid phases. We create this behavior by combining a transition at low temperature, which arises from the reaction of grafted strands only, with freezing and melting transitions at higher temperatures, which arise from a two-displacement-reaction scheme. Our system consists of two particle species, depicted as gray and red in Fig. 6a.

Realizing this set of transitions requires four grafted DNA strands (5A and 5C on red and 5B and 5E on gray) and two displacing strands (5D1 and 5D2), as shown in Fig. 6a and Table 5. The thermodynamic parameters are given in Table 6. We design the sequences for 5A, 5B, 5D1, and 5D2 following the protocol described in Section 5.2, so as to place the high-temperature melting transition near 55 °C. We make strands

Table 3 DNA sequences used for experiments with two strand-displacement reactions

<table>
<thead>
<tr>
<th>Strand name</th>
<th>Base sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>5′-(T4)-CTACTGGCGGT-3′</td>
</tr>
<tr>
<td>B</td>
<td>5′-(T4)-CTTACCCGAGT-3′</td>
</tr>
<tr>
<td>D1</td>
<td>GCAGTTAG</td>
</tr>
<tr>
<td>D2</td>
<td>GCCGTTAG</td>
</tr>
</tbody>
</table>

Table 4 Thermodynamic parameters for sequences used for two displacement reactions, calculated using the NUPACK software for 250 mM NaCl

<table>
<thead>
<tr>
<th>Duplex name</th>
<th>$\Delta H$ (kcal mol$^{-1}$)</th>
<th>$\Delta S$ (cal mol$^{-1}$ K$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AB</td>
<td>-63.6</td>
<td>-173.7</td>
</tr>
<tr>
<td>AD1</td>
<td>-64.4</td>
<td>-186.1</td>
</tr>
<tr>
<td>BD2</td>
<td>-69.4</td>
<td>-195.7</td>
</tr>
</tbody>
</table>
Fig. 6 Demonstration of a system that shows three phase transitions (solid to fluid to solid to fluid). There are two types of particles, one identified by red fluorescent dye and the other undyed (shown in gray on diagrams). (a) Schematic of the DNA and particles. The combination of a low-melting-temperature interaction between complementary grafted strands and a two-displacing-strand-mediated interaction creates the three phase transitions. (b) Phase diagram showing the state of aggregation of a 3D suspension of the particles as a function of temperature and displacing-strand concentration $C_i = C_j$. The black symbols indicate an aggregated state (less than approximately 15% of particles unbound), the white symbols indicate a fluid state (more than approximately 75% of particles unbound), and the grey symbols indicate that the system is between these two bounds. The red line shows the best fit of a model for the phase boundary, which represents the displacing-strand concentration at which the singlet fraction is 50% for each temperature. The dashed blue line shows this same phase boundary using the nearest-neighbor values for the thermodynamic parameters instead of the best-fit values. (c) Fluorescence confocal images of this system with displacing-strand concentration as shown in the schematic below the micrographs, the aggregated states occur when the dyed and undyed particles interact with one another, and the fluid states occur when there are no interactions. The temperatures given for the micrographs are approximate.

5C and 5E short compared to 5A and 5B so that the melting transition caused by this interaction is at a low enough temperature (30 °C) to leave room for a third transition between the two. To allow the two sets of transitions (displacement-free and two-displacement) to occur independently of one another, we design the DNA sequences so that they do not contain any complementary domains across the two sets of reactions, as discussed in Section 8.1. Here, one set involves the sequences 5A, 5B, 5D1, and 5D2, and the other involves 5C and 5E. Finally, we tune the location of the third transition (a freezing transition) by changing the concentration of displacing strands in the solution.

The phase behavior of the resulting experimental system agrees with the predictions of a model for the phase boundary, as shown in Fig. 6b. Here we measure the experimental phase behavior for a 3D sample as a function of displacing-strand concentration and temperature, and we compare to the predictions of a model that combines the elements of Sections 3 and 5.1.

To model the behavior of this combined system, we solve for the hybridization probability of $A$ and $B$, $\chi_{AB} = C_{AB}/C_{AB0}$, using eqn (9) and (13), and the relation $\ln K_{eq} = -\Delta G^*/RT$. We solve for the hybridization probability of $C$ and $E$, $\chi_{CE} = C_{CE}/C_{CE0}$, using eqn (5) and (6). We then calculate the singlet fraction using eqn (4), where the binding strength is given by

$$\frac{\Delta F}{kT} = \ln(1 - \chi_{AB})^{N_A} + \ln(1 - \chi_{CE})^{N_E}$$

where $N_i$ is related to the surface concentration of DNA of type $i$, as discussed in Section 2.

We use our simple 2D model to fit a theoretical phase boundary to the data using three parameters, $f_1$, $f_2$, and $f_3$, which are coefficients for the nearest-neighbor thermodynamic

<table>
<thead>
<tr>
<th>Particle</th>
<th>Strand name</th>
<th>Base sequence</th>
<th>Concentration (µM)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Red</td>
<td>5A</td>
<td>5'-TAT ATG GAG GCT-3'</td>
<td>150</td>
</tr>
<tr>
<td>Red</td>
<td>5C</td>
<td>5'-TAT CAG GTG-3'</td>
<td>130</td>
</tr>
<tr>
<td>Undyed</td>
<td>5B</td>
<td>5'-TAT CGC CCT CCA-3'</td>
<td>112.5</td>
</tr>
<tr>
<td>Undyed</td>
<td>5E</td>
<td>5'-TAT CTG CAC-3'</td>
<td>75</td>
</tr>
<tr>
<td></td>
<td>5D1</td>
<td>5'-TAT CCA TTG-3'</td>
<td>125</td>
</tr>
<tr>
<td></td>
<td>5D2</td>
<td>5'-TAT AGC ATA-3'</td>
<td>125</td>
</tr>
</tbody>
</table>

### Table 6 Thermodynamic parameters for sequences used for the system with three phase transitions, calculated using the nearest-neighbor model at 250 mM NaCl

<table>
<thead>
<tr>
<th>Duplex name</th>
<th>$\Delta H$ (kcal mol$^{-1}$)</th>
<th>$\Delta S$ (cal mol$^{-1}$ K$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5A5B</td>
<td>-53.5</td>
<td>-145.6</td>
</tr>
<tr>
<td>5A5D1</td>
<td>-55.6</td>
<td>-157.9</td>
</tr>
<tr>
<td>5B5D1</td>
<td>-50.4</td>
<td>-143.8</td>
</tr>
<tr>
<td>5C5E</td>
<td>-41.0</td>
<td>-115.9</td>
</tr>
</tbody>
</table>
parameters: \( f_1 \Delta H_{AB}, f_2 \Delta S_{AB}, f_2 \Delta H_{AD}, f_2 \Delta S_{AD}, f_2 \Delta H_{BD}, f_2 \Delta S_{BD}, f_2 \Delta H_{CE}, f_2 \Delta S_{CE} \). The \( f_i \) therefore characterize the deviation from nearest-neighbor predictions. Section 8.7 provides a detailed description of the fitting method. Given the best-fit coefficients, we then calculate the theoretical phase boundary by calculating the displacing-strand concentration at which the singlet fraction is 0.5 for a range of temperatures from 25 to 55 °C. This phase boundary is shown as the red curve in Fig. 6b.

The fits show that the actual thermodynamic parameters are within 11% of the nearest-neighbor values, which are given in Table 6. The agreement is good, considering that the measurements were performed on a 3D sample and compared to a singlet fraction model developed for quasi-2D systems. By comparison, the phase boundary calculated using our model and the nearest-neighbor values (instead of the best-fit values) has the same shape but is shifted slightly toward decreasing temperature and higher displacing-strand concentration (blue curve in Fig. 6b). Therefore, the 11% uncertainty in the predictions for the thermodynamic parameters translates to an uncertainty of about a factor of two in the displacing-strand concentration required to achieve a given phase behavior.

Nonetheless, the simple model (eqn (15)) with the nearest-neighbor predictions of the thermodynamic parameters still proves useful in design. To demonstrate, we use the model to design a system that shows solid–fluid–solid–fluid phase behavior, where the transitions are spaced equally as a function of temperature. Using the nearest-neighbor parameters in our model, we predict that the displacing-strand concentration should be less than 250 μM to satisfy these constraints. We then vary the concentration of displacing strands until we realize the desired behavior. In the example shown in Fig. 6c, we find that the experimental system at 125 μM shows an interior fluid–solid transition that occurs about 10 °C above the low-temperature solid–fluid transition and about 15 °C below the high-temperature solid–fluid transition, close to our design goals. Although the design process requires some experimental tuning, the model provides a good starting point. Also, the tuning does not require varying the sequences, only the displacing-strand concentrations—which are easy to vary, as we discuss in Section 7.

We estimate that as many as nine phase transitions can be incorporated into a single system, assuming that crosstalk between the DNA strands can be avoided and that each of the grafted strands is in high enough surface concentration to allow the melting transition to occur at the desired temperature (see Fig. 3). The limits are set by the regime in which water is liquid (0–100 °C) and by the minimum width of the regime where the solid phase is stable—approximately 10 °C, as discussed in Section 5.2.

### 6.2 Compositional transitions

All of the examples that we have shown thus far involve two species of particles. We now show that the same displacement-mediated interactions can be used in systems with multiple species. We demonstrate an experimental system with a controlled transition between binary crystals with different compositions (Fig. 7).

This system contains three different particle species (shown as red, green, and blue in the figure). Similarly to the system discussed in Section 6.1, the green species is grafted with two different sequences of DNA that allow it to bind to both the red and the blue species. The sequences are designed such that at low temperature, the blue and green particles are bound while the red particles remain in a fluid state. At high temperature, the red and green particles are bound while the blue particles are in a fluid state. These two regimes are separated by a 10 °C window in which the entire system is a fluid (Fig. 7b).

This phase behavior is designed through the combination of a displacement-free interaction between the green and blue particles and a two-displacement interaction between the red and green particles (Tables 7 and 8). The blue and green particles, which are grafted with complementary DNA, bind together at low temperature and unbind above 40 °C. The green particles are grafted with a second strand of DNA that allows them to interact with the red particles through a two-displacing-strand interaction, such that they are dispersed at

<table>
<thead>
<tr>
<th>Particle Strand name</th>
<th>Base sequence</th>
<th>Concentration (μM)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Red A</td>
<td>5’-(T₅₁)-CT AAC TGC GGT-3’</td>
<td>300</td>
</tr>
<tr>
<td>Green B</td>
<td>5’-(T₅₋₁)-CT TAC CGC AGT-3’</td>
<td>150</td>
</tr>
<tr>
<td>Blue F</td>
<td>5’-(T₅₋₂)-CAG GTG-3’</td>
<td>150</td>
</tr>
<tr>
<td>— D₁</td>
<td>5’-GC AGT TAG-3’</td>
<td>62.5</td>
</tr>
<tr>
<td>— D₂</td>
<td>5’-GC GGT AAG-3’</td>
<td>62.5</td>
</tr>
</tbody>
</table>
Table 8 Thermodynamic parameters for sequences used for compositional transitions, calculated using the NUPACK software for 500 mM NaCl

<table>
<thead>
<tr>
<th>Duplex name</th>
<th>$\Delta H$ (kcal mol$^{-1}$)</th>
<th>$\Delta S$ (cal mol$^{-1}$ K$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AB</td>
<td>$-63.6$</td>
<td>$-171.5$</td>
</tr>
<tr>
<td>AD$_1$</td>
<td>$-64.6$</td>
<td>$-184.8$</td>
</tr>
<tr>
<td>BD$_2$</td>
<td>$-69.6$</td>
<td>$-194.1$</td>
</tr>
<tr>
<td>EF</td>
<td>$-49.0$</td>
<td>$-138.0$</td>
</tr>
</tbody>
</table>

low temperatures and aggregated at temperatures above 51 °C (and eventually redisperse at temperatures higher than those reached in the experiment). Therefore, the same system can be driven to assemble into two crystals of different composition. Both the equilibrium structure of the phases and the transitions between these phases are encoded in the DNA sequences.

7 Conclusions and practical considerations

We have shown, through theory and experiment, that strand-displacement reactions are a powerful way to alter—in fundamental ways—the temperature dependence of DNA-mediated interactions between colloidal particles. Using a small number of experimental building blocks, one can create broadened melting transitions, temperature-independent coexistence between fluid and solid phases, and inverted transitions where particles bind with increasing strength as temperature increases.

A summary of the phase behaviors that can be achieved with no displacing strands, a single strand-displacement reaction, and two strand-displacement reactions is shown in Fig. 8. The diversity of the melting curves highlights the versatility of the strand-displacement schemes. We have also shown that these schemes can be combined with multiple strands of DNA on a single species of particle to realize more complicated phase transitions or with multiple species of particles to realize compositional transitions.

The model that we present provides a theoretical basis for the change in phase behavior resulting from changes in the concentrations of the displacing strands in solution. It also allows us to design the DNA sequences required to realize these systems experimentally.

This strand-displacement toolkit may make it easier to assemble DNA-grafted colloidal particles. For example, broadening the melting transition could allow for easier annealing of structures. This effect is especially important in systems
containing multiple species of particles. In such systems the melting temperatures of different pairs of species must be matched so that they can all anneal in the same temperature range. It is much easier to match these temperatures by controlling the concentration of displacing strand in solution than by trying to control the grafted strand concentrations, which requires modifying the synthesis of the particles. Also, the ability to use several species of particles in the same system, where each pair can exhibit phase behavior with multiple transitions, opens the door to systems that can dynamically reconfigure between multiple structures as the temperature is tuned.

Incorporating displacement reactions into a DNA-grafted system is straightforward—so much so, in fact, that we now design all of our DNA-grafted particles so that there are “toeholds” on each strand for displacement reactions to occur, as shown in Fig. 1c. By adding toeholds, we always have the choice to use displacement reactions. If we choose to use them, we can simply add the displacing strands to the solution, and we can easily control the shape of the melting transition(s) by varying the concentration of free strands. The displacing strands, being a few bases long, are inexpensive and do not require purification.

If we choose not to include displacement reactions, there is no harm in including the toeholds, so long as we are careful to avoid crosstalk between the toeholds and the binding domains. The toeholds are designed such that the free energy of hybridization between the grafted and displacing strands is the same as that between the grafted strands, as discussed above. Practically, we find that it is easiest to meet this constraint and avoid crosstalk through a few guidelines. First, we avoid sequences with more than two C or G bases in a row. These repeats lead to unintended interactions and hairpins, owing to the high stability of C–G bonds. Second, we avoid using any base three or more times in a row. Third, we design our toeholds to be three bases long, so that they bind the displacing strands strongly enough to ensure that displacement occurs on short timescales, but weakly enough so that the displacing strands do not remain bound to the grafted strand through the toehold alone.22,21 Further details of our DNA sequence design process are discussed in Section 8.1.

Finally, we note that while the experiments here rely on the method shown by Kim, Manoharan, and Crocker13 to graft DNA onto the particles, the control over the temperature dependence afforded by displacement reactions should work for particles with much higher surface coverage, including those demonstrated recently by Pine and collaborators.34–36 We also foresee no obstacles to integrating strand-displacement reactions into the emulsion systems with the mobile DNA strands demonstrated by Brujic and coworkers.37,38

8 Methods and materials

8.1 Sequence design

All grafted oligonucleotides are 65 bases long, single stranded, and consist of an inert poly-T spacer and a binding domain on the 3’ end. The poly-T spacer sets the range of interaction, and the binding-domain sequence sets the strength and specificity of binding.

To design the base sequence of a binding domain, we generate many random sequences of bases of the appropriate length from the complete set of three-base codons (where codon refers to a unique three-base segment of DNA), each used only once to minimize unintended crosstalk and hairpins. We then use either the nearest-neighbor model18 or the online software NUPACK,32 which uses the nearest-neighbor parameters along with other corrections, to calculate the thermodynamic parameters (enthalpy and entropy contribution to binding energy) of each sequence. We calculate these parameters at salt concentrations matching the conditions of the corresponding experimental measurements. We then filter the sequences such that they meet the specifications for the single-displacement scheme of Section 4 ($\Delta H_{AB} = \Delta H_{AD}$) or the two-displacement scheme of Section 5 ($\Delta G_{AB} = \Delta G_{AD} = \Delta G_{BD}$).

We match these thermodynamic parameters within 5%.

Once all of these requirements are met, we ensure that the melting transitions fall in the desired range using a Matlab program (available at https://github.com/manoharan-lab/DNA-colloid-design). This program calculates the singlet fraction as a function of temperature for any given combination of sequences using the model described in Sections 2, 3, 4.1, and 5.1. We then check for stable secondary structures and unintended crosstalk between non-interacting sequences using NUPACK and Mfold.39 We reject sequences with secondary structures that are stable above 20 °C. We also reject if unintended crosstalk is predicted to occur more than 1% as often as the desired structure within the working temperature range of the experiment.

We then order single-stranded DNA oligonucleotides, with the sequences we have designed, from Integrated DNA Technologies, Inc. with an amino-C6-modifier added to the 5’ end of the surface-grafted strands. Surface-grafted strands are purified by high-performance liquid chromatography, and short, soluble strands are purified by standard desalting. These purification steps are performed by the supplier.

8.2 Functionalizing particles

We functionalize our colloidal particles with DNA by chemically bonding our DNA strands to a triblock copolymer, which we then physically graft to the surface of the particles. Our protocol is modified from that described in ref. 33.

We begin by activating the hydroxyl end groups of a poly(ethylene oxide)-poly(propylene oxide)-poly(ethylene oxide) triblock copolymer (Pluronic F108, BASF) by dissolving 500 mg of Pluronic F108 in 2 mL of dichloromethane (anhydrous, ≥ 99.8%, Sigma-Aldrich) and 30 µL of triethylamine (Sigma-Aldrich). We add 100 mg of p-nitrophenyl chloroformate (Sigma-Aldrich), cool the solution to 0 °C and stir for at least 4 hours to allow the reaction to complete.

After the reaction, we wash the activated Pluronic once in 3% v/v hydrochloric acid (38% ACS grade, EMD) in ethanol (200 proof, Koptec) and three times in 1% v/v hydrochloric acid in ethanol. After the final wash, we pour off the supernatant and allow the pellet to dry in a vacuum desiccator for at least 7 hours.
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We then react the activated Pluronic with 5'-amino-C6-modified oligonucleotides (IDT) by first dissolving 15 mg of the activated Pluronic in 1 mL of 10 mM pH 4.0 citric acid buffer (1.1 mM anhydrous citric acid, EMD 99.5%, 8.9 mM sodium citrate, spectrum, 99.0–100.5%). We then combine 15 μL of DNA (1 mM in molecular-biology-grade water) with 1 μL of 1 M pH 9.5 carbonate buffer (0.85 M sodium bicarbonate, EMD 99.7–100.3%, 0.15 M sodium carbonate, EMD ≥ 99.5%) and 4 μL of the activated Pluronic in citric acid buffer. We allow this solution to react on a room temperature vortexer for at least 4 hours to allow the DNA to bind to the activated end groups of the Pluronic.

Once the reaction has completed, we physically graft the DNA-functionalized Pluronic to the surface of 1 μm polystyrene sulfate particles (Invitrogen). To graft, we first wash the particles in aqueous buffer containing 10 mM Tris and 1 mM EDTA (diluted to 1× TE from Serva TE Buffer (100×), pH = 8), finishing at a total volume fraction of 10%. If the particles do not appear well dispersed, we sonicate until there is no aggregation. After the particles are washed, we combine 340 μL of citric acid buffer with 40 μL of the DNA-functionalized Pluronic solution and 40 μL of the 10% particle solution. We then add 4 μL of toluene (anhydrous, Sigma) being careful not to strongly agitate the solution through vortexing, sonication, or centrifugation. We allow the solution to mix gently on a room temperature rotator for at least 7 hours to allow the central block of the Pluronic to infiltrate into the swollen matrix of polystyrene. At the end of this time we heat an open container of the solution to 90 °C in a vented oven for 12 minutes to allow the toluene to evaporate, thus deswelling the particles. Finally we wash the particles at least five times in 1× TE buffer to remove any excess Pluronic.

We estimate our total DNA density to be 6500 DNA strands per particle by flow cytometry and melting-curve measurements, and we use this value in all calculations presented. We are easily able to incorporate hydrophobic dyes, such as Coumarin 545 (Exciton) or BODIPY 558/568 (Life Technologies), or a mixture of the two, into the polystyrene core by dissolving them in the toluene used for swelling.

8.3 Sample preparation

Functionalized colloidal particles are stored separately in a 4 °C refrigerator at 1% in 1× TE buffer. When we need to prepare a sample, we mix the particles with displacing strands at appropriate concentrations in a 1× TE solution with a final concentration of 250 mM NaCl. Exceptions are the singlet-fraction measurements for the single-displacement-reaction case, where the samples were prepared with 50 mM NaCl and 10 mM MgCl₂, and the singlet-fraction measurements for the system with three species of particles, where the samples were prepared at 500 mM NaCl. This solution is then loaded into a sample chamber prepared as described in the following three subsections.

8.4 Performing singlet-fraction experiments

Melting-curve measurements are performed in 2D sample chambers to allow for comparison to the theoretical singlet-fraction equations discussed in Section 2.

Samples are made of a 1:1 mixture of the two particles species at a total volume fraction of 4%. This solution is sealed in a 2D sample chamber made from two coverslips (no. 1; VWR) that we plasma-clean for approximately 1 minute to prevent nonspecific binding of the DNA-grafted microspheres to the glass surfaces. 1.8 μm-diameter silica microspheres are deposited to provide the correct spacing between the coverslips for 2D confinement. Once the sample is added, the coverslips are bonded together and sealed by UV-curable optical adhesive (Norland 63).

The sample is imaged on an inverted optical microscope (Nikon TE2000-E) under 100× magnification. The sample temperature is controlled by a resistive heater (Bioscience Tools) wrapped around the objective, which is in contact with the sample through immersion oil. This heater is driven by a low-noise temperature controller (Bioscience Tools). The sample is also heated using a thermoelectric cooler (TE Technology, Inc.) bonded directly to the sample by silicone vacuum grease. The thermoelectric cooler is driven by a separate high-performance digital temperature controller designed to drive thermoelectric cooler elements (Thorlabs). The sample is equilibrated at each temperature point for about 15 min before data is acquired. Each data point represents the average of three frames at a given temperature. Each frame is approximately 10⁴ μm² and contains about 1000 particles.

The singlet fraction is determined using traditional image analysis routines. We account for the systematic bias arising from the presence of particles that are in close proximity but unbound by comparing our measured singlet fraction to a simple Monte Carlo simulation of hard disks at the same concentration as our experiments.

8.5 Performing phase behavior experiments

Phase behavior experiments such as those used to produce Fig. 6b are performed on an inverted optical microscope (Nikon TE2000-E) under 100× magnification.

Samples are prepared by making a 1:1 mixture of particles at a total volume fraction of 0.5%. The sample is sealed between two plasma-cleaned coverslips using silicone vacuum grease (Dow Corning). The space between the coverslips in the resulting sample chambers is about 30 μm. Thus the particles can move about in a 3D volume.

The sample is heated as described in Section 8.4. The phase of the sample is determined by visual inspection of micrographs and videos of the sample. In cases where the fraction of unbound particles does not clearly fall into one of the three categories described in Section 6.1, the number of unbound particles in a single field of view is manually counted and compared to the number of unbound particles for the same sample far above the melting temperature.

8.6 Performing confocal experiments

Confocal experiments are performed on a Leica SP5 confocal microscope. For general confocal experiments (for example, Fig. 2 and 6c), samples are prepared as described in Section 8.5.
For confocal crystallization experiments (for example, Fig. 7), samples are prepared by making a 1:1 mixture of particles at a total volume fraction of 5% and density matching the particles to the solvent by adding 6% w/w sucrose to the buffer. The sample is sealed and heated as in the general experiments.

All two and three-color images from confocal fluorescence microscopy experiments are produced from two-color images, which are measured when two detectors simultaneously collect emitted photons in different wavelength bands. The signals from these detectors become red (r') and blue (b') channels. Red (r), green (g), and blue (b) channels of the three-color images in Fig. 7 are computed according to:

\[ r = r' - \sqrt{r'b'} \]
\[ g = \sqrt{r'b'} \]
\[ b = b' - \sqrt{r'b'} \]

### 8.7 Fitting the models to experimental data

In Fig. 4–7 we fit the model from Sections 2, 3, 4.1, 5.1, and 6.1 to experimentally measured singlet-fraction curves using non-linear least squares fitting.

For the single-displacement case in Fig. 4, we use two different methods to perform the fits. In the first method (black and gray lines), we fit the simplest version of the model, defined by eqn (2), (4), (9) and (10), where \( \Delta H_{AB}, \Delta H_{AD_1}, \Delta S_{AB}, \) and \( \Delta S_{AD_1} \) are the fit parameters. This simplified model is simultaneously fit to all of the data for the five different displacing-strand concentrations. The fitted values returned are \( \Delta H_{AB} = -57.28 \text{ kcal mol}^{-1}, \Delta S_{AB} = -165.06 \text{ cal mol}^{-1} \text{ K}^{-1}, \Delta H_{AD_1} = -58.05 \text{ cal mol}^{-1}, \) and \( \Delta S_{AD_1} = -159.66 \text{ cal mol}^{-1} \text{ K}^{-1}. \)

In the second method (shown in red), we fit the full model defined by eqn (3), including the interparticle repulsive discussed in ref. 26. The fit parameters are the same four thermodynamic parameters as above. This fitting method is described in ref. 1. The fitted values returned are \( \Delta H_{AB} = -55.46 \text{ kcal mol}^{-1}, \Delta S_{AB} = -159.07 \text{ cal mol}^{-1} \text{ K}^{-1}, \Delta H_{AD_1} = -55.21 \text{ cal mol}^{-1}, \) and \( \Delta S_{AD_1} = -150.51 \text{ cal mol}^{-1} \text{ K}^{-1}. \)

For the two-displacement case in Fig. 5 and 7, we fit only the simplified model based on eqn (2), (4), (9) and (13). Here we fit each curve separately. First we fit the measurements for the system with no displacing strands for \( \Delta H_{AB} \) holding \( \Delta S_{AB} \) fixed at the value predicted using NUPACK (Table 4). For each of the remaining curves, we hold \( \Delta H_{AB} \) and \( \Delta S_{AB} \) constant and use a single fit parameter \( f \), which serves as a common multiplicative factor to the enthalpic changes on hybridization of the two displacing strands: \( f \Delta H_{AD_1} \), and \( f \Delta H_{BD_2} \). We fix \( \Delta S_{AD_2} \) and \( \Delta S_{BD_2} \) to the values predicted from the nearest-neighbor model using NUPACK. The final fitted values are: \( \Delta H_{AB} = -64.40 \text{ kcal mol}^{-1}, f = 1.016 \) (for \( C_D = 31.25 \text{ mM} \)), \( f = 1.024 \) (for \( C_D = 62.5 \text{ mM} \)), \( f = 1.028 \) (for \( C_D = 125 \text{ mM} \)), and \( f = 1.033 \) (for \( C_D = 250 \text{ mM} \)).

For the three-species system shown in Section 6.2 and Fig. 7, we perform two separate fits for the interactions between the two different pairs of particles. For the displacement-free interaction between the blue and green particles, we fit the model given in Sections 2 and 3 for \( \Delta H_{AB} \), holding \( \Delta S_{AB} \) fixed at the value predicted by NUPACK (Table 8). This fit returns \( \Delta H_{AB} = 48.59 \text{ kcal mol}^{-1}. \)

For the two-displacement-strand reaction between the red and green particles, we simultaneously fit for \( \Delta H_{AB} \) and for a common multiplicative factor \( f \) to the enthalpic changes on hybridization of the two displacing strands: \( f \Delta H_{AD_1} \) and \( f \Delta H_{BD_1} \). We hold the entropic changes on hybridization fixed at the value predicted by NUPACK (Table 8). The final fitted values are \( \Delta H_{AB} = -64.23 \text{ kcal mol}^{-1} \) and \( f = 1.015. \)

In the system with three transitions (Section 6.1), we again consider the simplified model, now given by eqn (15). Although our measurements are now performed in 3D, we calculate the singlet fraction using the 2D model given by eqn (4). For simplicity, we keep the particle coordination number and areal particle concentration the same as for the 2D measurements. The model depends on \( \Delta H_{AB}, \Delta H_{AD_1}, \Delta H_{BD_1}, \Delta H_{CE}, \) and the corresponding entropic changes on hybridization for those four duplexes. We set all of these quantities to the values predicted by the nearest-neighbor model (Table 6) and then fit for a multiplicative factor for each of them. To simplify the fit, we constrain the enthalpic and entropic changes to vary together for each set of sequences, and we further constrain the enthalpic and entropic changes for both of the displacement reactions to vary by a common factor. The result of these constraints is a set of three fitting parameters, \( f_1, f_2, \) and \( f_3 \), where our thermodynamic changes on hybridization become \( f_1 \Delta H_{AB}, f_1 \Delta S_{AB}, f_2 \Delta H_{AD_1}, f_2 \Delta S_{AD_1}, f_3 \Delta H_{BD_2}, f_3 \Delta S_{BD_2}, f_1 \Delta H_{CE}, f_1 \Delta S_{CE}. \)

We fit these three factors separately by first considering the phase-behavior data for the case with no displacing strands. We manually vary \( f_1 \) until the melting transition for the model occurs in the location indicated by the experimental data (around 52.5 °C). We then consider the case with high concentration of displacing strands (\( C_D = 225 \text{ mM} \)), where we manually vary \( f_3 \) so that the melting transition of the model matches the observed phase transition at 30 °C. Finally, we hold \( f_1 \) and \( f_2 \) constant at the values found using this procedure, and we manually vary \( f_3 \) until the model for the singlet fraction simultaneously fits the observed transitions for the remaining 5 experimental data sets: \( C_{Di} = C_{Di} = 75, 100, 125, 150, 175 \text{ mM} \). The fitted values found for these multiplicative factors are \( f_1 = 1.04, f_2 = 1.11, \) and \( f_3 = 1.07. \)
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