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Abstract

Cavity quantum electrodynamics with tweezer-trapped single atoms

by

Emma Grace Deist

Doctor of Philosophy in Physics

University of California, Berkeley

Professor Dan M. Stamper-Kurn, Chair

The development of quantum technology demands systems of many interacting quantum particles, each individually controlled. Neutral atom arrays are a leading platform in this pursuit, boasting scalable, configurable arrays of single atoms trapped in optical tweezer traps, with demonstrated mechanisms for generating local interactions. Neutral atoms coupled to an optical cavity provide complementary capabilities, enabled by cavity quantum electrodynamics: the control of single atoms with single photons, photon-mediated interactions between distant atoms, and cavity-assisted measurement.

This thesis presents a novel platform for cavity quantum electrodynamics with a neutral atom tweezer array. After motivating and describing the experimental apparatus, I present the details of a quantum sensing result, using single atoms as scanning probes to characterize optical fields of our cavity. I then discuss our study of single-atom cavity state detection, used to demonstrate a mid-circuit measurement within a coherent neutral atom array. The integration of the tweezer array and cavity QED platforms represents a small step toward quantum information processing with neutral atoms.
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Chapter 1

Introduction

Quantum-enabled technology is an area of intense excitement and research today, in the midst of the apparent “third quantum revolution” [1]. Systems based on well-controlled, interacting quanta—qubits—offer prospects in quantum computation [2, 3], simulation [4, 5], metrology [6, 7], and communication [8], reaching beyond the capabilities of their classical counterparts. These qubits can be realized using superconducting circuits [9, 10], solid-state defects [11], photonic devices [12, 13], trapped ions [14, 15], and trapped neutral atoms [16–18]. Each platform has its own strengths and challenges with respect to controlling and scaling increasingly complex quantum systems [19].

Neutral atoms, guaranteed to be identical by nature, provide a natural fundamental unit for scalable quantum systems, aided by an extensive literature of established laser cooling and trapping techniques [20–22]. Large neutral atom arrays were first realized in optical lattice-based systems [23]. The development of quantum gas microscopy, which adds single-atom detection and control, opened up entirely new regimes of quantum simulation with ultracold atomic systems [24, 25].

Recent years have also brought tremendous progress in the neutral atom tweezer array platform for quantum science [26]. Tightly focused optical tweezer traps guarantee the trapping of one or zero atoms [27] and provide excellent control of atomic internal degrees of freedom [28]. Large defect-free arrays of single atoms can now be prepared in arbitrary geometries by imaging and rearranging probabilistically loaded tweezers [29, 30]. Interactions within a tweezer array are mediated through coupling to high-lying Rydberg states with large dipole-dipole interactions [31]. These interactions can be used to engineer many-body Hamiltonians for quantum simulation [32], realize two-qubit quantum gates [33], and generate large-scale entangled states [34]. The quantum engineering toolbox has been expanded further with the development of tweezer arrays of alkaline earth atoms [35, 36], fermions [37], including ytterbium nuclear-spin qubits [38], and molecules [39], as well as the integration of tweezer and lattice platforms [40].

In tweezer- or lattice-based neutral atom arrays, light provides our primary tool for manipulating the atoms: cooling and trapping, coupling ground and excited atomic states to realize interactions, and detection all rely on atom-light interactions. However, this is
all done using coherent laser fields of many photons; rarely do we need to consider the quantum nature of this light. A different version of light-matter interaction can be found in the adjacent field of cavity quantum electrodynamics (QED) [41–44]. Cavity QED considers a strong interaction between a single atom and a single photon, achieved experimentally by picking out a single mode of the electromagnetic field with a resonator, or cavity, where a resonant photon repeatedly encounters the atom and the light-matter interaction is thus enhanced.

When a single photon and single atom interact in a non-negligible way, the system occupies an inherently “quantum mechanical” regime. Here, one observes fundamental quantum mechanical effects: the hybridization of atomic and photonic excitations [45, 46], quantum Rabi oscillations [47, 48], and changes to atomic emission due to the cavity vacuum field [49–51]. Cavity QED also provides a new set of tools for quantum technologies, realizing coupling between atomic and photonic qubits for distributed quantum networks, generating atom-atom entanglement through photon-mediated interactions, and providing tools for measurement [52].

During my PhD work in the Stamper-Kurn group at UC Berkeley, I worked with a team of other researchers on the experiment we call “E6” to design and build a system that combines the neutral atom array and cavity QED platforms for quantum science. In Chapter 2, after briefly introducing cavity QED, I discuss dual motivations for this novel system, considering what single atom control can bring to cQED, as well as what cQED can contribute to the now-leading neutral atom quantum information platform. I describe the technical considerations for such a system that led us to design and build a near-concentric optical cavity. This chapter concludes with a summary of the parameters of our first-generation science cavity, constructed and put under vacuum in December 2019, and still in vacuum as I write this in the fall of 2022.

In Chapter 3, I describe the rest of the experimental apparatus, focusing mostly on optical systems. Chapter 4 presents our experimental methods, including alignment techniques that I hope will be useful to future researchers.

Chapters 5 and 6 provide additional information on E6’s first two scientific results, published in Refs. [53] and [54]. In the first, we demonstrate superresolution microscopy of cavity fields using the ac Stark shift they effect on single tweezer-trapped atoms, a detour from cQED that arose out of a technique we developed to characterize our cavity. In the second, we demonstrate cavity state detection that is fast, high-fidelity, and local, fulfilling the requirements for mid-circuit measurement in a neutral atom quantum computing platform. I conclude in Chapter 7 with a brief discussion of the outlook of the work presented in this thesis.
Chapter 2

Motivation: cQED with single-atom control

In this chapter, I will motivate this thesis in the context of the field of cavity QED (cQED) for quantum simulation and computation. After introducing some of the basics of cQED, we will consider the motivation for this apparatus from two vantage points: first, what single atom addressability and control can add to a cQED system; and second, what a cavity can add to a neutral atom tweezer array system. Then I will discuss the technical requirements for a system that combines these two platforms, and how they led us to design and build a near-concentric optical cavity holding a tweezer array.

2.1 Single-atom cQED

2.1.1 Jaynes-Cummings Hamiltonian

A good starting point for thinking about cQED is the Jaynes-Cummings model, which describes a two-level system interacting with a single cavity mode.

\[
\mathcal{H}/\hbar = \omega_a \sigma^+ \sigma^- + \omega_c a^\dagger a + g(a\sigma^+ + a^\dagger \sigma^-)
\] (2.1)

Here, \(\hbar \omega_a\) is the energy between the atomic energy levels \(|g\rangle\) and \(|e\rangle\), with corresponding raising and lowering operators \(\sigma^+ = |e\rangle \langle g|\), \(\sigma^- = |g\rangle \langle e|\). \(\hbar \omega_c\) is the energy of a cavity photon, described by bosonic creation and annihilation operators \(a^\dagger\) and \(a\). \(g\) represents the real-valued atom-cavity coupling strength, with terms \(a\sigma^+\) and \(a^\dagger \sigma^-\) representing the exchange of a cavity excitation for an atomic excitation: the atom absorbing a cavity photon to transition from its ground state to its excited state, and the reverse process. The terms \(a\sigma^-\) and \(a^\dagger \sigma^+\), corresponding to simultaneous deexcitation and excitation of the atom and cavity, are energy-non-conserving and have already been dropped, according to the rotating wave approximation.
In a frame rotating at the atomic frequency $\omega_a$, the Jaynes-Cummings Hamiltonian becomes

$$\hat{H}/\hbar = \Delta a^\dagger a + g(a\sigma^+ + a^\dagger \sigma^-)$$

(2.2)

where $\Delta = \omega_c - \omega_a$. This Hamiltonian is easily solved in each $n$-excitation subspace $\{|g, n\}, |e, n-1\}$. On resonance, the system will exhibit Rabi oscillations between these states at the Rabi frequency $2g\sqrt{n}$. More generally, the system can be thought of in terms of hybrid cavity-atom eigenstates $|\pm\rangle$ at the dressed state energies $E_{\pm} = \Delta/2 \pm \sqrt{(\Delta/2)^2 + g^2n}$. The so-called “vacuum Rabi splitting” of the $|g, 1\rangle$ cavity excitation into the $|\pm\rangle$ atom-cavity dressed states, separated by $2g$, forms the basis of the cavity transmission measurement described in Chapter 6. Initialization in a superposition state that is not within an $n$-excitation subspace, such as a coherent state of the cavity field $|g, \alpha\rangle$, will lead to collapse and revival of the atomic Rabi oscillations due to the different coupling to different photon Fock states. These dynamics are different from the simple two-level Rabi oscillations induced by coupling an atom to a coherent laser, hinting at the richness enabled by coupling an atom instead to a quantum light field.

### 2.1.2 Dissipation

Coherent evolution under the Jaynes-Cummings Hamiltonian is a nice textbook consideration of a two-level atom coupled to a quantum harmonic oscillator, but it is not complete without accounting for the dissipation necessarily present in a real system. The two sources of dissipation we add to our simple model are atomic spontaneous emission, or transitions from $|e\rangle$ to $|g\rangle$ with decay rate $\Gamma$, and leakage of photons out of the cavity, associated with the cavity annihilation operator $a$ and the rate $\kappa$. These can be included as decay terms in a quantum master equation, or treated with quantum jump operators $\sqrt{\Gamma}\sigma^-$ and $\sqrt{\kappa}a$ in a stochastic wavefunction analysis. While each $n$-excitation subspace is closed under coherent evolution, the dissipation terms couple each $n$-excitation state to the $(n-1)$-excitation manifold, requiring us to consider the full ladder of states down to the zero-excitation state $|g, 0\rangle$. Accounting for dissipation is necessary to explain cQED effects such as Purcell-enhanced spontaneous emission, the basis for the cavity fluorescence measurement described in Chapter 6.
2.2. MULTI-ATOM CQED

The coherent interaction strength $g$ and decay rates $\Gamma$ and $\kappa$ are often combined into a single dimensionless cQED figure of merit, the cooperativity, defined as $C = 4g^2/\kappa \Gamma$. $C > 1$ is often referred to as the “strong coupling regime” of cQED.\(^1\) The cooperativity is not the perfect figure of merit for every cQED application: sometimes, absolute timescales matter, not just a unitless comparison between coherent and dissipative rates. The cooperativity as defined here also does not account for cavity leakage as a result of absorptive loss in the mirrors, which is entirely unwanted, versus transmission through the mirrors, which can be detected. A proper accounting of this will in some scenarios call for reducing $C$ by increasing the transmissive contribution to $\kappa$, especially for applications involving the detection of cavity photons [52]. I discuss our optimization of $C$ more in Section 2.4.2.

2.1.3 Atom-photon quantum interface

There is a rich body of research on using the Jaynes-Cummings interaction to create a quantum interface between atomic qubits and photons, which can be seen as the fundamental node of a quantum network. Nodes consisting of a single atom strongly coupled to a cavity, realized using Fabry-Pérot and photonic crystal cavities, have been used to demonstrate deterministic state transfer and generate entanglement between atomic and photonic qubits [55–58], and distribute entanglement between atoms trapped in separate cavities [59]. These capabilities can be understood as early realizations of quantum repeaters and quantum memories, with applications in quantum communication and key distribution, as well as atom-photon quantum gates, for distributed quantum computation [52, 60].

2.2 Multi-atom cQED

Going beyond single-atom cQED, one can make use of the Jaynes-Cummings atom-photon interaction to generate atom-atom interactions between atoms trapped in the same cavity, mediated by the exchange of real or virtual cavity photons. This can be done in many different contexts, with applications in quantum simulation, computation, and metrology.

Previous work in the Stamper-Kurn group has demonstrated cavity-mediated interactions between the center-of-mass motion and collective spin degrees of freedom of two atomic ensembles, where the modulations imprinted on the cavity light by one oscillator excite the other [61, 62]. A similar interaction can facilitate spin squeezing in atomic ensembles, leading to the formation of metrologically useful states [63–65]. Spatial variation of the atom-cavity coupling strength $g(r)$, given by the standing wave of a single cavity mode or more complex structure of many degenerate cavity modes, can give rise to spatially patterned interaction energies within an atomic ensemble, leading to self-organization and symmetry-breaking effects [66–69]. These are some of the many exciting results at the interface of cQED and few- and many-body physics [70].

\(^1\)Note that this terminology is not perfect; sometimes, as in Ref. [52], the “strong coupling regime” is used to describe the more strict condition $g > \kappa, \Gamma$. 

2.2. MULTI-ATOM CQED

Figure 2.2: Cavity-mediated ZZ-interaction. (a) Two three-level atoms interact with one cavity mode with coupling strength $g$. Coherent drive illuminates both atoms with strength $\Omega$. (b) Single-atom Λ system level structure. (c) Effective Hamiltonian in two-atom ground manifold subspace: the $|\uparrow\uparrow\rangle$ is shifted by more than twice the $|\uparrow\downarrow\rangle$, $|\downarrow\uparrow\rangle$ shift: this is the ZZ-interaction energy.

To motivate our novel experimental platform bringing together cQED with a tweezer array, a leading platform for neutral atom quantum computing, I will work through a specific example of a cavity-mediated interaction: the realization of an atom-atom ZZ-interaction, which could be used as the basis of a controlled-Z gate and fundamental unit of cavity-based quantum computing platform [71], or adapted more generally for cavity-based Hamiltonian simulation.

2.2.1 Cavity-mediated ZZ-interaction

To realize a cavity-mediated ZZ-interaction, we modify the Jaynes-Cummings Hamiltonian given in Eq. (2.1) in several ways:

1. We consider two atoms, which will be made to interact by the exchange of virtual cavity photons.

2. We consider each atom to be a three-level Λ system, with ground states $|\downarrow\rangle$ and $|\uparrow\rangle$, and excited state $|e\rangle$. We take $|\uparrow\rangle$ to be the cavity-coupled state, replacing $|g\rangle$ in Eq. (2.1).

3. We add a coherent drive term, coupling $|\uparrow\rangle$ and $|e\rangle$ with a standard electric dipole term $\Omega/2 \ e^{-i\omega_L t} |e\rangle \langle \uparrow| + h.c.$ due to a drive laser with frequency $\omega_L$.

4. We neglect coupling between $|\downarrow\rangle$ and $|e\rangle$ by the cavity and coherent drive. In a real system, this could be achieved with polarization and selection rules, or with a large detuning between $\omega_{L,e}$ and the $|\downarrow\rangle \rightarrow |e\rangle$ transition frequency.

In an appropriate rotating frame, this system, schematically depicted in Fig. 2.2, is described by the single-atom rotating frame Hamiltonian

$$\mathcal{H}/\hbar = -\Delta |e\rangle \langle e| - \delta a^\dagger a + \left( ga |e\rangle \langle \uparrow| + \frac{\Omega}{2} |e\rangle \langle \uparrow| + h.c. \right)$$

(2.3)
where $\Delta = \omega_L - \omega_a$ and $\delta = \omega_L - \omega_c$.

Before we consider a second atom, we adiabatically eliminate the excited state $|e\rangle$ on the grounds that each atom starts in its ground state manifold and $\Delta$ is large, resulting in the effective Hamiltonian

$$\mathcal{H}/\hbar = -\delta a^\dagger a + \left(\frac{g^2}{\Delta} a^\dagger a + \frac{\Omega^2}{4\Delta}\right) |\uparrow\rangle \langle \uparrow| + \frac{g}{2\Delta} (a^\dagger + \Omega^* a) |\uparrow\rangle \langle \uparrow|$$ (2.4)

Now we consider two atoms with this effective Hamiltonian and take the cavity’s initial state to be the vacuum state $|0\rangle$. For $\delta$ sufficiently large, we can again perform adiabatic elimination, this time of the states containing a cavity excitation, and obtain the effective two-atom interaction Hamiltonian

$$\mathcal{H}_{\text{int}}/\hbar = \frac{\Omega^2 g^2}{4\Delta^2 \delta} |\uparrow\downarrow\rangle \langle \uparrow\downarrow| + \frac{\Omega^2 g^2}{4\Delta^2 \delta} |\downarrow\uparrow\rangle \langle \downarrow\uparrow| + \frac{\Omega^2 g^2}{4\Delta^2 \delta} |\uparrow\rangle \langle \uparrow|$$ (2.5)

Note that I have dropped the single-atom energy shift terms in Eq. (2.5).

This interaction Hamiltonian can be written in the more illuminating form

$$\mathcal{H}_{\text{int}}/\hbar = \frac{\Omega^2 g^2}{4\Delta^2 \delta} \left(\sigma_z^{(1)} + \sigma_z^{(2)} + 2\sigma_z^{(1)} \sigma_z^{(2)}\right)$$ (2.6)

representing a ZZ-interaction in the $\{|\uparrow\rangle, |\downarrow\rangle\}$ qubit basis between two cavity-coupled atoms.

### 2.2.2 Gate fidelity and cooperativity

A cavity-mediated ZZ-interaction used as the basis of a quantum gate will have a gate fidelity that is limited by the atomic and cavity decay rates $\Gamma$ and $\kappa$. These sources of dissipation come in through the admixtures of the atomic and cavity excitation states that we adiabatically eliminated in the treatment above, yielding the effective decay rates

$$\Gamma_{\text{eff}} = \frac{\Omega^2}{4\Delta^2 \delta} \Gamma$$ (2.7)
$$\kappa_{\text{eff}} = \frac{\Omega^2 g^2}{4\Delta^2 \delta^2} \kappa$$ (2.8)

These have the expected forms for the decay associated with off-resonant coupling to radiative states via one- and two-photon processes.

Comparing the total effective decay rate with the interaction strength $|\Omega|^2 g^2 / 2\Delta^2 \delta$, we see that there is an optimal two-photon detuning $\delta_{\text{opt}} = g\sqrt{\kappa/\Gamma}$. Here, the ratio between the coherent interaction strength and the effective decay rate is $g/\sqrt{\kappa \Gamma} \propto \sqrt{C}$. The cooperativity, therefore, governs the achievable gate fidelity for a cavity-mediated atom-atom gate. Note that increasing the single-photon detuning $\Delta$ does not improve the coherent-to-incoherent rate ratio.
2.3. MANY SINGLE-ATOMS IN A CAVITY

2.2.3 Other cavity-mediated interactions

Here I have described the particular example of a cavity-mediated ZZ-interaction realized between the ground states of two Λ system atoms. This is done using a cavity mode and classical drive field that couple the same $|\uparrow\rangle$ ground state to the excited state $|e\rangle$. Different cavity and drive coupling configurations within the Λ system, controlled using polarization and detuning, generate cavity-mediated interactions with different forms. A “flip-flop” $|\uparrow\downarrow\rangle\langle\downarrow\uparrow|$ interaction is realized with the classical drive coupling $|\downarrow\rangle$ to $|e\rangle$ [72], and a “flop-flop” $|\uparrow\uparrow\rangle\langle\downarrow\downarrow|$ interaction can similarly be realized with a different drive each atom, and cavity coupling between $|e\rangle$ and both ground states. In multilevel atoms, cavity-mediated interactions outside of the two-level qubit framework can give rise to richer dynamics, including spin mixing [72–74].

2.3 Many single-atoms in a cavity

In considering cavity-mediated interactions above, I neglected to mention one of the primary challenges of multi-atom cQED: placing multiple atoms within the same cavity to allow them to interact, while maintaining single-atom control. Indeed, most cQED systems up to this point have done one or the other, realizing global interactions within a bulk atomic gas [70] or demonstrating single-atom cQED effects with one atom [52]; a handful of cQED systems load exactly two atoms [75–79]. The apparatus described in this thesis bridges these regimes with an array of single atoms held in a high-finesse optical cavity, also recently realized in Ref. [80]. Its scientific prospects can be considered from the perspective of what single-atom control can add to a multi-atom cQED system, as well as what a cavity can add to a neutral atom quantum information system.

2.3.1 Programmable interactions: all-to-all becomes any-to-any

Without the ability to address individual atoms, a cavity-mediated interaction such as the one described in Section 2.2.1 is necessarily global, with interaction terms between every pair of atoms in the cavity. This speaks to one of the benefits of cavity-mediated interactions over other leading techniques: cavities naturally facilitate infinite-range interactions, and thus offer exciting prospects for building up entanglement across large systems. On the other hand, all-to-all interactions do not provide the flexibility that we desire in a general quantum information system. The physics of global all-to-all interactions can typically be described using mean-field approximations [81], limiting access to the true quantum many-body regime. The many-body entangled states that can be generated by such interactions are accordingly limited to “fully permutation-symmetric” spin states [82].

To access the full realm of quantum many-body physics with cavity-mediated interactions, local control must be used to tailor the cavity’s all-to-all interactions into programmable any-to-any interactions. One method for doing this is to use spatially varying magnetic fields, which can differently shift the relevant energy levels of spatially separated atoms and
effectively replace atomic states to the global $\Delta$, $\delta$ with individually controlled $\Delta_i$, $\delta_i$ in Eq. (2.6). This, coupled with spectral control of a drive field, can enable arbitrary spatially invariant cavity-mediated couplings, as demonstrated in Ref. [83].

Fully general control could be achieved with local drive beams focused onto individual atoms, which would allow one to optically turn on and off any of the possible cavity-mediated interactions between arbitrary atom pairs. Such a platform would enable quantum simulation with arbitrary connectivity, enabling explorations of novel many-body phenomena such as spin glass physics [84] and models of information scrambling in black holes [83, 85], as well as universal quantum computation based on cavity-mediated two-qubit gates.

2.3.2 cQED for neutral atom arrays: measurement opportunities

Above, I argue that a cavity with single-atom addressability could provide the basis for a fully general quantum simulator or computer. However, a fair treatment must consider how such a system would compare with leading quantum information platforms; in reality, such a cavity-based system using current technology would not be competitive. In particular, in Section 2.2.1, we noted that the fidelity of a cavity-mediated quantum gate is determined by the single-atom cooperativity—specifically, by $\sqrt{C}$, making prospects for improvement even more bleak. Typical Fabry-Pérot cQED systems have cooperativities between 1 and 50 [68, 72, 86–89]. Fiber and nanophotonic cavities have achieved higher cooperativities on the order of 100 [90, 91], but the technical prospects for scaling these to a large atom array are more challenging [79, 92]. These types of systems have demonstrated a handful of spin-exchange oscillations effected by cavity-mediated interactions [72] and measurement-based two-atom entanglement with fidelity of around 75% [79, 88]. These are impressive results, but they are very far from what a complete quantum information processor would require.

Rydberg atom tweezer arrays, on the other hand, can generate two-atom entanglement and perform two-qubit gates with infidelities on the order of 1% [33, 93]. They have rapidly outperformed previous records for entanglement generation between two neutral atoms [94, 95] and become the leading neutral atom quantum information platform. Their interactions, mediated by coupling to high-lying Rydberg states, are finite in range, but the drawback of local interactions is largely mitigated by the ease of reconfiguring tweezer-trapped atoms [34]. Achieving comparable performance using cavity-mediated interactions would require cooperativity of around $C \sim 10^4$, which is out of reach for many optical cavity constructions. Thus, rather than aiming for a fully cavity-based quantum information platform, it is worthwhile to consider what a cavity could add to a tweezer array whose gates are performed via Rydberg interactions. Here, I propose that the advantage of the cavity lies in facilitating measurement.

By enhancing the coupling between atomic qubits and a single optical mode, cavities naturally support measurement that is faster and more efficient than free-space imaging. Fast high-fidelity cavity state detection has previously been demonstrated for single-atom cQED systems [79, 89, 96, 97]. In Ref. [54], we demonstrate that our tweezer-cavity system enables the mid-circuit measurement of a single atom without destroying the coherence of the rest of
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the array. Such a mid-circuit measurement is necessary for the implementation of quantum error correction protocols for quantum computing, communication, and metrology [98–102], and has not been demonstrated in a traditional Rydberg tweezer array, whose state detection at the end of each experimental iteration typically relies on global fluorescence imaging.

Single-atom cavity measurement could also be used for measurement-based quantum computing in a Rydberg tweezer array. Unlike the standard quantum circuits model of quantum computation, which is based on performing entangling gates between initially uncorrelated qubits, measurement-based quantum computing, or one-way quantum computing, begins with a cluster state as its computing resource [103–105]. A cluster state is highly entangled, but requires only pairwise entangling gates between nearest neighbors in a two-dimensional array to comprise a useful substrate for quantum computation. This initial state could be prepared using local Rydberg interactions [34]. The computation then consists of performing single qubit measurements and rotations along the array from one end to the other, with sequential operations conditioned on the results of the previous measurements. In this process, the entanglement in the array is essentially used to teleport quantum gate operations, realizing a quantum circuit. This protocol requires mid-circuit measurements that can be performed, interpreted, and acted upon within the coherence lifetime of the cluster state; fast cavity measurement could provide this missing piece.

Cavity measurement can also be used for measurements beyond single-atom state detection. Collective measurements of multi-atom observables enable heralded entanglement generation [106–109], and cavity “carving” of complex many-body entangled states [110] and atomic Bell states [77]. Under strong nondestructive cavity measurement, quantum Zeno dynamics can effect deterministic entanglement generation [111]. The flexibility provided by cavity measurement may also allow the exploration of many-body measurement-induced phase transitions [112–115].

The work presented in this thesis utilizes a tweezer array in a cavity, but the science we motivate here is not limited to the tweezer array platform. Lattice-based neutral atom arrays, i.e. quantum gas microscopes [25], could also benefit from the capabilities offered by a high-finesse cavity, adding different coherent and dissipative interaction terms to our field’s quantum simulation arsenal for more general studies of many-body physics [70, 116, 117]. These are all among the varied scientific prospects we had in mind as we designed our cavity-microscope apparatus.

2.4 System design

Having discussed the scientific prospects of a platform that brings together cQED and a neutral atom array, we consider the technical requirements for such a system. This begins with a discussion of the cQED figure of merit, the single-atom cooperativity, and the Fabry-Pérot cavity geometries, namely near-planar and near-concentric, that enable high cooperativity. Then we consider the compatibility of these cavity configurations with the optical requirements of a tweezer array system. These considerations led us to design and
construct a near-concentric optical cavity with the tweezer array formed by light focused through an out-of-vacuum objective. This cavity-objective system comprises the heart of our experimental apparatus.

2.4.1 Defining cooperativity

For the cQED results and prospects that I described above, whether single-atom cQED effect or cavity-mediated atom-atom interaction, the cQED cooperativity, introduced in Section 2.1.2 as \( C = 4g^2/\kappa \Gamma \), provides a good figure of merit for the system performance. To inform how to optimize \( C \), we examine its constituent components \( g, \kappa, \) and \( \Gamma \). This discussion is limited to Fabry-Pérot optical resonators.

Atom-cavity interaction rate \( g \)

The coherent part of the cQED interaction, described by the term \( a\sigma^+ + a^\dagger \sigma^- \) in the Jaynes-Cummings Hamiltonian (Eq. (2.1)), has strength \( g \). This term is the quantum version of the \( \vec{E} \cdot \vec{d} \) term that describes the classical electric dipole interaction. A complete version of quantizing the electromagnetic field can be found in many textbooks [118, 119]; I just give a quick intuitive overview.

To write down an electric dipole interaction for cQED, we seek the electric field \( \vec{E} \) of a single photon in the cavity mode. We know the energy of each cavity photon, \( \hbar \omega \), and can equate it with the integrated energy in the volume of the cavity:

\[
\hbar \omega = 2\epsilon_0 V_{\text{mode}} |\vec{E}|^2
\]  

(2.9)

For a Gaussian mode, the mode volume \( V_{\text{mode}} \) is given by

\[
V_{\text{mode}} = \frac{\pi}{4} w_0^2 L
\]

(2.10)

where \( w_0 \) and \( L \) are the cavity mode waist (1/e² intensity radius) and length.

Inverting Eq. (2.9) and using Eq. (2.10), we obtain cQED interaction strength due to the electric field of a single photon:

\[
\hbar g = -\vec{E} \cdot \vec{d} = \sqrt{\frac{2\hbar \omega L}{\epsilon_0 \pi w_0^2}} d_{eg}
\]

(2.11)

A large interaction strength \( g \) is therefore achieved by concentrating a high energy photon within a small volume. Here I use \( d_{eg} \) to denote the dot product of the dipole matrix element \( \vec{d} \) with the polarization vector of the cavity photon’s electric field; the magnitude of \( d_{eg} \) depends on the cavity mode polarization and Clebsch-Gordon coefficient for the specific \( |g\rangle \rightarrow |e\rangle \) transition being considered.
Cavity decay rate $\kappa$

The rate $\kappa$ describes the leakage of photons out of the cavity, which can be understood as the inverse of the lifetime of a cavity photon. The time $\tau$ it takes a photon to traverse a Fabry-Pérot cavity with length $L$ is given by $\tau = L/c$. The number of reflections a photon will make before leaving the cavity through absorption or transmission is given by $\mathcal{F}/\pi$ \[52\], defined in terms of the cavity finesse

$$\mathcal{F} = 2\pi/(T_{\text{tot}} + L_{\text{tot}}) \quad (2.12)$$

where $T_{\text{tot}}$ and $L_{\text{tot}}$ indicate the total transmissivity and loss of the cavity mirrors. The product of these yields the total cavity lifetime $1/\kappa = \tau \mathcal{F}/\pi$ and

$$\kappa = \frac{\pi c}{\mathcal{F} L} \quad (2.13)$$

The cavity decay rate thus depends only on the cavity length $L$ and the quality of the cavity mirrors.

Atomic decay rate $\Gamma$

The rate $\Gamma$ describes spontaneous emission and is fixed for a given atomic transition—in our case, the $D_2$ transition in $^{87}\text{Rb}$. $^{87}\text{Rb}$ was selected for its ubiquity in cold atom experiments. Cooling and trapping techniques are well-established, and appropriate lasers are easily available. For the $^{87}\text{Rb} D_2$ line, $\Gamma = 2\pi \times 6.07 \text{ MHz}$.

It can also be instructive to inspect the theoretical expression for $\Gamma$, which contains a dependence on $d_{eg}$:

$$\Gamma = \frac{\omega^3 d_{eg}^2}{3\pi \epsilon_0 \hbar c^3} \quad (2.14)$$

Cooperativity

Now we put $g$, $\kappa$, and $\Gamma$ together to look at the direct dependencies of the cavity cooperativity.

$$C = \frac{4g^2}{\kappa \Gamma} = \frac{24e^2}{\pi \omega^2} \frac{\mathcal{F}}{w_0^2} \quad (2.15)$$

Note that the dipole matrix element $d_{eg}$ has dropped out, since it appears in both $g$ and $\Gamma$. This is relevant to someone designing a new cavity experiment who might think to increase $C$ by using a narrow-line transition. This can help to increase $g/\Gamma$, but not $C$. For $C$, the only relevant parameter of the cavity-coupled transition is its frequency $\omega$. Early studies of cQED achieved high cooperativity in part by using microwave transitions with small $\omega$ \[47, 120–122\].
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Figure 2.3: Gaussian beam and cavities. (a) Gaussian beam with waist \( w(z) = w_0 \sqrt{1 + (z/z_R)^2} \). Spherical wavefronts with \( r(z) \) given by Eq. 2.16 are shown in gray. Pairs of mirrors whose radii of curvature match the wavefronts’ will form cavities that support this spatial mode. Near-planar and near-concentric cavities with the same radius of curvature are shown. A confocal cavity has its mirrors separated by twice the Rayleigh range, where the wavefronts are maximally curved. (b) Wavefront radius of curvature \( r(z) \).

The cavity length has also dropped out, since it appears in both in \( g \), via the mode volume, and \( \kappa \). We are left with an expression for \( C \) that just depends on the cavity finesse and the mode waist. These are the parameters that we optimize with our cavity design, as described in the following section.

### 2.4.2 Designing for cooperativity

**Optimizing mode waist**

A cavity will support a particular spatial mode if the mirror surfaces “match” the wavefronts of that mode at the mirror locations. The beam can then be thought of as reflecting back onto itself at all locations along the mirror surface, creating a stable cavity mode. The
wavefronts of a Gaussian TEM$_{00}$ mode with waist $w_0$ are given by

$$r(z) = z \left( 1 + \left( \frac{z_R}{z} \right)^2 \right)$$  \hspace{1cm} (2.16)

where $z_R = \pi w_0^2 / \lambda$ defines the beam’s Rayleigh range. Any pair of mirrors matching the wavefronts on either side of the focus will support the same Gaussian mode, as illustrated in Fig. 2.3. Mirror pairs well within the Rayleigh range constitute a near-planar cavity, where the cavity length is much less than the mirror radius of curvature, while those well without form a near-concentric cavity, where the cavity length approaches twice the mirror radius of curvature. A near-confocal cavity is formed when the mirrors match the wavefronts at their most curved point, the edges of the Rayleigh range.

When building an optical cavity, however, we don’t start with a tightly focused mode and form mirrors to match the wavefronts; we order mirrors with a certain shape and put them at different distances to form cavities. For a particular radius of curvature $R$ of the mirrors and distance $L$ between them, the cavity waist is given by enforcing $r(L/2) = R$ in Eq. 2.16, which yields

$$w_0 = \left( \frac{\lambda}{2\pi} \right)^{1/2} \left( L(2R - L) \right)^{1/4}$$  \hspace{1cm} (2.17)

In this expression, we see that small waists are achieved for small $L$ and small $2R - L$, in the near-planar and near-concentric regimes, with a large waist found in the $L \sim R$ confocal regime. $L$ must be less than $2R$ for a cavity mode to be found.

Decreasing $R$ allows one to form more tightly focused cavity modes at a larger distance $\epsilon$ from the planar or concentric conditions. The achievable $R$ is limited by fabrication techniques, and our mirror substrates were made with $R = 5$ mm, the smallest available at the time of fabrication using conventional grinding and superpolishing techniques. Smaller $R$ can be achieved using laser machining [123–126], but decreasing $R$ may also lead to difficulty in applying a highly reflective coating to the strongly curved mirror surface.

### Optimizing finesse

High finesse is achieved by using mirrors with very smooth surfaces and coated for high reflectivity. The first determinant of loss is the root-mean-squared surface roughness $\sigma_{\text{RMS}}$ of the mirror substrate, with

$$L_{\text{abs}} = \left( \frac{4\pi \sigma_{\text{RMS}}}{\lambda} \right)^2$$  \hspace{1cm} (2.18)

Our mirror substrates were fabricated and superpolished by Perkins Precision Developments with a measured average surface roughness of 1.14 Å, which according to Eq. (2.18) should yield absorptive losses at the probe wavelength of 780 nm at the few-ppm level.

---

2I consider identical mirrors and symmetric mirror placement.
Table 2.1: Cavity mirror specifications: substrates and coatings. The mirror transmissivities at the probe wavelength of 780 nm were measured as described in Ref. [127] Section 4.6. The absorptive loss per mirror was inferred from cavity ringdown measurements of $\kappa$, shown in Ref. [127] Fig. 4.9, through Eqs. (2.13) and (2.12). Transmissivity for the 25 ppm cavity lock wavelength of 1560 nm was not measured because it is not a critical parameter.

Absorptive loss can also occur in the dielectric mirror coatings, but this is typically considered to be negligible. The dielectric mirror coating is designed to achieve some transmission specification $T$. We ordered three batches of mirror coatings from Five Nine Optics with desired transmissions of 2, 25, and 250 ppm.

Based on these specifications, we hoped to build a cavity with a finesse exceeding 100,000, using $T = 2$, 25 ppm mirrors to construct a one-sided cavity with total losses below 20 ppm. These specifications were met by E6’s predecessor experiment, E3, built a decade before [87]. However, in our test cavity setup, we never measured a cavity finesse larger than 17,000. Independent transmission measurements yielded mirror transmission coefficients within the coating specifications provided by Five Nine Optics, so we attribute the persistently low finesse to anomalous loss, likely due to mirror damage during the coating process.\(^3\) Because of the unexpectedly high loss, we used a more transmissive $T = 250$ ppm mirror as the cavity outcoupling mirror, reducing $C$ for a more desirable ratio of the contributions to $\kappa$ due to transmission and loss [52, 127].

The specifications of the cavity mirror substrates and coatings are listed in Table 2.1. Note that these include loss and transmission specifications at the cQED probe wavelength of 780 nm. More detail on this saga can be found in Justin’s thesis [127]. I advise based on this misfortune to insist on surface characterization by the companies or by you at every step of the mirror fabrication process.

---

\(^3\)More detail on this saga can be found in Justin’s thesis [127]. I advise based on this misfortune to insist on surface characterization by the companies or by you at every step of the mirror fabrication process.
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Figure 2.4: NA and resolution. (a) NA is determined by the opening angle $\alpha$ of the imaging lens, per Eq. (2.19). (b) Blue, green: PSF of a NA = 0.5 lens at $\lambda = 780$ nm, separated by the corresponding Rayleigh imaging criterion $r_0 = 950$ nm. This PSF is similar in size to a Gaussian beam with a waist of $w_0 = 660$ nm, shown in yellow; this is approximately the smallest $\lambda = 780$ nm beam waist that can be generated by an objective with this NA.

780 nm and the auxiliary cavity locking wavelength of 1560 nm, discussed more in Chapter 3.

2.4.3 Tweezer array: high NA

The requirements for a system compatible with a tweezer array are less complicated. One simply needs sufficient transverse optical access to form tightly focused traps with a focusing objective positioned at the correct working distance from the atoms. The transverse optical access is quantified by the numerical aperture (NA), defined as

$$ NA = n \sin(\alpha) \quad (2.19) $$

where $n$ is the index of refraction between the object and lens and $\alpha$ is the half opening angle of the imaging lens; see Fig. 2.4. An objective’s NA determines the minimum Gaussian waist that can be formed by focusing light through it, as well as the achievable imaging resolution; both are determined by the objective’s point spread function (PSF).

The PSF of a diffraction-limited lens is an Airy disk whose first zero defines the Rayleigh resolution $r_0$:

$$ I(r) \propto \left( \frac{2J_1(3.8317 \frac{r}{r_0})}{3.8317 \frac{r}{r_0}} \right)^2 \quad (2.20) $$

The Rayleigh resolution for light at the wavelength $\lambda$ is determined by the NA as

$$ r_0 = 1.22 \frac{\lambda}{2 \ NA} \quad (2.21) $$

\footnote{The scaling factor 3.8317 is the first zero of the first order Bessel function, such that $I(r_0) = 0$.}
The Rayleigh criterion is often used to characterize the resolution of an imaging system, stating that two point sources are resolvable when they are separated by at least \( r_0 \), as indicated in Fig. 2.4(b). However, single atoms can be discriminated at closer spacings than the Rayleigh criterion with sufficient signal-to-noise and image postprocessing, as has been demonstrated with single-site-resolved imaging in quantum gas microscopes: in Ref. [128], an objective with \( NA = 0.68 \), whose Rayleigh criterion is 700 nm, is used to resolve single atoms at a lattice spacing of 532 nm.

For the work in this thesis, we are not imaging lattice-trapped single atoms, pushing the limits of our imaging system as a quantum gas microscope. The more relevant specification of our objective, then, is not the imaging resolution, but the achievable waist of our tweezer traps. This can be determined by approximating the PSF as a Gaussian, as shown in Fig. 2.4(b); the corresponding Gaussian waist (1/\( e^2 \) beam radius) is roughly

\[
w_0 \sim 0.69 \ r_0 = 0.42 \frac{\lambda}{NA} \tag{2.22}
\]

A tweezer trap waist of around 1 \( \mu \)m or less is required for the collisional blockade to take effect, guaranteeing that the tweezer occupation is zero or one [27]. This has been demonstrated with an objective with \( NA = 0.5 \) and tweezer trapping wavelengths of 808 nm and 850 nm [29, 30]; we therefore take \( NA = 0.5 \) as the design goal for our first-generation cavity-microscope system, with the potential to upgrade to a higher NA objective if necessary for future work.\(^5\)

**Compatibility with a Fabry-Pérot cavity**

Achieving transverse imaging with \( NA > 0.5 \) in a Fabry-Pérot optical cavity is primarily a technical challenge, rather than a fundamental one. The NA is not fundamentally limited by the divergence of the cavity mode until the cavity mode waist approaches the wavelength \( \lambda \) and the beam divergence becomes huge; we are nowhere near this limit.

Instead, the technical challenge is constructing a cavity whose mirror substrates do not limit the transverse NA, which is frequently the case for near-planar cavities; see, for instance, an image of the near-planar cavity in the Stamper-Kurn group’s other cavity experiment, E3, shown in Fig. 2.5(a) [87, 129]. Ref. [80] has recently shown that this technical challenge can be overcome using coned-down conventional mirror substrates, with their realization of a “miniature” near-planar cavity containing an eleven-atom tweezer array. New fabrication techniques, such as laser machining, can create even smaller high-quality mirror substrates, with much smaller radii of curvature [125, 126, 130]. These offer a route toward realizing a tweezer array in a fiber cavity.

Our solution, following the example of Ref. [72], was to opt for a near-concentric cavity geometry using conventionally superpolished ground glass mirrors, where the mirror sub-\(^5\)Per Eq. (2.22), sufficiently tightly focused tweezer traps can in theory be realized with lower NA, but targeting \( NA = 0.5 \) allows a bit of breathing room for experimental imperfections such as optical aberration.
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Figure 2.5: Cavity geometries and NA. The figure presents photographs of the in-vacuum cavity setups both in our current experiment (E6) and in the previous generation atoms/cavity experiment (E3). The cavity mirrors in each image are highlighted for clarity; the red lines indicate the opening angle corresponding to NA= 0.5. (a) E3 uses a near-planar cavity, whose substrates limit the transverse NA [87, 129]. The image also shows the side-cut atom chip (gray) that lies between the two cavity mirrors, which, in the specific construction of the E3 experiment, also obscures the optical access transverse to the cavity. (b) Our near-concentric cavity allows sufficient transverse NA for tweezer traps and single-atom fluorescence imaging.

The only remaining challenge, then, is to design a cavity mounting apparatus and vacuum chamber that permit the placement of the high NA objective at the correct working distance from the center of the cavity mode. We achieve this with a reentrant viewport dropping down toward the in-vacuum cavity and an out-of-vacuum commercially available objective with NA= 0.5, described more in Section 3.2.4. The full cavity mounting apparatus and vacuum chamber are detailed in Justin Gerber’s thesis [127].

2.4.4 Science cavity

The first-generation science cavity, placed under vacuum in December 2019, is shown in Fig. 2.6. It was constructed from $T = 2, 250$ ppm mirrors fabricated by Perkins Precision Development and coated by Five Nine Optics per the specifications listed in Table 2.1. The science cavity parameters, measured and estimated, are summarized in Table 2.2.

Note that our “near-concentric” cavity is actually 600 $\mu$m shorter than the concentric condition for our mirrors. We did not push this limit very hard, as we worried about the alignment stability of a very-near-concentric cavity in our rigid mount design surviving a vacuum bakeout. Other groups have built cavities much closer to concentricity using in-vacuum piezo-actuated mirror mounts [82, 132]. I believe that there is room for improvement.

\[ ^6 \text{A near-concentric cavity has the additional advantage that the atoms are trapped at a larger distance from the mirrors and their mounts and piezos. This could be an important consideration for the integration of Rydberg capabilities, given the large sensitivity of Rydberg states to electric fields.} \]
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![Figure 2.6: First-generation science cavity, pictured in the vacuum chamber at a 45° angle.](image)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Obtained from</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\kappa$</td>
<td>$2\pi \times 1.06$ MHz</td>
<td>Cavity ringdown measurement (Ref. [127] Fig. 4.9)</td>
</tr>
<tr>
<td>$L_{\text{cav}}$</td>
<td>9.4 mm</td>
<td>Transverse mode spacing ($\nu_{\text{RMS}}$) to free spectral range ($\nu_{\text{FSR}}$) ratio (Ref. [127] Section 4.7.3)</td>
</tr>
<tr>
<td>$F$</td>
<td>15,000</td>
<td>Eq. (2.13)</td>
</tr>
<tr>
<td>$w_0$</td>
<td>20(3) $\mu$m</td>
<td>ac Stark shift microscopy/force sensing (Ref. [53])</td>
</tr>
<tr>
<td>$g$</td>
<td>$2\pi \times 2.7(4)$ MHz</td>
<td>Eq. (2.11) (for stretched state cycling transition)</td>
</tr>
<tr>
<td>$\Gamma$</td>
<td>$2\pi \times 6.07$ MHz</td>
<td>Ref. [131]</td>
</tr>
<tr>
<td>$C$</td>
<td>4.5(1.3)</td>
<td>Eq. (2.15). The uncertainty in our determination of $C$ is dominated by uncertainty in $w_0$; $w_0$ could be measured more precisely using e.g. the cavity scattering rate vs. radial position in fluorescence detection.</td>
</tr>
<tr>
<td>$L_{\text{tot}}$</td>
<td>170 ppm</td>
<td>Eq. (2.12), measured $T_{\text{in,out}}$ (Table 2.1)</td>
</tr>
<tr>
<td>$\eta_{\text{out}}$</td>
<td>58%</td>
<td>$\eta_{\text{out}} = T_{\text{out}}/(T_{\text{tot}} + L_{\text{tot}})$</td>
</tr>
<tr>
<td>$\nu_{\text{FSR}}$</td>
<td>16 GHz</td>
<td>$\nu_{\text{FSR}} = c/2L_{\text{cav}}$</td>
</tr>
<tr>
<td>$\nu_{\text{TMS}}$</td>
<td>2.4 GHz</td>
<td>Ref. [127] Section 4.7.3</td>
</tr>
</tbody>
</table>

Table 2.2: Science cavity parameters. These values are reported for the probe wavelength of 780 nm and $^{87}$Rb $D_2$ $F = 2 \rightarrow F' = 3$ stretched state cycling transition where applicable.

even with our rigid cavity mount; an upgraded cavity with less lossy mirrors arranged closer to concentric could increase $C$ by a factor of 10 or more.
Chapter 3

Experimental apparatus

In this chapter, I give an overview of our experimental apparatus. The apparatus is held on two optics tables, shown in Fig. 3.1. I begin by describing the systems on the “laser table,” where the cooling, repump, and cavity probe and lock lasers generate several beams that are sent by optical fiber to the “science table.” Then I describe the systems on the science table, comprising the output beam paths of the laser table fibers as well as the optical transport and tweezer laser systems, which direct light into the vacuum chamber to manipulate the atoms. I devote particular attention to the cavity detection system. Finally, I briefly describe the microwave system that we use for hyperfine state manipulation. Complementary descriptions of many of our experimental systems can be found in Justin Gerber’s thesis [127].

<table>
<thead>
<tr>
<th>Laser</th>
<th>Wavelength</th>
<th>Type</th>
<th>Beams &amp; Frequencies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cooling</td>
<td>780 nm</td>
<td>DBR</td>
<td>2D MOT: $\nu_{23} - 2\pi \times 8$ MHz</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3D MOT: $\nu_{23} - 2\pi \times (60-17)$ MHz</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>molasses: $\nu_{23} - 2\pi \times (65-5)$ MHz</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>abs. img. and BAB: $\nu_{23}$ depump: $\nu_{22}$</td>
</tr>
<tr>
<td>Repump</td>
<td>780 nm</td>
<td>DFB</td>
<td>2D &amp; 3D MOT, abs. img. and cavity repump: $\nu_{12}$</td>
</tr>
<tr>
<td>Cavity probe</td>
<td>780 nm</td>
<td>Toptica ECDL</td>
<td>transmission probe and fluorescence probe: $\nu_{23} + \Delta_{\nu_{23}}$</td>
</tr>
<tr>
<td>Cavity lock</td>
<td>1560 nm</td>
<td>Toptica ECDL</td>
<td>-</td>
</tr>
<tr>
<td>Transport</td>
<td>1064 nm</td>
<td>IPG fiber laser</td>
<td>-</td>
</tr>
<tr>
<td>Tweezers</td>
<td>808 nm</td>
<td>Thorlabs VHG</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 3.1: Laser specifications for the lab’s six lasers. Frequencies relative to the $^{87}$Rb $D_2$ transition frequencies $\nu_{F,F'}$ are given for the 780 nm beams.
Figure 3.1: Apparatus overview. (a) Laser table. (b) Science table.
3.1 Laser table

3.1.1 Cooling laser system

The cooling laser system, shown in Fig. 3.2(a), generates light near the frequency of the $^{87}\text{Rb } D_2 F = 2 \rightarrow F' = 3$ cycling transition. The laser is a Photodigm distributed Bragg reflector (DBR) laser, referenced to $^{87}\text{Rb}$ through saturated absorption spectroscopy with an atomic vapor cell. Its emission is divided into several different beams, each passing through an acousto-optic modulator (AOM) for frequency and intensity control. The frequency of each beam is given in Table 3.1.

2D MOT and 3D MOT cooling light is amplified by tapered amplifiers (TA) and coupled into $2 \times 4$ and $2 \times 6$ fiber splitters, where it is combined with repump light and delivered to the MOT “fiber launches,” described in Section 3.2.1. Some of the output of the 3D

![Figure 3.2: Cooling and repump laser systems](image)
MOT TA is picked off and used as “molasses” light for single-atom fluorescence imaging in the tweezer array. The cooling laser also provides resonant $F = 2 \rightarrow F' = 3$ light for absorption imaging, and for our so-called “blow-away beam” (BAB), as well as depump light resonant with the $F = 2 \rightarrow F' = 2$ transition, used for state preparation. The absorption imaging light is coupled into a $2 \times 2$ fiber splitter for absorption imaging in the MOT and science chambers. The molasses, blow-away, and depump beams are routed in free space to the 780 nm switchboard described in Section 3.1.5, to be combined with repump and probe light.

### 3.1.2 Repump laser system

A second, independent locked laser system produces light that drives $D_2$ transitions out of the $F = 1$ ground state. The basis of this repump laser system, shown in Fig. 3.2(b), is a distributed feedback (DFB) diode laser whose frequency is locked using saturated absorption spectroscopy to the strong crossover peak between the $F = 1 \rightarrow F' = 1$ and $F = 1 \rightarrow F' = 2$ resonances. Resonant $F = 1 \rightarrow F' = 2$ repump light is sent to the 2D and 3D MOT and absorption imaging fiber splitters, and to the 780 nm switchboard for eventual delivery to the science chamber as “cavity repump” for state preparation and detection.

### 3.1.3 Cavity probe laser system

The cavity probe laser is a Toptica DL Pro external cavity diode laser (ECDL) at a wavelength of 780 nm. It was selected for its narrow linewidth—below 100 kHz and importantly, narrower than the cavity linewidth—and broadly tunable wavelength—by several nanometers. This allows us to operate at a wide range of probe frequencies. In Chapter 5, we operate at a probe detuning of $2\pi \times 400$ GHz below the $^{87}$Rb $D_2$ line, at a wavelength of 781 nm. In Chapter 6, we operate very close to the $F = 2 \rightarrow F' = 3$ cycling transition resonance, at 780 nm.

Light at the probe laser output is picked off and sent through a fiber electro-optic modulator (fEOM) to a reference cavity made of ultra-low expansion (ULE) glass. The ULE cavity, described in detail in Justin’s thesis, serves as a stable frequency reference for our cavity probe and cavity lock light, with mirror transmissivity of about 200 ppm for these wavelengths and cavity modes every 1.5 GHz. The probe laser can be tuned to an arbitrary frequency by adjusting the fEOM frequency and locking the upper or lower sideband to a ULE line via a Pound-Drever-Hall (PDH) lock.

The probe light is then divided into two beams that go through double-pass AOMs and are coupled into fibers. These are used in this thesis as the cavity transmission probe and fluorescence probe. The transmission and fluorescence probe AOMs are driven at the same frequency, producing light with the same probe-cavity detuning $\Delta_{pc}$, via a rf phase lock. The transmission probe light is delivered directly to the science table. The fluorescence probe light is carried over a short fiber to the 780 nm switchboard, described in Section 3.1.5, and plugged into the global or local fluorescence probe port depending on the application.
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Figure 3.3: Cavity probe and lock laser systems

Note that the fluorescence probe path was previously used to generate a local oscillator (LO) beam at a frequency offset from the cavity probe for heterodyne detection, as described in Justin’s thesis [127].

Finally, some light from the cavity probe laser is sent to a wavemeter, which measures the probe frequency with precision at the tens of megahertz level. This allows us to coarsely adjust the probe laser frequency and quickly check that the correct $f_{EOM}$ sideband is locked to the correct ULE mode during normal operation of the experiment.

3.1.4 Cavity lock laser system

The cavity lock laser system is very similar to the cavity probe. The laser is also a narrow-linewidth Toptica DL Pro ECDL, with a broadly tunable wavelength around 1560 nm. This laser generates light that is coupled into the science cavity and used to lock the cavity length. This light was initially intended to be used as a one-dimensional cavity lattice to trap the atoms with identical coupling to the commensurate cavity probe light, following the example of several other $^{87}$Rb cQED experiments; see Refs. [72, 133] and Section 5.1. For this reason, Justin calls this the “Cavity ODT.” In this thesis, however, cavity light at 1560 nm is never used as trapping light, as atoms are trapped in the tweezer array instead. I thus refer to this 1560 nm laser as the cavity lock laser.

The cavity lock laser outputs about 45 mW. Roughly half of this output power is immediately coupled into a fiber to be used as a seed for a fiber amplifier, intended for a free-space
lattice transverse to the cavity axis. The remaining power is used for the cavity lock system.

As with the cavity probe laser, the cavity lock laser frequency is stabilized by locking a fEOM-generated sideband to the ULE cavity. The fEOM frequency is tuned to find a simultaneous science cavity resonance with the cavity lock light and the desired cavity probe frequency. A single-pass AOM provides downstream intensity and frequency control of the science cavity lock light, which is also monitored on the wavemeter.

### 3.1.5 780 nm light switchboard

![780 nm light switchboard diagram]

Figure 3.4: 780 nm light switchboard combines light from cooling, repump, and probe lasers to send to the science chamber. Neutral-density filters (ND) and a power-balancing half-wave plate (L/2) are used to balance the upper and lower local fluorescence probe beams, which require very low power.

As described above, some of the cooling, repump, and cavity probe light is coupled from the independent laser systems into fiber splitters and fibers for direct delivery to the 2D and 3D MOT fiber launches, and absorption imaging and cavity transmission probe paths. The rest is routed to the 780 nm switchboard region of the laser table to be combined in different configurable pairings for delivery through shared fibers to the science chamber, as depicted in Fig. 3.4.

The “molasses 1” path can contain molasses imaging light derived from the cooling laser and global fluorescence probe light from the cavity probe laser. The “molasses 2” path was initially set up as a second molasses imaging path but later reconfigured to provide depump light for state preparation. The “upper probe” fiber provides local fluorescence probe and repump light for local cavity detection. The “lower probe” fiber has been used for optical pumping to the $F = 2$ stretched states with appropriately polarized depump and repump light, as a blow-away beam for loss-based state detection and optical alignment.

---

1The fiber amplifier (Precilasers Single Frequency Fiber Amplifier) has been tested, but the free-space lattice has not yet been built.
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and finally as the second local fluorescence probe beam. The upper and lower fluorescence probe paths require low power and careful power balancing for the local cavity fluorescence measurement demonstrated in Ref. [54]. This is achieved using neutral density (ND) filters for coarse adjustment and a half-wave plate ($L/2$) and polarizing beam-splitter (PBS) for fine adjustment; see also Section 6.3.4. The depump-to-lower-probe path (dashed line) was dismantled in the process of building the local fluorescence probe paths, but was used in the stretched state preparation described in Section 4.5.2.

3.2 Science table

Now we turn to the science table, home to two more lasers—the optical transport laser and the optical tweezer laser—and the vacuum chamber, where all the beams overlap in three key locations: the 2D MOT cell, the 3D MOT chamber, and the science chamber. An overview is shown in Fig. 3.5, and each path is discussed in more detail below. The cavity paths are especially important, so they are given their own section: Section 3.3.

3.2.1 2D and 3D MOT fiber launches

The 2D and 3D MOT cooling and repump light is delivered to the science table using $2 \times 4$ and $2 \times 6$ fiber splitters. Each fiber output provides an independent 2D or 3D MOT beam that is sent directly into the 2D MOT cell or 3D MOT chamber via a “fiber launch,” shown in Fig. 3.6. Each fiber launch sends its collimated fiber output through a $L/2$ and PBS, used for polarization cleanup and power balancing, and a quarter-wave plate ($L/4$), to set the appropriate circular polarization to effect a MOT. Then the beam is telescoped to a large size to create a large trapping volume. The 2D MOT fiber launches feature separate cylindrical telescopes for collimation along the $x$ and $y$ axes, creating elliptical beams with waists $w_{x,y} \sim 20, 60$ mm that roughly fill the 2D MOT cell. The 3D MOT telescopes create circular beams with a waist of approximately 14 mm. Finally, some of the paths contain gold mirrors to direct the beams into the chamber while preserving (but flipping the handedness of!) their circular polarization.

The 2D MOT fiber launches are mounted to the optics table on large vertical posts, and the 3D MOT fiber launches, constructed using the Thorlabs cage-mount system, are mounted directly to the MOT chamber viewports. This design sacrifices alignment knobs for the sake of saving space: note that the up/down 3D MOT fiber launches don’t have any mirrors at all! This can make alignment of the 3D MOT tricky, but it is workable. Early in the lifetime of the experiment, we made the decision to not retroreflect the 2D or 3D MOT beams. This has worked well enough, but the 2D MOT in particular is quite power-hungry: each beam uses over 60 mW of cooling power. Retroreflected the 2D MOT beams using a

---

2This fiber was originally used for vertical absorption imaging in the science chamber and is thus labeled “image_single” in the lab and “science vertical imaging” in Justin Gerber’s thesis [127].
gold hollow roof prism mirror would immediately reduce the power requirement by half, but would require swapping out the 2D MOT $2 \times 4$ fiber splitter.\footnote{This points out a downside of the fiber splitters, which are otherwise quite convenient: they do not offer any flexibility.}

The northeast-southwest 3D MOT beam axis is shared with the MOT absorption imaging system, as shown in Fig. 3.6(b). The absorption imaging $2 \times 2$ fiber splitter output is coupled into the MOT beam path through the unused port of the polarization cleanup PBS, and coupled out in the same way on the other side of the chamber. The imaging path shares the 3D MOT beam collimation lenses; a final $f = 100$ mm lens images the MOT onto a CCD camera (FLIR Grasshopper USB3 GS3-U3-15S5M-C) with a measured imaging magnification of 0.36. This imaging system is used to optimize the 3D MOT and loading of the transport optical dipole trap.

Figure 3.5: Vacuum chamber and beam paths. (a) Top view. (b) Front view.
3.2.2 Optical transport system

The optical transport laser is a 20 Watt fiber laser from IPG Photonics (YLR-20-1064-LP) at a wavelength of 1064 nm. The laser specifications indicate that it is a “broadband” laser with a bandwidth of 0.3 nm, but it is more properly understood as a multi-frequency laser, almost a frequency comb, within that bandwidth.\(^4\) This laser is used to generate a far-off-resonant optical dipole trap that traps atoms out of the MOT and transports them to the science cavity and tweezer array. The transport is realized using a tunable-focus lens (TFL).

The transport laser system is shown in Fig. 3.7. As this is a high-power laser system, the figure indicates all the beam dumps (BD) used to deflect power for safe laser alignment. The fiber output mode shape and even pointing change with output power due to thermal effects, so after coarse alignment has been done using the built-in low-power visible red laser pointer, proper alignment should be done with the laser outputting its maximum power (20 W), but with most of the power dumped at the first PBS. This is done using the first half-wave plate at the laser output, oriented at a slight angle toward a beam dump to prevent back-reflection into the laser.

\(^4\)This is relevant as pairs of tones can drive stimulated Raman transitions out of the \(F = 2\) manifold, causing atomic heating and loss; for this reason, the atoms are depumped into the \(F = 1\) hyperfine ground state prior to optical transport.
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Figure 3.7: Optical transport laser system. (a) Fiber laser output. (b) Vertical breadboard and propagation through the vacuum chamber.

The collimated fiber laser output has a large waist of 1.8 mm, chosen to require minimal beam shaping before the tunable lens focusing system and to minimize thermal lensing effects. However, such a large beam requires special care to be taken to avoid clipping, which can lead to dramatic aberrations at the beam focus. The beam goes through a single-pass water-cooled AOM driven at a fixed frequency using a direct digital synthesizer (DDS) and voltage variable attenuator for intensity control. Following the AOM is a pickoff to a photodiode for intensity stabilization and a high-power Glan-Laser (GL) polarizer. The beam is then deflected to a vertical breadboard, which holds the tunable focus lens system used to transport the atoms.

The tunable focus lens (TFL) system, shown in Fig. 3.7(b), follows the method described in Ref. [134]. Two elastic lenses whose focus can be tuned with an applied current (Optotune EL-C-16-40-TC), labeled TFL1 and TFL2, are mounted upstream of a fixed lens, labeled Lens 3, with focal length \( f_3 = 250 \) mm. The only critical distance in the setup is the spacing between TFL2 and Lens 3, which should equal the focal length of Lens 3. This ensures that adjusting TFL2 changes the focal position of the final beam without changing the beam waist, thus keeping the dipole trap parameters fixed during transport. This can be seen from the ray transfer matrix analysis of the beam going through TFL2 and Lens 3, with propagation distance \( f_3 \) in between:

\[
\begin{bmatrix}
    x_f \\
    \theta_f
\end{bmatrix} =
\begin{bmatrix}
    1 & 0 \\
    -1/f_3 & 1
\end{bmatrix}
\begin{bmatrix}
    1 & f_3 \\
    0 & 1
\end{bmatrix}
\begin{bmatrix}
    1 \\
    -1/f_2
\end{bmatrix}
\begin{bmatrix}
    x_i \\
    \theta_i
\end{bmatrix} =
\begin{bmatrix}
    x_i(1 - f_3/f_2) + f_3\theta_i \\
    -x_i/f_3
\end{bmatrix}
\]

(3.1)
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Importantly, $\theta_f$, which determines the beam waist of the focused dipole trap, depends only on $f_3$ and the size of the beam at TFL2, $x_i$. The final focal position can be found by applying another free space propagation matrix and solving for $x = 0$, which result will depend on the setting of $f_2$.

An additional TFL placed upstream of TFL2 and Lens 3 provides the ability to tune the beam waist as well, by changing $x_i$ in Eq. (3.1). One can imagine using this capability to optimize for the ideal fixed beam waist for trapping and transporting atoms out of the MOT, or to construct a more sophisticated trapping sequence that begins with a large trap, mode-matching the MOT, and then compresses the trap to provide tight confinement during transport. Such dynamic control of the trapping potential is also explored also in Ref. [134]. We experimented with this during the initial setup of the TFL system, but the practical difficulties of working with the TFLs undermined the imagined benefits of this approach. Our challenges with aberrations, thermal drift, and repeatability problems led us to remove TFL1. The remaining TFL is still labeled TFL2.

TFL2 is mounted horizontally, per the recommendation of the manufacturer: when mounted vertically, gravity causes distortion of the elastic lens, which is composed of an optical liquid held in a polymer membrane, resulting in beam aberrations. TFL2’s focusing power can be tuned from $-10$ to 10 diopeters (or focal length from $-100$ mm to 100 mm, through infinity). We use a current controller provided by Gardasoft (TR-CL180), which can be configured through a web interface to accept an analog control voltage. TFL2 was configured to restrict its tuning range to $-10$ to 0 diopeters, never operating as a focusing lens, to prevent the high-power transport beam from being accidentally focused onto an optical element or the vacuum chamber input viewport.

Optical transport occurs by adjusting TFL2 from roughly $-1.1$ dpt, where the beam is focused at the MOT, to roughly $-5.6$ dpt, where the beam is focused at the cavity, using an S-shaped curve. These values, especially the cavity position, must be adjusted regularly, as they are highly sensitive to thermal changes. The thermal sensitivity, according to an Optotune engineer, can be understood in terms of two counteracting effects: the optical fluid expands with temperature, and its refractive index decreases, with the former effect dominating. Since the transport laser operates at a high power of about 6 W, the lens is heated locally during normal operation, and in a way that varies throughout the experimental cycle. The cavity dipter setting may thus require adjustment according to changes in laser power, experimental cycle time, and ambient temperature in the lab. The MOT dipter setting is far less sensitive, given the large size of the MOT and the shorter distance to the MOT chamber.

To facilitate frequent readjustment of the cavity dipter setting, a focal position monitoring system was constructed at the chamber output, using a small amount of laser power transmitting through a backside-polished mirror that deflects most of the transport power to a beam dump. The beam is sent through a focusing lens and pinhole to a photodiode, which provides a measurement of the beam size at the pinhole as the focal position is varied. This can be used to quickly adjust the cavity dipter setting when setting up an experimental run. A 2D lateral effect position sensor (Thorlabs PDP90A) was also installed to monitor...
the transverse alignment of the transport ODT to the center of the cavity. A piezo-actuated mirror before Lens 3 helps with the sensitive alignment demanded by the long propagation distance to the cavity.

The transport beam waist is about 45 $\mu$m at the MOT and about 50 $\mu$m at the cavity, with the larger waist at the cavity likely due primarily to aberration of the focus. Deviation from the ideal $f_3$ separation between TFL2 and Lens 3 may also play a role. The transport distance is about 32 cm down the east-west axis of the vacuum chamber.

### 3.2.3 Molasses 1, molasses 2, and side absorption imaging

Now we move to the beams around the science chamber. Breadboards mounted to have a beam height at the center of the cavity hold the cavity probe and lock optics, which are described in Section 3.3, and the imaging molasses and side absorption imaging paths, which I describe here. These systems are shown in Fig. 3.8.

![Figure 3.8: Molasses and side absorption imaging paths. Optional beam block (BB) can be removed for molasses 2 retroreflection (not used in this thesis).](image)
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Molasses 1

The “molasses 1” path enters the science chamber through the northeast viewport, propagating perpendicularly to the cavity. It is also at a slight vertical angle, starting on 3-inch optics pedestals before the chamber and ending on 1-inch pedestals on the other side. This is to provide some cooling along the vertical axis during single-atom fluorescence imaging in the optical tweezers.

The molasses 1 beam is collimated with an aspheric lens (Thorlabs C240TMD-B, $f = 8$ mm) to a beam waist ($1/e^2$ intensity radius) of roughly 800 $\mu$m. It passes through two PBS cubes, for polarization cleanup and power pickoff for intensity stabilization, and a $L/4$ to give it circular polarization. Then it is sent into the science chamber with a silver mirror.

On the other side of the chamber, the molasses 1 light is retroreflected with a $L/4$ to realize a $\sigma^+ - \sigma^-$ molasses configuration. The retroreflection path also includes an achromatic lens (Newport PAC21AR.16, $f = 150$ mm), selected for future retroreflection of a lattice at 1560 nm planned to share this axis.

The molasses 1 path is used for single-atom fluorescence imaging, using molasses light derived from the cooling laser, and early studies of cavity fluorescence detection, described in Section 6.3, using fluorescence probe light derived from the probe laser. Since this light illuminates the entire tweezer array, I refer to it as “global fluorescence probe” light, in contrast to the “local fluorescence probe” light that illuminates a single atom in the center of the cavity for local measurement 6.3.4.

Molasses 2 and side absorption imaging

The “molasses 2” and side absorption imaging paths enter the science chamber through the north viewport, perpendicular to the optical transport axis.

The absorption imaging optics are all mounted using Thorlabs cage system, attached directly to the north and south viewports using custom threaded “bolt washers” that we installed on every viewport of the science chamber.\textsuperscript{5} Using the cage-mount system allowed us to bring these beam paths up above the other optics crowded around the science chamber. The molasses 2 optics start on the breadboard and are coupled into the cage-mount imaging path with periscopes and a PBS.

The side absorption imaging fiber output is the second port of the $2 \times 2$ absorption imaging fiber splitter, which contains resonant absorption imaging and repump light. Its first port goes to the MOT absorption imaging path described in Section 3.2.1. The fiber output collimator (Thorlabs F810APC-780) creates a beam with a large waist of 3.75 mm, chosen to cover the entire science cavity in its field of view. The beam passes through a PBS, used to couple in the molasses 2 light, and a $L/2$ before going through the chamber.\textsuperscript{6}

\textsuperscript{5}These are described and pictured in Justin’s thesis [127], Section 5.8.
\textsuperscript{6}In Justin’s thesis, he describes circularly polarized absorption imaging light along this “science side imaging” path. This was changed to provide linearly polarized depumping light in the molasses 2 path for optical pumping to $|F = 2, m_F = 0\rangle$, described in Section 4.5.2.
On the other side of the chamber, molasses 2 and side imaging are separated on another PBS. The imaging path continues with a $f = 75 \text{ mm}$ lens that images the center of the vacuum chamber onto a CCD camera (FLIR Grasshopper USB3 GS3-U3-15S5M-C) with a magnification of 0.77. This imaging system is very helpful for aligning the optical transport beam with the cavity, tweezer array, and molasses 1 and 2 beams.

The molasses 2 path was built to match the molasses 1 path, with the same collimating lens and beam waist of 800 $\mu\text{m}$. It was intended to be used as a second $\sigma^+ - \sigma^-$ retroreflected molasses path for fluorescence imaging. However, we found experimentally that molasses 2 was not necessary for single-atom imaging. For the work in this thesis, the molasses 2 path was used instead to send in vertically polarized depump light, $\pi$-polarized with respect to a vertical applied magnetic field, for optical pumping to the $|F = 2, m_F = 0\rangle$ state, for which the retroreflection path was blocked.

3.2.4 Upper breadboard: high-resolution systems

All of the high-resolution optics systems lie on the breadboard above the science chamber. This includes the tweezer array and single-atom fluorescence imaging systems described in Justin’s thesis, and a new tightly focused “upper probe” path containing fluorescence probe and repump light for local cavity measurement. The upper breadboard systems are shown in Fig. 3.9(a). All of them share the high-resolution objective directed into the chamber through the upper bucket window, shown in Fig. 3.9(b).

High NA objective

The heart of the high-resolution optics systems is the objective (Mitutoyo G Plan Apo 50x Objective). The objective has a numerical aperture $\text{NA} = 0.5$, effective focal length $f = 4 \text{ mm}$, and working distance of roughly 15 mm, which includes compensation for imaging through glass thickness of 3.5 mm. The objective and viewport were characterized before the science chamber was constructed, with a measured PSF characterized by a Rayleigh criterion of 1050 nm at the imaging wavelength of 780 nm [127]. The theoretical Rayleigh criterion of a $\text{NA} = 0.5$ diffraction-limited system is 950 nm.

The objective is mounted on a custom machined part that attaches directly to the upper reentrant viewport of the science vacuum chamber, shown in Fig. 3.10. The mount was designed to achieve maximum passive stability between the objective and the science cavity, while still providing the necessary degrees of freedom to align the objective: $x, y, \text{ and } z$ piezo-actuated translation stages, as well as a mirror mount for tip/tilt control. The objective drops down into the bucket window, held by lens tubes, and is positioned a few millimeters above...
Figure 3.9: Upper and lower breadboards, bucket windows, and high NA optics. (a) Upper breadboard (top view). (b) Bucket windows and objective (side view). (c) Lower breadboard (top view).
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The objective, highlighted in green, is attached via lens tubes to a kinematic mirror mount, which is mounted to $xyz$ translation stages. The translation stage stack is mounted to a custom mounting platform, highlighted in purple, that is attached directly to the top flange of the science chamber.

the reentrant viewport. Given the long mechanical lever arm between the vacuum chamber and the objective, we do observe thermal drift between the science cavity and tweezer array, discussed more in Section 5.3.1.

**Optical tweezers**

The optical tweezer laser is a volume-holographic-grating (VHG) diode laser at a wavelength of 808 nm, with a maximum power output of 500 mW (Thorlabs LD808-SEV500). The laser output path is simple, consisting of a single-pass AOM for intensity control and switching, polarization cleanup optics, and several line filters to clean up the broad pedestal of the diode output. The light is coupled into a fiber and sent to the tweezer system on the upper breadboard; see Fig. 3.9(a).

The tweezer fiber output is collimated by an aspheric lens with a focal length of $f = 18.40$ mm (Thorlabs C280TMD-B). This generates a large beam with a waist of around 1.8 mm, selected to fill the back aperture of the objective and create the tightest possible tweezer trap. After collimation, the tweezer beam goes through a PBS for polarization cleanup and power pickoff to a photodiode. The cleanup PBS is also used as an in-coupling port for a second diagnostic tweezer path that begins with collimation to a smaller beam waist of roughly 430 $\mu$m, resulting in a larger spot size at the atoms. It is thus referred to as the “fat tweezer” path and has been used to send 808-nm and 780-nm light through the objective for early stages of alignment.
The tweezer beam then goes through the acousto-optic deflector (AOD) that generates the tweezer array. The AOD (AA Optoelectronics DTSX-400-780) is driven by a PCIe arbitrary waveform generator (Spectrum Instrumentation M4i6631-x8). It has a center frequency of 105 MHz and bandwidth of 36 MHz. Each rf tone driving the AOD generates an optical tweezer trap, with tweezer spacings of roughly 5 µm per MHz. For the work presented in this thesis, we work with an array of 11 tweezers or less, limited by the tweezer laser output power. The one-dimensional array is oriented to be roughly perpendicular to the cavity axis, spanning the cavity mode radially. However, the AOD is mounted on a rotation mount to allow the array to be oriented along the cavity axis for future work. A natural future upgrade would be to replace the one-dimensional tweezer array with a two-dimensional one, with a static array formed by a DMD or SLM and a two-dimensional AOD used for atom-by-atom rearrangement.

The AOD output is relayed via a 4f-imaging system consisting of two \( f = 300 \) mm achromatic doublets (Thorlabs AC508-300-B) to the back of the high-NA objective. Along the way, the tweezer light also passes through a GL polarizer for polarization cleanup. The polarizer is mounted on a rotation mount to carefully set the tweezer polarization to be linear at the atoms, as circularly polarized light at the tight tweezer focus can cause heating due to fictitious magnetic fields. This polarization is adjusted using the tweezer-trapped atom lifetime as the optimization signal. The final mirror of the tweezer path is piezo-actuated. This is used to move the tweezer along the cavity axis for the work described in Chapter 5 and Ref. [53].

Finally, the tweezer light is combined with the 780-nm upper probe and fluorescence imaging paths on a dichroic mirror (DM) with a cutoff wavelength of 808 nm (Thorlabs DMSP805) and sent down through the objective to the middle of the science chamber. Based on the PSF of the objective measured at the 780 nm imaging wavelength, we estimate the tweezer waist to be 750 nm. We have measured the tweezer trap depth through its ac Stark shift and typically operate with trap depths in the range \( k_B \times (0.25 - 1.5) \) mK.

**Fluorescence imaging**

We’ve followed the tweezer path through the objective into the chamber; now we follow the imaging path back out.

Atomic fluorescence is collected and collimated by the high-NA objective, whose solid angle subtends 6.6% of isotropic free space emission. The objective has a transmission of 70% at the fluorescence wavelength of 780 nm. Fluorescence transmits through the dichroic mirror and a glass plate, used for coupling in the upper probe light. It is then imaged with a \( f = 200 \) mm achromatic lens (AC508-200-B) located roughly 400 mm from the objective and 2f imaging relay (\( f = 100 \) mm) onto an Andor Zyla 2.4 sCMOS camera with an imaging magnification of roughly 50. Line filters (FBH780-10) on a tube lens immediately in front of the camera reduce the imaging background counts.

The overall photon collection efficiency of this single-atom imaging system is estimated to be roughly 1.5%. The imaging detection noise can be found in Section 5.2.2.
3.2. SCIENCE TABLE

Upper probe path

The upper probe fiber output, containing both fluorescence probe and repump light for local cavity detection, is coupled into the objective through the glass plate in the imaging system. Its fiber output is collimated to a beam size of roughly 430 µm, which is focused to a waist of 3.3 µm at the atoms. A PBS sets its polarization to be \( p \)-polarized, resulting in north-south linearly polarized light at the atoms. The counter-propagating lower probe path is east-west polarized at the atoms, realizing a lin\( \perp \)lin molasses configuration with the pair of local fluorescence probe beams.

3.2.5 Lower breadboard

Opposite the high-resolution system above the chamber is a simpler moderate-resolution system below, shown in Fig. 3.9(b) and (c). A diffraction-limited lens with NA= 0.20 (Thorlabs AL2550H-B) is positioned roughly its focal length \( f = 50 \text{ mm} \) from the atoms, mounted directly to the science chamber lower flange like the objective above. A \( f = 250 \text{ mm} \) lens and Thorcam (Thorlabs DCC1545M) complete the imaging system with a magnification of 5. This is used to image a small amount of tweezer light after propagation through the vacuum chamber, providing a useful diagnostic tool for monitoring the tweezer and testing new tweezer configurations, as well as aligning the upper probe light to the tweezer. The rest of the tweezer light goes through a PBS, used to couple in the lower probe light, to a PD for intensity stabilization of the total tweezer power.

Lower probe path

The “lower probe” fiber output contains a \( f = 11 \text{ mm} \) collimating lens (C220TMD-B). The axial position of the collimator is used to set the size of the lower probe beam at the atoms. When the beam is properly collimated to a beam waist of 1 mm, the beam at the atoms has a waist of roughly 200 µm, large enough to span the entire tweezer array. This is the configuration used for global stretched state preparation described in Section 4.5.2. The collimating lens can be displaced from the collimating position to create a smaller beam at the atoms, with a waist of 13 µm. This is the configuration used for local cavity measurement described in Chapter 6. The alignment of the collimating lens can be coarsely adjusted while looking at the image plane of the atoms, located between the mirror and glass plate in the lower probe input path, with a IR card or viewer. Fine adjustment can be done by monitoring a small amount of lower probe power on the Zyla single-atom imaging camera above to make the smallest spot.

The lower probe polarization is set using a \( L/4 \) mounted between the glass plate and \( f = 250 \text{ mm} \), with configurations generating \( \sigma^\pm \) light for optical pumping to the stretched states indicated with blue marks. Linearly (east-west) polarized lower probe light is used for cavity measurement, indicated by the green mark, which effect a lin\( \perp \)lin optical molasses with the north-south polarized upper probe beam. Note that this \( L/4 \) is shared with the
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downward-propagating tweezer path, and affects the power picked off by the glass plate and BS, so the tweezer intensity stabilization should be recalibrated when the lower probe polarization is changed.

3.3 Cavity beam paths and detection

Here I describe cavity beam paths and detection system. These include the cavity lock light, used to lock the cavity length, and the cavity probe light, addressing the $^{87}$Rb atom according to the Jaynes-Cummings interaction described in the previous chapter, and detected at the cavity output.

Justin’s thesis [127] Section 6.3 details the heterodyne detection system that we built initially. Heterodyne detection allows one to measure amplitude and phase changes effected on the cavity probe light by atoms in the cavity, and has been used in our group for sophisticated measurements in cavity optomechanics [61, 136] and spin optodynamics [62]. For the work in this thesis, we partially dismantled the heterodyne system and replaced it with single photon counting. Single photon counting provides a more straightforward measurement of the light level coming out of the cavity with twice the detection efficiency of heterodyne’s amplitude measurement, at the expense of the phase information. Future work on E6 will likely benefit from the sophistication and flexibility afforded by heterodyne detection, so I include the LO components in my schematics; I hope that this will aid with quick revival of the LO system when it is needed.

3.3.1 Cavity input

A schematic of the cavity input optics is shown in Fig. 3.11. These are arranged roughly according to the layout on the table, with some pairs of steering mirrors omitted. The cavity probe and lock light are directed into the science chamber at the southeast viewport, entering the cavity through its less transmissive mirror.

The cavity probe is collimated to a beam waist of about 5 mm using an achromatic lens with a focal length of 35 mm (Thorlabs AC254-035-B). This nontraditional choice for fiber collimation was made to create a large probe beam that could be directly coupled into the tightly focused cavity mode with a $f = 150$ mm focusing lens (Newport PAC21AR.16) positioned just outside the cavity input viewport, without requiring additional telescoping. After a $L/2$ and cleanup PBS, the probe beam goes through a 50/50 beam splitter (BS), which picks off half the probe power for intensity stabilization and the now-unused probe-LO optical phase lock. It then passes through a set of ND filters, effecting a total power attenuation of roughly ND= 7.5 (Thorlabs ND05A+NE20A+NE50A). These are used to reduce the probe fiber output power on the order of 1 mW to an intracavity photon number on the order of 1 during cavity measurement. The ND filters are removed when aligning the probe, overlapping the probe and lock laser frequencies, and measuring cavity detection efficiency. Next, the probe is directed into a PBS, once used to combine the probe and LO
paths for parallel propagation through the vacuum chamber, and through a $L/2$ for linear polarization rotations, and then combined with the cavity lock light.

The cavity lock light is likewise collimated to a large beam waist at its fiber output using an achromatic lens (AC254-050-C). After polarization cleanup, it hits a 90/10 plate beam splitter (Thorlabs BSX18). The cavity reflection back to this 90/10 BS is used to lock the cavity length using a PDH lock in reflection, feeding back to the shear-stack piezo of a cavity mirror.\footnote{The other port of the 90/10 BS was initially used for intensity stabilization of the cavity locking light; now intensity stabilization is performed using the transmitted cavity lock light.} This lock sets the cavity length to some integer multiple of the 780-nm half-wavelength of the cavity lock light, thus also determining the frequency $\omega_c$ of the cavity resonance nearest the $^{87}\text{Rb}$ probe frequency. Note that the factor of two between the cavity probe and cavity lock wavelengths results in a factor of two between the frequency shifts needed to be applied to the two tones to maintain simultaneous resonance with the science cavity.

The cavity probe and lock light are combined on a dichroic mirror (Thorlabs DMSP950L) and pass through a shared $L/4$ at 780 nm and knife edge. Both were installed after the work described in Chapter 5, which uses linearly polarized TEM$_{00}$ modes of probe and lock light.
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For the work described in Chapter 6, the $L/4$ generates circularly polarized probe light for the cavity transmission measurement, and the knife edge enables locking the science cavity to a TEM$_{01}$ mode of the cavity lock light.

The cavity beams are reflected off a silver mirror and focused into the cavity using a $f = 150$ mm achromatic lens (Newport PAC21AR.16) mounted directly to the science chamber viewport. The distance from the viewport to the center of the cavity is roughly 135 mm.

### 3.3.2 Cavity output

The cavity probe and lock beams, leaving the cavity through the more transmissive output mirror and the northwest window of the science chamber, have significant divergence due to the small cavity mode waists. They are immediately collimated, with the same $f = 150$ mm achromatic lens used on the input side, and then telescoped down with a 2 : 1 telescope to a more manageable beam size for the detection optics. Two PBSs, previously used to separate and recombine the probe and LO beams, were removed.
The cavity output beams are separated using a long-pass dichroic. The transmitted locking light is divided: half is focused onto an avalanche photodiode (APD410C) used for intensity stabilization. The other half is imaged onto a diagnostic camera (Cinogy CinCam CMOS 1201-IR), which allows us to identify higher order cavity modes such as the vertical TEM\(_{01}\) used to lock the cavity in Chapter 6.

The probe path contains a flip mirror (FM) after the dichroic with an analogous camera (Thorcam DCC1545M) and APD (Thorlabs APD410A) diagnostic detection system, used to optimize mode matching of the probe to the cavity TEM\(_{00}\) mode and to overlap the cavity lock and probe modes, both done with the probe input ND filters removed. When the flip mirror is down, the probe light is routed into a single-mode fiber. The cavity output is already a single spatial mode, so we achieve very good fiber coupling efficiency of up to 90%. The fiber is enclosed in black plastic tubing to prevent light from entering through the fiber cladding and directed to the single photon detection system.

### 3.3.3 SPCM detection system

The enclosed single photon detection system, shown in Fig. 3.12(b) and (c), is very simple: the fiber output is collimated, reflected off of a single steering mirror, and focused onto the single photon counting module (SPCM) with a spherical singlet with \(f = 75\) mm. The distance from the focusing lens to the SPCM is enclosed with a lens tube, which also contains a 780 nm line filter to remove unwanted wavelengths and an iris to aid with optical alignment. The SPCM is enclosed within a second black metal box inside the larger foam enclosure.

The SPCM (Perkin-Elmer SPCM-AQR-13) takes a 5 V power supply and outputs a TTL pulse with a duration of 35 ns whenever it detects a photon. The dead time between pulses is 50 ns. A gate input turns off the SPCM output when a TTL low voltage is applied. This gating is used to define probe intervals in the cavity measurement work described in Chapter 6. The measured quantum efficiency of the SPCM is 60%. The measured dark count rate is 400 counts per second, compared to the specification of 250 counts per second. The maximum detection rate is specified as 5 million counts per second (Mc/s). However, detection above 1 Mc/s causes self-heating, which increases the detector’s dead time and can lead to dropped counts. For our cavity, with linewidth \(\kappa = 2\pi \times 1.1\) MHz and detection efficiency of 26%, a photodetection rate of 1 Mc/s corresponds to an intracavity photon number of 0.6; in other words, this is a highly relevant experimental limit.

\(^{10}\)It was difficult to find a camera sensitive to light at the cavity lock wavelength of 1560 nm. Shortwave infrared (SWIR) Indium Gallium Arsenide (InGaAs) cameras are very expensive; the Cinogy CinCam is a standard CMOS camera with a built-in IR phosphor filter that converts the incident IR light to a visible wavelength. The camera resolution, limited by the particle size in the phosphor coating, is about 5 – 9 \(\mu\)m.

\(^{11}\)This iris was added after we initially aligned to a backreflection from the SPCM’s glass window; see Section 6.3. The SPCM’s sensitivity to low light levels makes such a mistake possible.
3.3.4 Detection efficiency

The cavity detection system has a detection efficiency of $\eta \sim 25\%$, determined in the following way. With the probe input NDs removed, we measure the power just outside the cavity output viewport and in front of the optical fiber to the SPCM. Note that this must be done with the cavity lock light intensity stabilization turned off, as measuring the probe power requires blocking the lock output beam, causing the intensity stabilization to rail. The free-running intensity drift of the lock light is small enough to not significantly affect the measurement. The measurement must also be repeated with the cavity locked and unlocked, subtracting the power due to scattered probe late that is not transmitted through the cavity. The measured optical path efficiency is 81%. The fiber coupling efficiency has been as high as 90%, but for the data in Ref. [54] was 80%.

The quantum efficiency of the SPCM was measured by inserting calibrated ND filters (OD = 5.58, or attenuation of $2.6 \times 10^{-6}$) at the output of the detection fiber and comparing the power pre-attenuation with the attenuated photon counts, converted to an optical power according to the energy of each photon counted during the 5 ms detection time. This measurement yielded a quantum efficiency of 60%. The transmission efficiency of cavity photons through the output mirror is reported in Table 2.2 as $\eta_{\text{out}} = 58\%$, based on the transmission and loss parameters of the cavity mirrors. The overall cavity detection efficiency, the product of these factors, is thus roughly 25%.

3.3.5 SPCM electronics

The SPCM output, a string of TTL pulses, has been recorded in two ways. Initially, the full output voltage trace was recorded using a PC-based oscilloscope system referred to as Gagescope (GaGe CompuScope 14200), intended for heterodyne detection. The voltage trace was then processed in software to convert the raw voltage trace to a series of time stamps indicating photon arrivals. The Gagescope card (a model from the year 2004 inherited from E3) failed after a few months of use, however, forcing us to implement a more appropriate photon-counting system.\(^{12}\)

Jon Simon’s group helped us implement a cheap and memory-efficient photon time-tagger system using an Opal Kelly FPGA board (XEM6001). The Opal Kelly records the timestamp of each photon arrival with a timing resolution of about 8 ns and saves the timestamp list as a binary file after each experimental shot. These data are then processed in software to determine the photon count during each probe interval and calculate quantities such as the $g^{(2)}(\tau)$ correlation function; see Chapter 6.
3.4 Microwave system

The microwave system used to drive between the $F = 2$ and $F = 1$ Zeeman state manifolds is shown in Fig. 3.13. A Luff SLSM5-48 frequency synthesizer generates a microwave signal 800 MHz plus a variable detuning $\delta \nu_{\text{MW}}$ above the $^{87}\text{Rb}$ hyperfine frequency of $\nu_{\text{Rb}} = 6.834$ GHz. The Luff synthesizer is programmed with a Python script over serial communication through a USB to RS485 adapter. The Python control script receives the variable detuning $\delta \nu_{\text{MW}}$ from Cicero, our experimental control software, at the beginning of each experimental iteration (shot). The Luff synthesizer output cannot be changed in real time during a shot.

Real-time frequency and amplitude control of the microwaves is achieved by mixing the Luff’s fixed output with the output of a Marconi IFR 2042 frequency synthesizer, set to generate a signal at 800 MHz. The IFR synthesizer has an external modulation input that is used for frequency modulation via an analog control voltage from Cicero. This is used for real-time frequency modulation during experimental shots, enabling Landau-Zener sweeps and variable phase delays between $\pi/2$ pulses. However, the frequency modulation input is also a source of noise when a fixed frequency is desired, so the control voltage can be turned off with a TTL switch. Note also that the conversion between the control voltage $\text{MW_freq\_sweep}$ and corresponding frequency change depends on the IFR setting of “FM magnitude” selected on the front panel.

The IFR output goes through a voltage variable attenuator (Mini Circuits ZX73-2500+) for amplitude control and pre-amplifier (Mini Circuits ZFL-500LN+) before being combined.

---

12Future heterodyne detection will require another PC-based oscilloscope or similar hardware, so we ordered a new Gagescope card (RazorMax PCIe CSE161G4).

13It can also be controlled using Luff’s “SLSM5 Tuner” software, which is helpful during initial setup and troubleshooting.
with the Luff 7.6 GHz carrier. The output of the mixer (Mini Circuits ZX05-73L+) is thus three peaks, at the Luff synthesizer frequency $\nu_{\text{Rb}} + \delta\nu_{\text{MW}} + 800$ MHz and the sideband frequencies $\nu_{\text{Rb}} + \delta\nu_{\text{MW}}$ and $\nu_{\text{Rb}} + \delta\nu_{\text{MW}} + 1600$ MHz. The lower sideband at $\nu_{\text{Rb}} + \delta\nu_{\text{MW}}$ is used to address the atoms. We use this technique of frequency-modulating the IFR-generated sideband on the fixed Luff carrier because the IFR, originally purchased for a different lab and purpose, cannot generate a signal above 5.4 GHz, and the Luff cannot perform frequency sweeps. The combination, though a bit inelegant, provides what we need.

Three bandpass filters (Mini Circuits VBFZ-6260+) and a high-pass filter (Mini Circuits VHF-5500) follow the mixer to pick out the desired tone. Then the signal is amplified by two pre-amps (Mini Circuits ZX60-8008E+) and passes through a high-isolation RF switch (Analog Devices HMC-C019). The switch is triggered by a digital delay generator (SRS DG645) with a pulse length that is programmed by Cicero over RS232 serial communication and triggered by a Cicero digital channel. This enables precise timing control of $\pi/2$-pulses, below Cicero’s timing resolution limit of 5 \(\mu\)s.

Finally, the signal is amplified to high power by a Varian amplifier (VZC6961K1) and delivered through a circulator to a rectangular waveguide microwave antenna (Narda-ATM 137-201B-2). The Varian amplifier’s specifications indicate a gain of 35 dB and maximum output power of 20 Watts; the maximum power we have measured at the output of the amplifier is 12 Watts.\(^{14}\) The antenna points into the science chamber at the southwest viewport of the science chamber. Its output polarization is uncontrolled.

The third port of the circulator goes through a 20 dBm attenuator to a 50 Ohm terminator. This circulator port provides a nice place to plug in a spectrum analyzer or microwave power meter for microwave system diagnostics. The reflected microwave power measured here should be minimized while positioning the antenna to maximize the power directed toward the atoms.

\(^{14}\)The light indicator on the Varian front panel stops at two bars. I assume that if it were new, the whole panel would light up, and that this is related to the lower measured output power.
Chapter 4

Experimental methods

In this chapter, I describe the experimental methods, beginning with laser cooling and trapping in a magneto-optical trap, and ending with experiments using single atoms trapped in a tweezer array spanning the science cavity. Fig. 4.1 guides us through the different steps of the experimental sequence. Along the way, I point out alignment methods that we have found useful for optimizing the different experimental transitions. The durations of experimental stages (MOT and ODT loading, optical transport, imaging exposure, etc.) are sometimes optimized differently according to what a particular experiment requires; here I describe a typical sequence that was optimized for a fast cycle time, for experiments with up to ten atoms in the tweezer array.
Figure 4.1: Experimental sequence. (a) From MOT loading to optical transport. (b) From tweezer loading to the end of the sequence. The cavity experiment, highlighted in red, takes a small fraction of the experimental cycle time. Long time steps, shaded in gray, are not to scale.
4.1 MOT

The sequence begins with laser cooling and trapping in 2D and 3D MOTs. Our 2D MOT creates an atomic beam directed into the MOT chamber, where we load a 3D MOT for 0.5 s. During MOT loading, the MOT gradient is 16 G/cm and the cooling light detuned from the $^87\text{Rb} \ F = 2 \rightarrow F' = 3$ transition by $-2\pi \times 17$ MHz. 3D MOT loading is followed by a 10 ms compressed MOT (cMOT), wherein the 3D MOT field gradient is ramped to 28 G/cm and the cooling light detuning brought to $-2\pi \times 30$ MHz. Then the magnetic field gradient is turned off altogether for a stage of polarization-gradient cooling (PGC) under zero magnetic field. The cooling light detuning is set to $-2\pi \times 60$ MHz, and the repump intensity is reduced.

Coarse optimization of the 2D MOT can be done using a security camera looking down the axis of the 2D MOT glass cell. When the 2D MOT is optimized, one can see fluorescence from the atomic beam overlapped with the differential pumping tube leading from the 2D MOT cell to the 3D MOT chamber. The position of the atomic beam is tuned using the current to each of the four 2D MOT coils, after the 2D MOT beam polarizations and power balance has been set. Fine-tuning of the 2D MOT is done using the 3D MOT atom number as an optimization signal, by measuring the 3D MOT atom number in absorption imaging or by detecting 3D MOT fluorescence with a photodiode and oscilloscope. The latter method allows for a simpler 2D MOT optimization sequence, just toggling the 3D MOT on and off, and a faster duty cycle. This photodiode should not be used to optimize the 3D MOT parameters, as it may lead you to an odd 3D MOT configuration that sends maximal fluorescence to the photodiode but does not optimize the atom number.

The 3D MOT parameters are optimized using MOT absorption imaging. The security camera, now looking into the 3D MOT chamber through the viewport opposite the 2D MOT cell, comes in handy again for optimizing PGC: when the atom number is sufficiently high and PGC is working, one can see the atomic vapor slowly diffuse during a long ($\sim 1$ s) PGC duration. Otherwise, the atoms rapidly disappear and can even be seen to be pushed in a particular direction by unbalanced cooling beams.

Typical 2D MOT and 3D MOT operation typically results in loading roughly $1.5 \times 10^8$ atoms in 2 seconds; we use a MOT loading time of 0.5 s for a rapid experimental cycle, since only a few atoms are used for the ultimate cavity experiment.

4.2 Optical transport

The transport optical dipole trap (ODT) is turned on during PGC, focused at the MOT location with a power of 6 W. Overlap between the MOT and ODT is optimized using the MOT absorption imaging signal. The location of the center of the MOT can be seen by imaging a small MOT immediately following PGC, and tuned by adjusting bias fields during MOT loading.\footnote{Remember to turn the bias fields off for PGC, which requires zero magnetic field!} The optically trapped atoms can be seen after allowing the MOT to
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Figure 4.2: MOT chamber absorption imaging. Atoms trapped in the ODT can be seen above the falling MOT. The inset shows the ODT with optimized atom loading.

drop away for tens of milliseconds; see Fig. 4.2. Using this signal, the transport ODT atom number is optimized by tuning the MOT position (bias fields), PGC duration, and TFL2 focal position. The ODT alignment can also be adjusted if necessary, but this will require realigning the ODT to the cavity and tweezer array as well. Typical ODT loading after a 2 s MOT yields $5 \times 10^5$ atoms at a temperature of about 30 $\mu$K. During the PGC and ODT loading word, the cooling light is left on for 5 ms longer than the repump light. This prepares the atoms in the $F = 1$ ground state, which results in improved transport efficiency compared to $F = 2$ atoms.

The atoms are transported into the science chamber by tuning the TFL2 focal power from about $-1$ dpt to $-5.6$ dpt using a two-point cubic spline. A transport duration of 2 s results in transport efficiency of over 60%, measured using repeated back-and-forth transport between the MOT and science chambers. For fast cycle time, we operate at the shortest transport duration of 1.5 s; we have found that faster transport results in unmanageable atom loss.

4.3 Cavity, ODT, and tweezer alignment

In the science chamber, the transport ODT, tweezer array, and fluorescence imaging molasses must meet at the center of the science cavity, a tricky alignment when no initial signal is present. Here I take a brief detour from the description of the experimental sequence to describe how this alignment is done, using the side absorption imaging and upper fluorescence imaging systems in the science chamber after transport.
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Figure 4.3: Science side absorption imaging. (a) The large field of view encompasses the whole science cavity, here illuminated with the large absorption imaging beam. Gray and red boxes indicate the regions shown in (b-c) and (d-e). (b) The optically trapped atomic cloud after transport into the science cavity. (c) When the transport ODT intersects with a bright cavity lock mode, atom loss is apparent. (d) The BAB, aligned to the transport ODT using this atom loss signal, serves as a guide beam for the tweezers. (e) PGC within the transport ODT due to properly aligned fluorescence imaging molasses (molasses 1) is visible as a density enhancement.

4.3.1 Side absorption imaging

The side absorption imaging system has a large field of view that encompasses the entire science cavity, viewed at an angle of 45°. This is shown in Fig. 4.3(a).

First, the transported atom cloud is centered within the science cavity, as shown in Fig. 4.3(b), by tuning TFL2. Note that the atom cloud is very long along the transport axis: a Gaussian beam waist of 50 µm at the transport ODT wavelength of 1064 nm has a Rayleigh range of 7.4 mm, fully spanning the projection of the science cavity at its 45° orientation. Still, variation of .05 in the TFL2 cavity diopter setting leads to displacement of the transport ODT from the cavity center and poor tweezer loading. The transport ODT monitoring pinhole described in Section 3.2.2 assists with frequent adjustment of this control parameter.

The transport ODT is then aligned vertically to the cavity axis by locking the cavity with a large amount of cavity lock light. When the transported atoms hit the cavity lock mode, atom loss is clear in the absorption imaging: Fig. 4.3(c). Under normal experimental
operation, the cavity lock intensity is reduced to a level that does not cause this loss.

Now the tweezer array must be aligned to the intersection of the cavity and ODT. Tweezer-trapped single atoms are not visible in side absorption imaging, so a resonant guide beam propagating through the chamber from below is used for tweezer alignment. This beam is the 780 nm blow-away beam (BAB), used also for state detection as described in Section 4.5.3. The BAB blows a hole in the atom cloud held in the transport ODT, as shown in Fig. 4.3(d), which is then aligned to overlap with the cavity intersection point. When the BAB is aligned to the upper Zyla camera and the tweezer light aligned to the BAB, the tweezer array is at the correct location with respect to the cavity and ODT, and within the field of view of the single-atom fluorescence imaging system.

Single-atom fluorescence imaging also requires proper alignment of the imaging molasses, using the molasses 1 path described in Chapter 3.2.3. With the retroreflection blocked, the molasses light blows a hole in the ODT-trapped cloud, similar to the BAB. When the retroreflection is aligned well (and both beams correctly polarized for optical molasses), the effect of PGC is visible as a density enhancement in the center of the cloud: see 4.3(e).

### 4.3.2 Fluorescence imaging

After aligning the ODT, cavity, tweezers, and molasses using side absorption imaging, fluorescence imaging is used for the final alignment of the imaging system and tweezer focal plane, and more careful optimization of the imaging molasses. The objective’s vertical \( z \) position is tuned using a piezo-actuated translation stage to image the ODT-cavity plane, as shown in Fig. 4.4(a). Note that the optimal imaging parameters (molasses detuning and exposure time) are different for imaging atoms trapped in the transport ODT versus the tweezer array.

Fluorescence imaging of the ODT can also be used to see the cavity position, as the cavity lock light effects an ac Stark shift that changes the effective molasses detuning at the cavity location. This is shown in Fig. 4.4(b), and is the basis of the ac Stark shift measurement described in Ref. [53] and Chapter 5.

Finally, the tweezer array, aligned to the counter-propagating BAB as a guide, is overlapped with the ODT, enhancing the density of the trapped gas at the tweezer locations. The tweezer focal plane is adjusted to maximize this signal, shown in Fig. 4.4(c), using the tweezer fiber output collimator. This completes the alignment procedure used to prepare for single-atom fluorescence imaging.
4.4 Single atom trapping and imaging

After transport, the atoms are loaded in the tweezer array. The tweezer light is ramped on in a cubic spline over 10 ms, after which time the ODT is turned off and molasses light, detuned from the $^{87}\text{Rb}$ cooling transition by $-2\pi \times 30$ MHz, turned on. Photo-assisted collisions mediated by the molasses light leave each tweezer with an occupation of zero or one atom [27]. A 25 ms hold time ensures that the transport ODT atoms have fallen away before a fluorescence image with an exposure time of 100 ms is taken to determine the initial tweezer occupation.

An averaged image of a ten-tweezer array and histogram of the measured counts within the indicated region of interest (ROI) are shown in Fig. 4.5. Using a threshold, we determine if each tweezer contains an atom. For the work in this thesis, this image is used to postselect data with atoms. Since I left the lab, the experiment has been upgraded with deterministic tweezer loading, as has become typical for tweezer array experiments after the first demonstrations in Refs. [29, 30].

4.4.1 Moving tweezers

For the work in Ref. [54] and Chapter 6, we use a two-tweezer array in two configurations: first, atom A is held within the cavity and atom B without, and then the array is translated through the cavity to place atom B within the cavity and atom A without (on the other side). The tweezers are moved by sweeping the frequency tones driving the AOD, programmed using an arbitrary waveform generator (AWG). Care must be taken to match up the phases between the static tweezer waveforms and the sweep waveform, which is initiated with a trigger using the “sequence replay” mode of the Spectrum Instrumentation M4i6631-x8 AWG. We use a
4.5 State preparation and detection

After the atoms have been trapped and imaged in the tweezer array, we perform state preparation, according to the experiment that will follow. For the results presented in Chapter 5 and Ref. [53], no state preparation is necessary, as the ac Stark shift measurement is based on state-insensitive fluorescence imaging. For the results presented in Chapter 6 and Ref. [54], we prepare the atom in the $F = 2$ or $F = 1$ ground state manifold to characterize the single-atom cavity measurement, or in the $|F = 2, m_F = 0\rangle$ clock state for the two-atom Ramsey experiment. In future work, we might wish to prepare the atoms in the $|F = 2, m_F = \pm 2\rangle$ states, which can achieve the strongest Jaynes-Cummings coupling $g$ to $\sigma^\pm$-polarized cavity modes, per the stretched-state Clebsch-Gordon coefficients.\(^2\) Here I will describe our state preparation protocols for all of these, as well as our loss-based state detection method.

\(^2\)Circularly polarized cavity probe light can also effect optical pumping to the stretched states, as we learned while studying the cavity transmission measurement; see Section 6.4.2.
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4.5.1 Manifold preparation

Preparing atoms in the $F = 2$ and $F = 1$ manifolds without Zeeman-specificity is straightforward and technically easy, due to the large hyperfine splitting of $2\pi \times 6.8$ GHz. State preparation just requires illumination with light at the right frequency, independent of polarization.

Preparation in the $F = 2$ manifold is achieved by illuminating the atoms with repump light that enters the science chamber through the side absorption imaging path; see Section 3.2.3. We call this the “global repump” light, as the large beam illuminates the entire tweezer array. This name distinguishes it from the “local repump” beam, which enters the science chamber from the upper probe path and is tightly focused in the center of the cavity for local cavity state detection. Illumination with global repump light for 2 ms prepares the atoms in $F = 2$ with a state preparation error below 0.6%. As discussed in Ref. [54], we cannot distinguish state preparation error from measurement error, but we see that longer repump time does not help.

Preparation in the $F = 1$ manifold is done analogously, by illuminating the atoms with depump light resonant with the $F = 2 \rightarrow F' = 2$ transition. We initially used $F = 2 \rightarrow F' = 3$ cooling light for preparation in the $F = 1$ manifold, as is done before optical transport. However, since it relies on off-resonant coupling through the $F' = 2$ excited state, this method is slower and lower effective than using resonant $F = 2 \rightarrow F' = 2$ depump light. The depump light used for $F = 1$ manifold preparation enters the science chamber through the “molasses 2” path. Illumination with depump light for 0.75 ms prepares $F = 1$ atoms with a state preparation error below 0.9%.

4.5.2 Zeeman state preparation

Preparation in a specific $|F = 2, m_F \rangle$ Zeeman state requires simultaneous illumination with depump and repump light. Proper polarization configurations of depump light create so-called “dark states” within the $F = 2$ manifold, from which there are no dipole-allowed transitions that the depump light can drive. After multiple scattering events between the $F = 2$ and $F = 1$ manifold, the atom is eventually optically pumped into the dark state, where it remains. The polarization of the repump light is not important, as dipole selection rules do not create dark states with respect to the $F = 1 \rightarrow F' = 2$ transitions. The depump polarizations used to optically pump the atoms into the $|F = 2, m_F = -2, 0, +2 \rangle$ dark states are shown in Fig. 4.6. We perform all of our optical pumping with a magnetic field of 5 G applied in the $+z$ vertical direction, ramped linearly in 5 ms from the zero-field condition used for fluorescence imaging. After optical pumping, the field is ramped in another 5 ms to the desired configuration for the cavity experiment.
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Figure 4.6: Optical pumping and dark states. Simultaneous illumination with repump and depump light of a particular polarization optically pumps $^{87}$Rb atoms to the desired Zeeman state. (a) $\sigma^-$–polarized light pumps to $|F = 2, m_F = -2\rangle$. (b) $\pi$–polarized light pumps to $|F = 2, m_F = 0\rangle$. (c) $\sigma^+$–polarized light pumps to $|F = 2, m_F = +2\rangle$.

**Stretched states**

Atoms are optically pumped to the $|F = 2, m_F = \pm 2\rangle$ stretched states under illumination with $\sigma^+$– or $\sigma^-$–polarized depump and repump beams, which enter the science chamber through the lower probe fiber. The $L/4$ configurations for $\sigma^\pm$ pumping are indicated in Fig. 3.9(c).

Our best stretched-state preparation was achieved with a repump power of approximately 30 $\mu$W and depump power of approximately 15 $\mu$W, measured at the output of the lower probe fiber, and an optical pumping duration of 35 $\mu$s. Note that this was done with the lower probe fiber output collimated, generating an optical pumping beam waist of roughly 60 $\mu$m at the atoms for global state preparation in the tweezer array. We estimate this $m_F$ state preparation fidelity to be about 95%, based on the Zeeman spectrum measured using Landau-Zener sweeps; see Section 4.5.3. This could likely be improved with more careful optimization.

**Clock state**

Atoms are optically pumped to the $|F = 2, m_F = 0\rangle$ clock state under illumination with repump and $\pi$–polarized depump. Selection rules forbid the $|F = 2, m_F = 0\rangle$ to $|F' = 2, m'_F = 0\rangle$ $\pi$ transition, for which $\Delta F = \Delta m_F = 0$. $\pi$–polarized depump light is sent into the chamber via the molasses 2 path, with its polarization set to be vertical. This polarization setting is very sensitive, as misalignment between the magnetic field axis and depump polarization allows $\sigma^\pm$ transitions out of the $|F = 2, m_F = 0\rangle$ state, making the dark state “less dark.” Simultaneous repump illumination comes through the side absorption imaging “global repump” path. The global repump polarization is the linear opposite of the molasses 2 path: horizontal, or a mix of $\sigma^\pm$.

---

3The lower probe collimating lens was later adjusted to generate a small lower probe beam waist of 13 $\mu$m for local cavity fluorescence detection; see Section 3.2.5.
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As with optical pumping to the stretched states, \( \pi \) optical pumping is done with roughly comparable intensities of depump and repump light. As the molasses 2 and side imaging paths generate quite different beam waists at the atoms (see Section 3.2.3), these intensities were set to be roughly equal by looking at the depump and repump timescales under illumination with each beam alone. An optical pumping duration between 200 \( \mu s \) and 1 ms yields a \(|F = 2, m_F = 0\rangle\) state preparation fidelity of 90%.

4.5.3 State detection

We perform global state detection by driving state-selective loss using resonant \( F = 2 \rightarrow F' = 3 \) light as a “blow-away beam” (BAB), which blows away atoms in the \( F = 2 \) ground state, and then imaging the remaining \( F = 1 \) atoms. This is a standard state detection technique, also referred to as “push-out” detection [137–139]. Global BAB state detection is useful for optimizing state preparation and microwave protocols, and provides an important complement to the single-atom cavity detection that we demonstrate in Chapter 6 and Ref. [54], which is not particularly well-suited to measuring the state of many atoms in a tweezer array.

The BAB shares the lower probe path, also used for stretched-state optical pumping and local cavity detection. Early state detection efforts used the large side absorption imaging beam as a BAB, but the smaller lower probe beam achieves better state detection fidelity. Future work may benefit from adding a second lower probe path to accommodate the different output beam waists required for global BAB detection and stretched-state optical pumping versus local cavity detection; currently, these are configured manually by adjusting the setting of the lower probe collimating lens.

Zeeman state detection

Zeeman state population within the \( F = 2 \) manifold is measured by adding microwave manipulation under an applied magnetic field before BAB or cavity state detection: a microwave Landau-Zener (LZ) sweep is performed, centered at some microwave detuning \( \delta \nu_{MW} \) from the \( F = 1 \rightarrow F = 2 \) hyperfine transition frequency of 6.8 GHz. These LZ sweeps have a duration of 20 ms and total sweep range of roughly 70 kHz, set using a frequency modulation magnitude of 50 kHz on the IFR front panel and linear Cicero control voltage sweep of MW_freq_sweep from \(-1\) to \(1\) V; see Section 3.4 for a complete description of the microwave system. When the LZ sweep range encompasses the correct Zeeman-shifted transition frequency, atoms are adiabatically transferred from \(|F = 2, m_F\rangle\) to \(|F = 1, m'_{F}\rangle\). The BAB is then applied, blowing away all remaining \( F = 2 \) atoms, so that the final fluorescence image of the \( F = 1 \) atoms indicates the initial \(|F = 2, m_F\rangle\) population.

Fig. 4.7 shows the LZ transfer probability as a function of \( \delta \nu_{MW} \) for atoms prepared in the \( F = 2 \) manifold without Zeeman-state selectivity, as described in Section 4.5.1. The unpolarized microwave field drives transitions at 7 resonance frequencies, as indicated, separated by a frequency difference of 1.2 MHz that corresponds to an applied magnetic field of
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Figure 4.7: Zeeman state detection. (a) Landau-Zener (LZ) sweeps centered at $\delta \nu_{MW}$ drive transitions from $|F = 2, m_F\rangle$ to $|F = 1, m'_F\rangle$. (b) The $F = 1$ detection probability versus $\delta \nu_{MW}$ exhibits 7 peaks at the Zeeman-shifted transition frequencies ($\delta \nu_{MW} > 0$ shown here). These data are taken with a probabilistically loaded ten-tweezer array. The peak on the right, corresponding to the $|F = 2, m_F = 2\rangle \rightarrow |F = 1, m_F = 1\rangle$ transition, is maximized to optimize $\sigma^+$ optical pumping; the center peak, corresponding to the $|F = 2, m_F = 0\rangle \rightarrow |F = 1, m_F = 0\rangle$ transition, is maximized to optimize $\pi$ optical pumping.

1.7 G. The broad widths of the resonances may be due to magnetic field noise or fictitious magnetic fields due to circularly polarized tweezer light.

From data such as these, we calculate the Zeeman state populations, assuming constant LZ transfer efficiency for $\sigma^\pm$ and $\pi$ transitions due to our uncontrolled microwave polarization. Optical pumping is optimized by maximizing the peak (or peaks) corresponding to transitions out of the desired $|F = 2, m_F\rangle$ initial state. This signal is also used to zero the magnetic field in the science chamber, tuning the field to collapse the peaks onto the zero-field resonance.

4.6 Cavity experiment

After atoms have been cooled, trapped, and delivered to the tweezer array, imaged for postselection based on tweezer population, and prepared in the desired initial state, the cavity experiment begins. This portion of the sequence varies greatly based on the experiment in question. The two cavity experiments that were performed during my PhD are described in Refs. [53, 54], with more detail given in Chapters 5 and 6. The cavity experiment duration is a small fraction of the experimental cycle time, which is dominated by atom preparation, specifically MOT loading and optical transport.

After the cavity experiment concludes, reference images are taken to determine the final tweezer occupation and measure background imaging and cavity detection levels. Finally, the cavity probe is swept across cavity resonance to measure the empty cavity transmission profile, used to track the cavity frequency drift during long experimental runs.
Chapter 5

Cavity characterization using single atoms

This chapter discusses our published experimental work on using single tweezer-trapped atoms for superresolution microscopy of optical fields, published in Ref. [53] and provided in Appendix A. The text below presents additional material and does not reproduce the content of that published work.

This chapter discusses our characterization of our bichromatic cavity, using single atoms as scanning probes to measure the local ac Stark shift due to cavity light at the cavity probe and cavity lock wavelengths. What began as our attempt to understand the relative phase between the nearly commensurate probe and lock standing waves became a result in single-atom sensing, where the cavity fields serve as standing-wave “test patterns” for a superresolution measurement. This work is published in Ref. [53] and demonstrates the key features of our apparatus in action, despite being a bit of a detour from our general motivation in cavity QED. Ref. [53] is included in Appendix A.

In this chapter, I start with a description of the bichromatic cavity and how we got into this project initially, before elevating the work to a stand-alone project. Then I describe the basic measurement method, followed by some details on the measurement sensitivity and noise, and how the performance of our realized single-atom sensor compares to an ideal one. This discussion was motivated by questions we received during peer review, and may also be useful to those who wish to improve the sensor performance in the future. I also discuss the measurement resolution, and the data processing used to detect and correct a slow relative drift between the tweezer array and cavity, after which we were able to achieve a superresolving measurement. Finally, I detail the model and fit function used to characterize the cavity probe mode in Ref. [53], and summarize the experimental takeaways from this work that I believe will be most relevant for our future experiments in cQED.
5.1. BICHROMATIC CAVITY

Justin Gerber’s dissertation [127] provides a lengthy discussion of our bichromatic cavity, including its motivation, technical details about the coatings, and a thorough consideration of how to tune the atom-probe coupling in a one-dimensional lattice formed by the cavity locking light, referred to here as the cavity trap. Briefly, our thinking was as follows: A cavity coated for high reflectivity at both the $^{87}\text{Rb}$ probe wavelength of 780 nm and also its doubled wavelength, 1560 nm, can be tuned to be simultaneously resonant with light at both wavelengths. The 1560 nm light can then be used not only to lock the cavity, but also to trap atoms in an optical lattice that is perfectly registered to the probe standing wave. Atoms trapped at antinodes of the 1560 nm cavity trap will experience identical coupling to the cavity probe, at least over some large region in the center of the cavity where the atoms are trapped. This method is used in several other $^{87}\text{Rb}$ cQED experiments [72, 133], and is also related to the method used in our predecessor cavity experiment E3, which uses an

Figure 5.1: Bichromatic cavity mode overlap. Blue: cavity lock light ($\lambda = 1560$ nm) trapping potential $V_{\text{lock}}$ in arbitrary units, with atoms (green) at trap minima. Orange: cavity probe ($\lambda = 780$ nm) coupling strength $|g|^2$ in arbitrary units. (a) Desired overlap: probe antinodes aligned with trap minima. (b) Worst-case scenario: zero probe coupling at trap minima. (c) Spatial offset $\delta x$ between cavity lock and probe modes.
optical lattice wavelength of 845 nm to effect different atom-cavity coupling at neighboring lattice sites [87].

The specific cQED coupling at trap minima depends on how close the cavity probe and lock beams are to the exact wavelength-doubled condition, $\nu_{\text{probe}} = 2\nu_{\text{lock}}$, as well as the reflection phase of each beam on the cavity mirrors. For most cQED experiments, we would desire maximum coupling to the probe, or alignment of the probe and trap antinodes; see Fig. 5.1. The opposite phase registration, with atoms trapped at locations of zero probe-atom coupling, would be found at the next adjacent longitudinal mode of the cavity probe, one free spectral range away. Asymmetric mirror phases might yield some other axial displacement between the probe and lock modes at the center of the cavity; one could work around this by tuning the probe and lock frequencies and moving the atoms away from the center of the cavity to obtain the desired probe coupling.

However, to control the phase overlap between the cavity probe and lock light, we must be able to measure it. In the lab, we initially planned to distinguish between the maximum and minimum coupling conditions, Fig. 5.1(a) and (b), by overlapping the cavity lock light with adjacent longitudinal probe modes and observing a difference in the dispersive cavity shift due to atoms trapped in the cavity locking lattice. As we thought about the fully general problem, though, including possibly asymmetric reflection phases on the cavity mirrors, we realized this might be more complicated—in the meantime, we trapped and imaged single atoms in the tweezer array! And as we learned about fluorescence imaging in the presence of the large excited-state ac Stark shift of the cavity trap light, we realized that we could use single atom imaging to measure the ac Stark shifts of the cavity beams directly, characterize the probe-lock overlap, and come up with an interesting quantum sensing result as well.

Since then, all our work has been done using the tweezers to trap single atoms—we do not rely on the cavity lock light to trap the atoms at a specific position with respect to the cavity probe standing wave. But, still, the local intensity (or intensity gradient) of cavity lock light at the locations of tweezer traps may end up being important, either of use or as a hindrance, due to the strong ac Stark shift on the atomic excited state. This can interfere with atom-light interactions, or it can indeed be used as a tool to shift an atom’s resonance in a controlled way. We may also become interested in the local intensity of light at other wavelengths, and in other longitudinal or transverse modes of the cavity. Our ability to map out light fields will be important again when that happens.

5.2 Measurement sensitivity

Our measurement is based on imaging single atoms with near-resonant fluorescence light and converting the detected photon number to the local ac Stark shift, $\delta_{\text{ac}}$, through the relation between the atomic scattering rate, $\Gamma_{\text{sc}}$, and detuning of the imaging light, $\Delta = \omega_L - \omega_0$. In some measurement time $\tau$, with detection efficiency $\eta$, we detect an average of
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\[ n = \Gamma_{sc} \tau \eta = \frac{A}{(\omega_L - \omega_0 - \delta_{ac})^2} \]  
\hfill (5.1)

The proportionality constant \( A \), a function of atomic parameters, imaging light intensity, exposure time, and detection efficiency, is experimentally obtained by performing a fit to reference data of photon counts versus imaging light detuning, taken in the absence of an optical field under measurement.

Inverting this equation, we obtain \( \delta_{ac} = \omega_L - \omega_0 - \sqrt{A/n} \), and through standard error propagation determine the uncertainty in \( \delta_{ac} \) due to the uncertainty in \( n \):

\[ \text{Var}(\delta_{ac}) = \left( \frac{\partial \delta_{ac}}{\partial n} \right)^2 \text{Var}(n) = \frac{1}{4} \frac{A}{n^3} \text{Var}(n) \]  
\hfill (5.2)

This variance is converted to measurement sensitivity \( S \), in units of MHz/\( \sqrt{\text{Hz}} \), by dividing it by the measurement rate, \( 1/\tau \), and taking the square root.

### 5.2.1 Shot noise limit

The fundamental limit to photodetection noise is the shot noise limit. Plugging \( \text{Var}(n) = n \) into Eq. (5.2), we obtain the measurement sensitivity

\[ S = \sqrt{\frac{1}{4} \frac{A}{n^2} \tau} = \sqrt{\frac{A}{4(\eta \Gamma_{sc})^2 \tau}} \]  
\hfill (5.3)

The measurement sensitivity is fundamentally limited by the maximum scattering rate of the atom, \( \Gamma/2 \). However, Eq. (5.1) and the treatment that follows are only valid in the far-detuned, low-saturation regime, where we are limited to a lower scattering rate. We operate in this regime to avoid atom loss and ensure continuous operation of the sensor with simultaneous laser cooling. We observe that the experimental limit of photon flux on the camera is about 1700 photons in 500 ms, occurring at a minimum detuning of the imaging light from the transition’s ac-Stark-shifted resonance of \( \Delta - \delta_{ac} = -2\pi \times 30 \text{ MHz} \). This photodetection rate would yield a shot-noise-limited sensor performance of \( 2\pi \times 250 \text{ kHz}/\sqrt{\text{Hz}} \).

### 5.2.2 Photodetection noise

Our measurement is not shot-noise-limited, however. Electronic read noise, background light, and atomic internal dynamics all contribute additional variance to the measured photon count distribution, making the sensor performance worse.

In this section, as I attempt a careful accounting of our photodetection noise, I primarily work in the units reported by our Andor Zyla 2.4 sCMOS camera: analog digital units (ADU), or “counts.” The conversion from ADU to photons quoted in the Zyla manual is 0.28; we convert between ADU and photon units to properly account for photon shot noise.
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Figure 5.2: Imaging photodetection noise. Blue, orange (overlapping): counts detected during imaging exposures of 50 and 500 ms with the camera’s lens cap on. The mean indicates an offset of 105 counts per pixel; the variance represents electronic read noise. Green, red: no-atom and one-atom counts in an imaging exposure of 500 ms. The variance of the no-atom distribution is well-explained by the shot noise of the background light. The one-atom distribution exhibits super-Poissonian noise. All data are counts detected within a ROI of 300 pixels.

Electronic read noise

We measure the electronic read noise by taking repeated camera exposures of 50 and 500 ms with no light on and the lens cap over the camera. The results of the two measurements are identical, indicating that the measured counts are just read noise and not due to background light. In our single-atom imaging, we look at a region of interest of $20 \times 15$ pixels around each tweezer position, so the observed count number is the total for 300 pixels.

As shown in Fig. 5.2, the average counts detected in a “dark” exposure of 50 or 500 ms is 31500, or 105 per pixel. The mean is just an offset that can be subtracted. More relevant to us is the width of the distribution, which has a variance due to electronic read noise of $\sigma_{\text{rn}}^2 = 12800$. This seems to indicate a per pixel $e^-$ read noise of 6.5 counts, far exceeding the median level of 0.9 counts/pixel specified in the Zyla manual. This discrepancy may be related to suboptimal configuration of the camera settings and should be investigated further for future work that would benefit from reduced photodetection noise.
5.2. **MEASUREMENT SENSITIVITY**

### Background light

The additional noise due to background light is obtained from “no-atom” images. The average count is higher than the read noise level by 2500, indicating the detection of 700 photons of background light. The variance increases to 22200, due to the Poissonian shot noise of the background light. Note that the comparison is a little confusing with the conversion factor of 0.28 between ADU and photons: photon statistics are Poissonian—\( \text{Var}(n) = n \)—in units of photons, not ADU!

Adding the additional ADU variance expected from the shot noise of 700 photons, \( 700/(0.28)^2 \), to the measured read noise variance, 12800, yields an expected variance of 21700; we observe 22200. The background light is thus basically Poissonian and well-understood.

### Super-Poissonian atomic emission

The photons scattered by the atoms exhibit additional noise above shot noise. Looking specifically at the detected photon counts for an atom imaged at a molasses detuning of \(-2\pi \times 54\) MHz, the average count has increased by 4200 ADU counts (roughly 1200 photons), whose shot noise, when added in quadrature to the noise sources we have already discussed, would yield a variance of 27800 ADU counts. Instead, the observed distribution has a variance of 46200.

We attribute the fact that the light collected from the atom has super-Poissonian fluctuations to internal state dynamics of the atom: the illuminated atom can be depumped into the dark \( F = 1 \) ground state through off-resonant coupling to the \( F = 2 \rightarrow F' = 2 \) transition for a variable amount of time before being repumped back into the bright \( F = 2 \) ground state to continue scattering light on the \( F = 2 \rightarrow F' = 3 \) transition. Thermal position fluctuations of the atom may be a source of additional noise as well.

We quantify the increased variance using a Fano factor \( F \) [140], setting \( \text{Var}(n) = Fn \), for the photon number \( n \) detected above the reference (no atom) level. From the measured “one-atom” photon number distributions at several measurement settings, including the one shown in Fig. 5.2, we determine a conservative Fano factor of 3.

#### 5.2.3 Actual measurement sensitivity

Electronic read noise, background light, and super-Poissonian noise of the detected atomic fluorescence all contribute to worse sensor performance than the fundamental shot noise limit given in Eq. (5.3), with single-shot measurement sensitivity now given by

\[
S = \sqrt{\frac{1}{4} \frac{A}{n^3} (\sigma_{rn}^2 (0.28)^2 + n_{\text{background}} + Fn_{\text{atom}}) \tau}
\]  

(5.4)

Here, as in Eq. (5.3), \( n \) is in units of photons, not ADU, so the read noise variance \( \sigma_{rn}^2 \) is multiplied by the squared ADU-photon conversion factor \( (0.28)^2 \).

At the maximum photodetection rate, where the shot-noise-limited sensor sensitivity would be \( 2\pi \times 250 \text{ kHz/} \sqrt{\text{Hz}} \), we achieve \( 2\pi \times 500 \text{ kHz/} \sqrt{\text{Hz}} \).
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5.2.4 Sensor speed and dynamic range

Related to the measurement sensitivity are two other important quantities characterizing any sensor: speed and dynamic range. The development of fast scanning probe techniques is motivated by the desire for simultaneously spatially and temporally resolved sensing [141, 142]. However, there is a fundamental tradeoff between measurement sensitivity, quoted in units per $\sqrt{\text{Hz}}$, and speed. The time $\tau$ that appears in the expressions for sensitivity given above refers to the exposure time of our fluorescence imaging, and the sensitivity exhibits characteristic scaling with the inverse square root of $\tau$. However, our actual sensor speed is limited by the experimental cycle time. For this work, the atom preparation sequence, consisting of loading a MOT, transferring atoms into an optical dipole trap, optically transporting the atoms into the cavity, and loading the optical tweezers (see Chapter 4), took about 3.5 seconds. The tweezer-trapped atoms were then interrogated in 10 exposures of 500 ms each, at different imaging detunings. Reducing the experimental cycle time would increase the sensor speed at no cost to the measurement sensitivity.

Our consideration of sensor speed came after we took the data in Ref. [53], which were collected in long experimental scans of multiple parameters that were not optimized for speed. To be specific, the data in Ref. [53], Fig. 3 (also included in Appendix A), which shows the spatially resolved scanning probe measurement of the cavity lock light, took about five hours to collect, interspersed through a longer experimental scan of about 20 hours. Each atom was imaged in ten different imaging exposures taken at different imaging detunings, only one of which was ultimately used for the measurement. Optimizing for speed and instead interrogating each atom at the optimal frequency 10 times per iteration, the same quantity of data—between 5 and 40 seconds of averaging time at each tweezer position—could be collected in about 30 minutes, or half that with deterministic tweezer loading.

The dynamic range is also intrinsically related to the measurement sensitivity, by the simple fact that it is difficult to measure signals very precisely over a large amplitude range [6]. For a specific setting of the imaging detuning $\Delta$ and exposure time, the dynamic range is bounded by the minimum and maximum photon counts that can be detected, above the photodetection noise floor at large $|\Delta - \delta_{ac}|$ and below the limit of scattering-induced heating and loss at decreasing $|\Delta - \delta_{ac}|$. With an exposure time of 500 ms, the measurable range of $\delta_{ac}$ is between approximately $\Delta + 2\pi \times 30 \text{ MHz}$ and $\Delta + 2\pi \times 80 \text{ MHz}$. Decreasing the exposure time would increase the measurement sensitivity, but would also decrease the workable range of $\Delta - \delta_{ac}$. This range can be adjusted to include a signal of interest by changing the imaging detuning $\Delta$.

A more fundamental limit to the dynamic range of the sensor is reached when the light under measurement begins to interfere with the measurement process in one of three ways. Our imaging requires PG cooling to balance the heating due to Rayleigh scattering of the imaging light, leading to a steady-state temperature; when the Rayleigh scattering of the light under measurement approaches that of the imaging light, the steady-state temperature will increase and result in worse measurement resolution and, eventually, atom loss. The light under measurement can also effect state-dependent light shifts that interfere with PG...
cooling. We observed increased atom loss when the cavity lock light’s scalar ac Stark shift $\delta_{\text{ac}}$ reached about $2\pi \times 100$ MHz, which may be explained by the corresponding tensor ac Stark shifts and this effect. Finally, the measurement light can exert a force that pulls the atom out of the tweezer, imposing another limit on the measurable field. These limits will be reached at different intensities and in different orders depending on the wavelength of the light being considered, the depth of the tweezer trap, and the parameters of the imaging light and PG cooling.

5.2.5 Thermal broadening

In the above, I have only considered the measurement uncertainty $\text{Var}(\delta_{\text{ac}})$ arising from photodetection noise $\text{Var}(n)$. $\delta_{\text{ac}} = \omega_L - \omega_0 - \sqrt{A/n}$ A more complete treatment would also account for the spectral broadening of the ac Stark shift due to the tweezer trapping light, $\delta_{\text{twz}}$, whose average is subtracted from the measured ac Stark shift to obtain $\delta_{\text{ac}}$ of the cavity field, explicitly included as $\delta_{\text{ac}} = \omega_L - \omega_0 - \delta_{\text{twz}} - \sqrt{A/n}$. For our largest tweezer depth, $\delta_{\text{twz}}$ is as large as roughly $2\pi \times 40$ MHz, and based on our estimate of the atomic cloud width (see Section 5.3.2 below), we expect that the atoms thermally sample such a shift with a variance of roughly $(2\pi \times 4$ MHz)$^2$.

However, the atoms sample the ac Stark shift of the tweezer on their motional timescale on the order of $t \sim 10$ $\mu$s, much shorter than the exposure time $\tau$. The contribution of $\delta_{\text{twz}}$ to the variance of $\delta_{\text{ac}}$ is thus reduced by a factor of $t/\tau$, to roughly $(2\pi \times 20$ kHz)$^2$. This is negligible compared to the photodetection noise.

5.3 Finite measurement contrast

A major part of our result in Ref. [53] is the demonstration of a superresolution measurement, which is not limited by the diffraction limit of our optical imaging system. Rather, the measurement resolution is limited by the thermal extent of the tweezer-trapped atoms, after we correct for a slow drift between the tweezer array and the cavity mode. Here I will explain how we observe and correct the relative drift in data analysis, and discuss the measurement contrast that we ultimately achieve.

5.3.1 Detecting and correcting thermal drift

The axial scans of the cavity lock mode shown in Ref. [53], Fig. 3—reproduced in Appendix A—represent part of a large experimental scan taken over the course of a full day (see Section 5.2.4). On this timescale, we observed that the tweezer positions drift relative to the cavity, resulting in poor contrast of the cavity axial pattern when averaged across the full data set.

We account for this drift by looking at the repeated axial scans in a time-resolved way, breaking the full dataset of 160 measurements at each of 10 axial positions, scanned using
Figure 5.3: Tweezer array and cavity thermal drift. (a) Rolling averages of detected photon counts vs axial position and time. The inferred drift $x(t)$ is overlayed in gray on the photon count colormap. (b) Raw photon counts after correcting the axial drift. (c,d) ac Stark shift determined from photon counts, before and after drift correction.

The mirror piezo, into overlapping subsets of 30 measurements at each position. In the subset averages of the detected photon counts, shown in Fig. 5.3(a), we can clearly see a drift in the axial cavity field oscillation. Fits for the local oscillation phase yield the inferred relative axial drift $x(t)$ between the cavity and tweezer array, shown overlayed in gray on the photon count color map. This is then added as a correction to the position axis for each repetition of the axial scan, yielding the corrected raw data shown in Fig. 5.3(b). Note that our tweezer loading is probabilistic; shots where an atom was not loaded or was lost during the measurement have been removed in data postselection. In Fig. 5.3(c-d), we see the contrast of the observed axial oscillation increase with the drift correction, bringing us to the resolution limit discussed in Ref. [53] and in the next section.

We attribute this drift to thermal drift between the tweezer array and the optical cavity. The system was designed with passive stability in mind, with the objective that generates the tweezer array mounted directly to the vacuum chamber that holds the cavity, rather than to a separate breadboard, to minimize drift; see Fig. 3.10. But the full tweezer optics path and the optical cavity are necessarily quite far apart, and some amount of relative drift...
is not surprising. Furthermore, both paths contain piezos, on the cavity mirrors and on the piezo-controlled steering mirror that is used to scan the axial tweezer position, which are known to be large sources of drift and nonrepeatability.

The fastest drift that we observe is on the order of roughly 100 nm per hour. Unlike many experimental drifts, it does not settle when the experiment is run in a steady duty cycle, but continues to vary nonmonotonically during experimental runs exceeding 24 hours, with total drifts sometimes exceeding the cavity probe wavelength of 780 nm. This is similar to drift observed in comparable systems: Ref. [128] measures a drift between an optical lattice and addressing beam in a quantum gas microscope exceeding 1.5 \( \mu m/hr \), and corrects it with feedback on the addressing beam position.

In the work described in this chapter, the drift affects our measurement resolution; in future projects, the relative location of the tweezer array and cavity will affect the cQED coupling strength. The drift must therefore be accounted for in data analysis, investigated further and eliminated, or corrected with feedback, as in Ref. [128], for projects that require controlled cavity coupling with a well-localized tweezer-trapped atom.

5.3.2 Resolution limit

After correcting the thermal phase drift, one of the important quantities that we extract from our axial cavity mode measurements, and assess repeatedly at different experimental conditions, is the contrast \( C \).\(^2\) \( C \) quantifies the measured axial oscillation of the cavity mode, which physically oscillates between zero and some maximum, but is measured to vary between a smaller range, \( \delta_{\text{min}} \) to \( \delta_{\text{max}} \), due to finite spatial measurement resolution. It is defined as

\[
C = \frac{\delta_{\text{max}} - \delta_{\text{min}}}{\delta_{\text{max}} + \delta_{\text{min}}}
\]  

(5.5)

In our case, \( C \) provides information about the physical state of the scanning probe microscope: specifically, the thermal extent of the tweezer-trapped single-atom “probe,” which determines the measurement resolution limit. We assume that over the long imaging exposure time, the fluorescing atom wanders in position within the standing-wave cavity intensity pattern that is being imaged. We model the atom’s spatial distribution as a Gaussian with rms width \( \sigma \) and calculate its convolution with the perfect-contrast cavity standing wave with periodicity \( d = \pi/k_{\text{lock}} \), yielding the expected measurement contrast

\[
C = e^{-2k_{\text{lock}}^2 \sigma^2}
\]

(5.6)

Note that here I use a one-dimensional treatment, considering only position fluctuation along the cavity axis, where the short length scale of the cavity mode’s spatial features is comparable to the length scale of atomic motion within the tweezer trap. Orthogonal to

\(^1\)It appears to in Fig. 5.3, but this is not consistent over other datasets.

\(^2\)Not to be confused with the cavity cooperativity \( C \), which has no bearing on this work.
the cavity axis, the cavity mode varies over the much longer length scale of the mode waist, on the order of 20 µm, and atomic motion in these dimensions, i.e. both along the optical tweezer axis and also along one of the tightly focused directions of the tweezer, negligibly affects the measurement.

The best axial measurement contrast that we observe, $C = 0.47$, corresponds to an atomic spatial distribution with $\sigma = 150$ nm. Based on our estimated tweezer waist of $750(50)$ nm and trap depth of $h \times 30(2)$ MHz for these data, this spatial distribution corresponds to an atomic temperature of roughly 200 µK [143]. Such a comparison is limited in its use, however, as the atom under measurement, continually absorbing and emitting photons in optical molasses, is not well-described by an equilibrium state at some temperature. An independent “release and recapture” single-atom temperature measurement [144] might provide an interesting comparison.

We obtain the best measurement contrast for the tweezer farthest from the center of the cavity, where the cavity lock light is the least intense. The difference in estimated atom width cannot be explained by differences in the tweezers, which are uniform to within 10% across the array. Instead, we believe that where the cavity lock light is more intense, the atomic temperature is higher, due to state-dependent (tensor) shifts in the excited state manifold that interfere with polarization-gradient cooling. For even higher cavity trap intensities, we see increased atom loss and systematically low photon counts at the cavity lock antinodes, further corroborating this theory.

5.4 CAVITY PROBE MEASUREMENT

The final result presented in Ref. [53] is the characterization of cavity probe mode through a “force sensing” measurement, whereby the cavity probe is detected through its distortion of the cavity lock light measurement. Note that for our cQED work, the probe is tuned to be near the $D_2 F = 2 \rightarrow F' = 3$ transition, at a wavelength of 780 nm. Here, the probe light is detuned by $2\pi \times 400$ GHz from the transition frequency, at a wavelength of 781 nm, but it is generated by the same probe laser, described in Section 3.1.3.

In the paper, we describe three qualitative changes to the measured cavity lock ac Stark shift in the presence of cavity probe light: an average ac Stark shift up, an increase in contrast due to the probe’s additional confining potential, and a phase shift of the axial oscillation due to an axial offset between the two modes. We also fit the data to a numerical model that includes all of these effects, which allows us to quantitatively determine the axial displacement between the two modes. I describe the model below.

5.4.1 The model

The one-dimensional numerical model begins with the intensity distributions along the cavity axis of cavity lock and probe standing waves, with axial displacement $\delta x$ as depicted
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in Fig. 5.4(a), and the tweezer trap with waist \( w \), centered at position \( x_{\text{twz}} \):

\[
\begin{align*}
I_{\text{lock}}(x) & \propto \cos^2 (k_{\text{lock}} x) \\
I_{\text{probe}}(x) & \propto \cos^2 (k_{\text{probe}} (x - \delta x)) \\
I_{\text{twz}}(x) & \propto \exp \left( -2(x - x_{\text{twz}})^2/w^2 \right)
\end{align*}
\]

Each of these effects an ac Stark shift on the \( D_2 \) \( F = 2 \rightarrow F' = 3 \) imaging transition, given by

\[
\delta(x) = -(2\hbar c \epsilon_0)^{-1}[\alpha_e(\lambda) - \alpha_g(\lambda)]I(x)
\]

where \( \alpha_{g,e} \) are the scalar dynamical electric polarizabilities of the \( 5S_{1/2} \) \( F = 2 \) ground and \( 5P_{3/2} \) \( F' = 3 \) excited states.

With \( I_{\text{probe}} = 0 \), \( I_{\text{lock}}(x) \) is obtained simply by measuring \( \delta_{\text{ac}} \) at different tweezer positions \( x_{\text{twz}} \) and subtracting \( \delta_{\text{twz}} \) measured in the absence of cavity locking light. As discussed in Section 5.3.2, the expected measurement result \( \tilde{\delta} \) is the convolution of that atomic distribution at each \( x_{\text{twz}} \) with \( \delta_{\text{lock}} \). Since \( \alpha_g(\lambda_{\text{lock}}) \ll \alpha_e(\lambda_{\text{lock}}) \), the cavity locking light at the intensity used for this measurement only negligibly modifies the tweezer potential, and the atomic distribution basically does not change with tweezer position; see Fig. 5.4(b). \( \tilde{\delta}(x) \) is thus just a lower contrast version of the true \( \delta(x) \) sinusoid; Fig. 5.4(c).

During the \( I_{\text{probe}} \) measurement, however, the atom cannot be thought of as sitting in the bottom of the tweezer trap as it samples different positions along the probe test pattern; the atomic distribution is distorted differently at different \( x_{\text{twz}} \) along the cavity probe standing wave. We calculate the trapping potential of each beam, given by the ground state shift

\[
V(x) = -(2\hbar c \epsilon_0)^{-1}\alpha_g(\lambda)I(x)
\]

and at each \( x_{\text{twz}} \), model the atomic spatial distribution using the Boltzmann factor at equilibrium temperature \( T \) [145]:

\[
n(x) \propto \exp(V_{\text{tot}}(x)/k_BT)
\]

as shown in Fig. 5.4(d). Accounting for nonequilibrium effects in the atomic spatial distribution is beyond the scope of this work.

The convolution of the atomic distribution calculated at each tweezer position with the total ac Stark shift yields our expected measurement result

\[
\tilde{\delta}(x_{\text{twz}}) = \int \delta_{\text{tot}}(x)n(x)dx
\]

The numerical model of \( \tilde{\delta}(x_{\text{twz}}) \), shown with \( \delta_{\text{tot}}(x) \) for comparison in Fig. 5.4(e), is the fit function used in Ref. [53], Fig. 4(b); see Appendix A.
Figure 5.4: Force sensing fit function. (a) Cavity lock (blue) and probe (orange) intensity (arbitrary units) with an axial displacement between the two standing waves. (b,c) Total trapping potential (black) and corresponding atomic thermal distribution (gray) at different tweezer locations in the absence (b) and presence (c) of cavity probe light. Cavity probe light corrugates the tweezer trap potential, and narrows and shifts the atomic distribution. (d,e) Actual (gray) and measured $\delta_{ac}$ (prediction) for the cavity lock light only (blue) and cavity lock and probe light (green), accounting for the probe’s distortion of the atom’s thermal spatial distribution. This model is used to fit the data in Ref. [53], Fig. 4(b).
5.4.2 Fitting the data

The numerical model of $\tilde{\delta}$ described above is parametrized by the atomic temperature, tweezer intensity, cavity lock intensity, cavity probe intensity, and axial displacement between the cavity probe and lock modes. The first three are determined from data taken in the absence of cavity probe light and assumed to be the same in the data taken with the probe. That leaves the cavity probe intensity and axial displacement as the free parameters of the fit, yielding an axially averaged probe ac Stark shift of $2\pi \times 2.3(1)$ MHz, in agreement with the average value reported in Ref. [53], Fig. 4(c), and relative displacement between the cavity probe and lock light of 50(5) nm; see Appendix A.

5.5 Experimentally relevant takeaways

The work described above and in Ref. [53], the first significant project undertaken on our new apparatus, reveals a lot about our system that will be relevant for all future work on E6. First, from the measurement of the cavity probe mode waist and Eq. (2.11), we determine the maximum cavity coupling strength $2\pi \times 2.7(4)$ MHz for an atom in the stretched $|F = 2, m_F = \pm 2\rangle$ state located at the antinode of a cavity probe mode with the corresponding circular polarization. On the other hand, we learn from the finite measurement contrast that the tweezer-trapped atoms axially average the probe mode almost completely, resulting in reduced effective cavity cooperativity; this is discussed more in Chapter 6. Stronger axial confinement or improved cooling is required to achieve our theoretical maximum cavity coupling with atoms well-localized at the cavity probe antinodes.

The large ac Stark shift of the $^{87}$Rb $D_2$ excited state due to the 1560 nm cavity lock light is ideal for the measurement described here, but it is somewhat inconvenient for cQED applications, where the cavity-atom detuning must be carefully controlled. Going forward, since we are not using the cavity lock light for trapping, we lock to a TEM$_{01}$ mode of the 1560 nm light, placing the atoms in the dark node where the cavity lock ac Stark shift can be ignored; see Section 6.2.1.

The observation of drift between the tweezer array and cavity provides an important benchmark of the stability of our system; this will likely be highly relevant to future work requiring controlled atom-cavity coupling, and may require feedback to correct. Of course, this will only be necessary after improved atom localization is achieved, as the axial position of an atom that averages a full half-wavelength of the cavity probe mode need not be stable.

Finally, the axial measurement of the cavity lock light provides a nice calibration of the fluorescence imaging magnification, using the standing wave periodicity of 780 nm as a very accurate ruler. Repeating the ac Stark shift measurement with a standing wave transverse to the cavity would enable separate characterizations of the imaging system along two axes. A more complete in situ characterization of the single atom imaging system done in this way might enable the measurement and correction of imaging aberrations, which could be useful for more demanding imaging and addressing applications down the line.
Chapter 6

Cavity measurement

This chapter discusses our published experimental work on performing a mid-circuit cavity measurement within a coherent neutral atom array, published in Ref. [54] and provided in Appendix B. The text below presents additional material and does not reproduce the content of that published work.

In this chapter, I will discuss our first cQED result: using the cavity to facilitate state detection of one atom in a two-tweezer array, while preserving the second atom’s coherence. This work, published in Ref. [54], represents our first demonstration of the scientific potential of an integrated tweezer array cQED system, with the novel realization of a mid-circuit measurement. Ref. [54] is included in Appendix B.

In the context of the rapid development of tweezer array systems, this result highlights what cQED can add to their already impressive capabilities. Rydberg-state-mediated interactions in defect-free arrays of arbitrary geometry [29, 30] enable large-scale quantum simulation of ground states [146, 147] and dynamics [148], as well as entanglement generation for quantum gates [33, 93] and for metrology [149, 150]. However, these systems rely on global free-space imaging for state readout, which defines the end of the experiment. Quantum error-correcting schemes for computation and metrology, as well as measurement-based quantum computing, require mid-circuit measurement of a single atom at a time [98–102].

Our mid-circuit measurement draws on the rich literature of single-atom cavity measurement [79, 89, 96, 97], with a particular focus on the speed, fidelity, and locality required of a mid-circuit measurement. We specifically consider a system that chooses to store the quantum state in long-lived internal states of the atom. For $^{87}\text{Rb}$, these are the ground-state $F = 1$ and $F = 2$ hyperfine states, with the $F = 2$ selected as the “bright” cavity-coupled state by the cavity probe frequency, near the $F = 2 \rightarrow F' = 3$ transition. We introduce a probe-repump-probe sequence to remove the ambiguity of measuring “not $F = 2$” in a single probe interval, distinguishing an initially dark $F = 1$ atom from no atom. In a Rydberg system, this would allow one to detect the loss of an atom that was mistakenly left in a Rydberg state during a gate operation, or that underwent a transition to another state in an atom with many metastable states.
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Ref. [54] presents the highest single-atom measurement fidelities we achieve for atoms in the \( F = 1 \) and \( F = 2 \) manifolds, at optimized measurement conditions for fluorescence and transmission detection. We look at the trade-off between fidelity and speed for single atom measurements, pushing for fidelity above that required for error-correcting schemes [151–153] and total measurement duration within the coherence lifetime of the rest of the array. Our two-atom Ramsey experiment, presented as a very simple quantum circuit, demonstrates that the quantum coherence of one atom persists after the measurement of another: a mid-circuit measurement.

Here, I provide information not included in Ref. [54] about the single-probe detection of an atom in the \( F = 2 \) manifold versus not. I describe the theoretical treatment of our measurements, including the low-saturation regime and beyond; discuss the optimization of our measurement conditions; and present some interesting physics that we observed along the way. I conclude with a brief consideration of some extensions to this work.

6.1 Cavity measurement theory

I follow the treatments described in Refs. [89, 96, 154] for this discussion of the theory describing cavity measurement. Note that there are some differences in our notation and definitions of quantities like \( \kappa \) and \( C \).

In a simplified approximation, our system can be described by the Jaynes-Cummings Hamiltonian, introduced in Chapter 2, with additional atomic and cavity driving terms:

\[
\mathcal{H}/\hbar = \omega_a \sigma^+ \sigma^- + \omega_c a^\dagger a + g (a \sigma^+ + a^\dagger \sigma^-) \\
+ \frac{1}{2} (\Omega_a e^{-i \omega_L t} \sigma^+ + \Omega_a^* e^{i \omega_L t} \sigma^-) \\
+ \frac{1}{2} (\Omega_c e^{-i \omega_L t} a^\dagger + \Omega_c^* e^{i \omega_L t} a) \tag{6.1}
\]

Here, the two atomic levels included in our simplified model are the cavity-coupled \( 5S_{1/2} \) \( F = 2 \) and \( 5P_{3/2} \) \( F' = 3 \) states.

The drive terms, with strength \( \Omega_a \) and \( \Omega_c \), describe the fluorescence and transmission probe light, with laser frequency \( \omega_L \), which are coherent laser beams impinging on the atom directly (\( \Omega_a \)) and on the cavity input mirror (\( \Omega_c \)). Here I am working in the rotating wave approximation and have separated out the rotating terms from the counter-rotating terms. For near-resonant driving of an atom with an electric field that is not of the scale of the internal electric field within an atom, the counter-rotating terms can typically be set aside.

In a fully general treatment, one might want to include a detuning between the fluorescence and transmission drive frequencies. However, we only use one drive at a time, so we describe both with \( \omega_L \). In a frame rotating at this drive frequency, the Hamiltonian becomes

\[
\mathcal{H}/\hbar = - \Delta_p \sigma^+ \sigma^- - \Delta_p c a^\dagger a + g (a \sigma^+ + a^\dagger \sigma^-) \\
+ \frac{1}{2} (\Omega_a \sigma^+ + \Omega_a^* \sigma^-) + \frac{1}{2} (\Omega_c a^\dagger + \Omega_c^* a) \tag{6.2}
\]
where $\Delta_{pa} = \omega_L - \omega_a$ is the detuning of the probe laser from the atomic transition frequency, and $\Delta_{pc} = \omega_L - \omega_c$ is the detuning of the probe from cavity resonance. In the lab, we prefer to parameterize the relative detunings between the atomic transition, cavity resonance, and probe laser in terms of the cavity-atom detuning $\Delta_{ca} = \omega_c - \omega_a = \Delta_{pa} - \Delta_{pc}$, and the probe-cavity detuning $\Delta_{pc}$, but in this theory section I’ll use $\Delta_{pa}$ and $\Delta_{pc}$.

Finally, we consider two decay channels: cavity photon leakage, described by the cavity photon annihilation operator $a$ and rate $\kappa$, and atomic excited state decay, described by the atomic operator $\sigma_-$ and rate $\Gamma$.

### 6.1.1 Low-saturation limit: analytic solution

Using the master equation or Heisenberg-Langevin equation, we obtain equations of motion for the system. We consider dissipation arising from coupling between the system and environment of the form $SR^\dagger + h.c.$, in terms of some system operator $S$ and reservoir operator $R$, with associated decay rate $\gamma$. The time evolution of the expectation value of an
operator $A$ is then given by
\[
\frac{d}{dt} \langle \hat{A} \rangle = \frac{i}{\hbar} \langle [\hat{H}, \hat{A}] \rangle + \frac{\gamma}{2} (2\langle \hat{S}^\dagger \hat{A} \hat{S} \rangle - \langle \hat{A} \hat{S}^\dagger \hat{S} \rangle - \langle \hat{S}^\dagger \hat{S} \hat{A} \rangle) \tag{6.3}
\]
We plug in $a$ and $\sigma^-$ for $S$, with associated rates $\kappa$ and $\Gamma$, and obtain these equations of motion for the expectation values of the cavity and atomic operators:
\[
\langle \dot{a} \rangle = i(\Delta_p c \langle a \rangle - g\langle \sigma^- \rangle + \Omega_c) - \kappa/2 \langle a \rangle \tag{6.4a}
\]
\[
\langle \dot{\sigma}^- \rangle = i(\Delta_p a \langle \sigma^- \rangle + g\langle a\sigma_z \rangle + \Omega_a) - \Gamma/2 \langle \sigma^- \rangle \tag{6.4b}
\]
\[
\langle \dot{\sigma}_z \rangle = i (2g\langle a^\dagger \sigma^- - a\sigma^+ \rangle - 2\Omega^*_a \langle \sigma^- \rangle + 2\Omega_a \langle \sigma^+ \rangle) - \Gamma \langle \sigma^+ \sigma^- \rangle \tag{6.4c}
\]
In general, this system of nonlinear differential equations is not solvable. However, the system can be linearized to analyze the weak saturation limit by treating the two-level atom as the lowest states of a harmonic oscillator. In particular, we replace the pseudospin operators $\sigma^\pm$ and associated algebra $[\sigma^+, \sigma^-] = \sigma_z$ with the harmonic oscillator operators and commutation relation $[\sigma^+, \sigma] = -1$. Eq. (6.4) now becomes
\[
\langle \dot{a} \rangle = i(\Delta_p c \langle a \rangle - g\langle \sigma \rangle + \Omega_c) - \kappa/2 \langle a \rangle \tag{6.5a}
\]
\[
\langle \dot{\sigma} \rangle = i(\Delta_p a \langle \sigma \rangle - g\langle a \rangle + \Omega_a) - \Gamma/2 \langle \sigma \rangle \tag{6.5b}
\]
For convenience in notation, we introduce complex detunings $\tilde{\Delta}_c = \Delta_p c + i\kappa/2$ and $\tilde{\Delta}_a = \Delta_p a + i\Gamma/2$, and our equations of motion become:
\[
\langle \dot{a} \rangle = i \tilde{\Delta}_c \left( \langle a \rangle - \frac{g}{\tilde{\Delta}_c} \langle \sigma \rangle + \frac{\Omega_c}{\tilde{\Delta}_c} \right) \tag{6.6a}
\]
\[
\langle \dot{\sigma} \rangle = i \tilde{\Delta}_a \left( \langle \sigma \rangle - \frac{g}{\tilde{\Delta}_a} \langle a \rangle + \frac{\Omega_a}{\tilde{\Delta}_a} \right) \tag{6.6b}
\]
We introduce one more helpful parameter: a generalized single-atom cavity cooperativity factor $\tilde{C}$, defined as $[89]$
\[
\tilde{C} = \frac{g^2}{(\kappa/2 - i\Delta_p c)(\Gamma/2 - i\Delta_p a)} = \frac{g^2}{\Delta_c \Delta_a} \tag{6.7}
\]
which for zero-detuning is just $C = 4g^2/\kappa \Gamma$. Now we solve for the steady-state solutions of Eq. (6.6) by setting $\langle \dot{a} \rangle = \langle \dot{\sigma} \rangle = 0$ and obtain
\[
\langle a \rangle = -\frac{1}{C + 1} \left( \frac{\Omega_c}{\tilde{\Delta}_c} + \frac{g\Omega_a}{\tilde{\Delta}_a \tilde{\Delta}_c} \right) \tag{6.8a}
\]
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\[ \langle \sigma \rangle = -\frac{1}{C + 1} \left( \frac{\Omega_a}{\Delta_a} + \frac{g\Omega_c}{\Delta_a\Delta_c} \right) \] (6.8b)

From these, we immediately write steady-state atomic excited state population \( P_e = |\langle \sigma \rangle|^2 \) and cavity photon number \( N_{\text{cav}} = |\langle a \rangle|^2 \):

\[ P_e = \frac{1}{|1 + \tilde{C}|^2} \left| \frac{\Omega_a}{\Delta_a} + \frac{g\Omega_c}{\Delta_a\Delta_c} \right|^2 \] (6.9a)

\[ N_{\text{cav}} = \frac{1}{|1 + \tilde{C}|^2} \left| \frac{\Omega_c}{\Delta_c} + \frac{g\Omega_a}{\Delta_a\Delta_c} \right|^2 \] (6.9b)

6.1.2 Beyond low-saturation: mean-field and numerics

Eq. (6.9) holds for weak drive strength and low atomic saturation, the primary regime that has been explored experimentally in other work [89, 96]. In this regime, where equations of motion are exactly solvable, we can see the cavity scattering (for fluorescence) and transmission reduction (for transmission) that enable cavity detection. However, the low-saturation regime falls short of describing fast cavity measurement. To collect photons faster, we must drive the system harder. This is clear from Eq. (6.9)(b), where \( N_{\text{cav}} \) increases with both \( \Omega_a \) and \( \Omega_c \). But eventually, increasing the drive strength violates our low-saturation assumption, and we must change the model.

The intermediate-drive-strength regime can be treated by returning to Eq. (6.4) and making a mean-field approximation. Terms like \( \langle a^\dagger \sigma^- \rangle \) are replaced with \( \langle a^\dagger \rangle \langle \sigma^- \rangle \), neglecting correlations between the atomic and cavity states. The equations of motion can then be solved exactly for the separate cases of the fluorescence measurement (\( \Omega_c = 0 \)) and the transmission measurement (\( \Omega_t = 0 \)). This treatment, worked out for us by Leon Lu, extends the range of drive strengths for which the cavity measurement can be solved analytically and indicates a maximum cavity scattering rate of \( g^2/\kappa \) for fluorescence detection and a similar saturation of the transmission reduction and optimal drive strength for transmission detection at intermediate drive strengths.

The system can be studied for arbitrary drive strengths by simulating the dynamics numerically instead. I did this using QuTiP [155], a Python package that provides functions for solving the master equation, performing stochastic wavefunction analysis, and much more. I defined the system as the tensor product of a two-level atom and cavity Fock states up to some \( \mid n_{\text{max}} \rangle \). Then I provided the Hamiltonian in Eq. (6.2) and collapse operators \( \sqrt{\kappa}a \) and \( \sqrt{\Gamma}\sigma^- \), and QuTiP handled the rest.\(^1\) The results of these simulations for the cavity fluorescence measurement (\( \Omega_c = 0 \)) are shown in Fig. 6.6 and discussed in Section 6.3.5. The basic simulation code is included in Appendix C.

\(^1\)Though it took a bit of time to learn how to use QuTiP, I highly recommend it. I only scratched the surface of what it can do, and did so after wasting a lot of time simulating quantum systems with my own very chunky and vastly inferior code. Give it a try!
6.2 Experimental configuration

In the lab, as we transitioned from the ac Stark shift microscopy project described in Chapter 5 to this work, we needed to make a few experimental changes. First, we changed our fluorescence imaging parameters from those used in the ac Stark shift microscopy project, to operate at a closer detuning of the imaging light and shorter exposure times of 50 – 100 ms, more similar to the imaging parameters used in other tweezer array experiments [29, 30]. We also built the cavity detection system, described in detail in Section 3.3. This involved deconstructing the heterodyne detection system described in Justin Gerber’s thesis [127] to replace it with a single photon counting module. Future work on this apparatus might benefit from returning to heterodyne detection. To facilitate local cavity measurement, we built the upper and lower probe paths for local detection, described in Section 6.3.4 and Chapter 3. Finally, we changed the cavity lock and cavity resonance conditions, as described below.

6.2.1 Locking to a TEM\(_{01}\) cavity mode

After the ac Stark shift measurement project described in Chapter 5, we decided not to burden ourselves with tracking and controlling the position of single atoms within the 1560-nm cavity lattice. Instead, we locked the cavity to a TEM\(_{01}\) mode of the 1560-nm light, with the atoms trapped in its horizontal dark plane. To facilitate this change, a knife edge, oriented horizontally, was added to the cavity input path; see Fig. 6.2. This improves mode matching of the input cavity lock light to the TEM\(_{01}\) mode over the TEM\(_{10}\) and TEM\(_{00}\) modes, and spatially filters the light again on its reflection from the cavity back to the PDH photodiode, generating a clean lock signal.

The atoms were aligned to the dark plane of the cavity locking light using techniques we developed in the scanning probe project: we performed fluorescence imaging of the tweezer array while adjusting the \(z\) position of the objective’s vertical translation stage—see Fig. 3.10 for a schematic of this setup. Above and below the dark plane, the cavity lock light shifts the fluorescence imaging light closer to resonance, resulting in atom loss. The loss probability as a function of \(z\) position indicates a clear minimum when the atoms are best localized to the dark TEM\(_{01}\) node, pictured in Fig. 6.2. The width of the node of a Hermite-Gauss TEM\(_{01}\) mode is comparable to half the beam waist of the TEM\(_{00}\) mode, as shown in Fig. 6.2(b) for the cavity lock TEM\(_{00}\) mode waist of about 26 \(\mu\)m measured in Ref. [53]. The data in Fig. 6.2(c), taken with six tweezers spanning a horizontal distance of about 25 \(\mu\)m, indicate that the imaging survival rate exceeds 90% within a vertical range of two micrometers of the mode center, for the large cavity lock power used for this measurement. Under normal experimental operation, the cavity lock power is lower by a factor of more than 10, and the ac Stark shift from the cavity lock light can safely be ignored.
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Figure 6.2: Locking to a TEM\textsubscript{01} mode. (a) For our cavity measurement work, the cavity is locked to a TEM\textsubscript{01} mode of the cavity lock light; see also Fig. 3.11. (b) Calculated intensity (arbitrary units) vs vertical position along the center of the cavity lock mode, indicated by the gray line in (a). The orange region indicates the range of the measurement in (c), which shows the atom loss probability vs the tweezer focal plane, tuned using the z position of the objective. The minimum of the atom loss probability indicates the node of the cavity lock mode, where we place the atoms for this work.

6.2.2 Tuning cavity and probe to atomic resonance

In Chapter 5, the cavity was tuned to be resonant with the probe light at a detuning of roughly $2\pi \times 400$ GHz from atomic resonance. For the cavity measurement work described here, we operate much closer to atomic resonance, with the cavity frequency tuned to be $2\pi \times (10 - 35)$ MHz below atomic resonance for the fluorescence measurement and roughly on atomic resonance for the transmission measurement. The probe is set to be within a few $\kappa$ of the cavity resonance.

To find a cavity resonance near atomic resonance, we first coupled our imaging molasses light, derived from the 3D MOT cooling laser, into the cavity probe path, using a fiber-to-fiber coupler. The cavity length was adjusted, using the frequency of the EOM in the ULE lock of the cavity locking light, to find a simultaneous resonance of the locking light (now a TEM\textsubscript{01} mode, as discussed above) with the molasses light, at a detuning of $2\pi \times 35$ MHz from atomic resonance.

Then the cavity probe light, derived from the narrow cavity probe ECDL, was returned to its usual path and tuned using the wavemeter to be within a few gigahertz of atomic resonance. The frequency of the EOM in the probe’s ULE lock was used to bring the probe light to the nearest cavity resonance and $2\pi \times 35$ MHz detuning from atomic resonance. Transferring the molasses light frequency to the probe laser frequency using the science cavity lock was an easy way to bring the probe light to atomic resonance without building a setup to beat the molasses and probe light directly or using another vapor cell; all we did
was plug and unplug fibers to take light to the science cavity.

From this known starting point of $2\pi \times 35$ MHz detuned from the $F = 2 \rightarrow F' = 3$ transition—including the ac Stark shift effected by the tweezer trapping light, measured according to the method described in Chapter 5—we could adjust $\Delta_{ca}$ by any amount $\delta$ by adding $\delta/2$ to the cavity lock EOM, and bring the probe to the new cavity resonance by adding $\delta$ to its EOM. We used this method to go back and forth easily between different fluorescence probe detunings around $-2\pi \times (10 - 35)$ MHz and the transmission probe detuning of 0.

### 6.3 Cavity fluorescence

In the lab, we started our attempt at the cavity fluorescence measurement by just trying the simplest thing: doing regular fluorescence imaging, illuminating the atoms with global molasses light from the side, but now with the cavity tuned to the molasses frequency. As the atom scattered photons into free space—some small fraction of which were detected on the camera—the atom would also scatter into the resonant cavity, and those photons would come pouring out of the cavity onto our detector.

On our first attempt, we didn’t change our experimental sequence at all, except to add a trigger for the SPCM at the beginning of the fluorescence imaging exposure. We loaded ten tweezers probabilistically and just compared cavity counts with and without atoms, toggled by turning the MOT on and off, without any data postselection. We detected about 3 photons in 5 ms on average when there were no atoms, and 7 when there were atoms. This was of course a much smaller signal than we expected, but it was a signal! It turned out that the SPCM was aligned improperly, detecting a back-reflection of the cavity light. After realignment of the detection optics, including the addition of an iris—see Section 3.3.3—the true signal appeared, and we began our study of cavity fluorescence detection.

#### 6.3.1 Cavity photon time traces

In Fig. 6.3, I present data from our initial investigation of cavity fluorescence detection and free-space fluorescence imaging. The experimental sequence is schematically indicated in Fig. 6.3(a). After atom preparation and transport to the science chamber (see Chapter 4), a fluorescence image is taken to determine tweezer occupation. During this first image, the cavity is tuned to be a few megahertz blue-detuned of the fluorescence probe light, which is about $2\pi \times 35$ MHz red-detuned of atomic resonance. This ensures that cavity effects—in particular, cavity heating, discussed in Section 6.3.3, which would result in atom loss—do not interfere with the image, used for data postselection.

After state preparation in the $F = 2$ manifold (see Section 4.5.1), the cavity frequency is ramped over 1.5 ms to a variable detuning $\Delta_{pc}$ from the probe frequency for near-resonant...
Figure 6.3: Cavity fluorescence detection and imaging. (a) Schematic of the imaging and cavity detection sequence. (b-g) Single-shot data from the first fluorescence image (i), cavity probe without repump (ii), and overlapping cavity probe with repump and second fluorescence imaging exposure (iii,iv). (b) No atom. (c-d) Atom is present and survives the full sequence, with different $\tau_{\text{depump}}$ during the first cavity probe interval. (e) Atom is lost during the second cavity probe interval. (f) Atom is lost during the first cavity probe interval. (g) State preparation error: atom is present at the beginning and end of the sequence but does not fluoresce in the first cavity probe interval.
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cavity detection. This is achieved by ramping the frequency of the cavity lock light using the AOM shown in Fig. 3.3; the science cavity follows the ramp in-lock.\(^3\) The first cavity probe interval, with a duration of 2 ms, is done with just fluorescence probe light. Then the global repump light is turned back on, and a second cavity probe interval and fluorescence imaging exposure are triggered simultaneously. Cavity photon arrivals are recorded just during the first 2 ms of the 50 ms imaging exposure.

Characteristic data taken at at \(\Delta_{pc} \sim 0\) are shown in Fig. 6.3(b-g), each comprising real data from a distinct experimental shot. The fluorescence images, (i) and (iv), are cropped to the ROI used for single-atom detection. The cavity photon detection traces, (ii) and (iii), are shown as a string of pulses, representing each TTL pulse produced by the SPCM upon detection of a photon. The SPCM detection system is described in more detail in Section 3.3.3.

In Fig. 6.3(b-d), the difference between “no atom” (b) and “with atom” (c,d) data are clear, both in the fluorescence images and in the cavity photon counts. But the cavity photon traces provide more information than just the binary tweezer occupation; from these data, we can also observe internal state dynamics and atom loss. During the first cavity probe interval, we see atoms (c-e) stop fluorescing after about 1.5, 0.5, and 0.25 ms respectively. Because fluorescence begins again in the second cavity probe interval when the repump light is turned on, we understand that these atoms were depumped to the dark \(F = 1\) ground state. Data such as these reveal the depumping timescale, discussed below.

In contrast, when atom (f) stops fluorescing, it is considered lost, not depumped, as it does not reappear in the second cavity probe interval. Atom (e) is also lost about one millisecond into the second cavity probe interval. The loss of atoms (e) and (f) is confirmed by their final fluorescence images.

Atom (g) represents a somewhat rare event: it appears in the first image, but not in the first cavity detection interval. Without more information, this would suggest loss near the end of or after the imaging exposure. However, it reappears in the second cavity detection interval and final image. We thus conclude that atom (g) spent the entire first cavity detection interval in the dark \(F = 1\) state, representing a state preparation error.

This handful of examples already illustrates some of the benefits of the higher efficiency and time-resolved nature of cavity photon detection, as compared to fluorescence imaging. Below, we process such data to observe the depumping timescale and the signature of atomic motion in the second-order correlation function.

Depumping timescale

We observe the depumping timescale in the histogram of photon arrival times in the first cavity probe interval, shown in Fig. 6.4(a). For this, we postselect data based on the second cavity probe result, selecting shots such as those shown in Fig. 6.3(c-e), but not (f), to

\(^3\)There might be some lag in how the cavity follows the frequency sweep of the cavity lock light. However, the detected cavity fluorescence in Fig. 6.3(ii) and (iii) indicate that the timescale of the lag is within far less than the measurement duration.
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Figure 6.4: Depumping and atomic motion observed in cavity fluorescence. (a) Photon count rate vs time during the first cavity probe interval, obtained from 4415 experimental shots postselected for atom survival. The solid line is an exponential fit, which yields a characteristic depumping time of \(0.54(4)\) ms. (b) The second-order correlation function \(g^{(2)}(\tau)\) is calculated for empty cavity transmission (blue) and postselected “with atom” cavity fluorescence (orange). The empty cavity transmission shows the expected \(g^{(2)}(\tau) = 1\) of coherent light. The oscillations in the “with atom” data indicate atomic motion. The solid line is a fit to a decaying sinusoid with a frequency of \(2\pi \times 63(1)\) kHz and decay time of \(21(2)\) µs.

distinguish between depumping and atom loss. An exponential fit indicates a characteristic depumping time of about 0.5 ms for the \(\Delta_{pa} = -2\pi \times 30\) MHz setting used in this dataset. This timescale should increase as we bring the probe laser frequency closer to the cQED transition (\(\Delta_{pa} \rightarrow 0\)) and farther from the \(F = 2 \rightarrow F' = 2\) depumping transition that causes these errors, and should also scale inversely with probe strength.

**Second-order correlation function** \(g^{(2)}(\tau)\) **measurement**

We can also extract more information from the cavity photon time traces by calculating the second-order correlation function \(g^{(2)}(\tau)\). \(g^{(2)}(\tau)\) quantifies the likelihood of detecting two photons separated by the time \(\tau\) and can be written as

\[
g^{(2)}(\tau) = \frac{\langle n_1(t)n_2(t+\tau)\rangle}{\langle n_1(t)\rangle\langle n_2(t+\tau)\rangle} \tag{6.10}
\]

Here, \(n(t)\) is the number of counts detected at time \(t\), and the subscripts indicate which detector; a \(g^{(2)}(\tau)\) measurement is typically performed with two detectors detecting the two output ports of a beam splitter. Of particular interest to the quantum optician is of course \(g^{(2)}(0)\), which is used to classify coherent \((g^{(2)}(0) = 1)\), bunched \((g^{(2)}(0) > 1)\), and antibunched \((g^{(2)}(0) < 1)\) light [156]. Since our cavity fluorescence measurement detects photons fluoresced by a single atom, a \(g^{(2)}(0)\) measurement should indicate antibunching [157–161]. However, we do not have a second SPCM in our detection path, so we can only measure
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$g^{(2)}(\tau)$ for $\tau$ larger than the SPCM dead time of 50 ns, long enough that we cannot observe antibunching.

With our single detector, we measure $g^{(2)}(\tau)$ for $\tau > 50$ ns as follows. For each cavity photon trace, we calculate the difference in arrival times between each pair of detected photons. These are counted in bins centered around different $\tau$ and normalized according to the total number of photon pairs, bin size, detection time, and delay time $\tau$, yielding $g^{(2)}(\tau)$. $g^{(2)}(\tau)$ is shown in Fig. 6.4(b) for coherent empty cavity transmission, for which $g^{(2)}(\tau) = 1$, and for cavity fluorescence measured in the second cavity probe interval, postselecting data where the atom survives the final fluorescence image. For these data, the repump light is on and the average photodetection rate thus constant through the interval, simplifying the correlation normalization.

Here, we see oscillations in $g^{(2)}(\tau)$ at a frequency of $2\pi \times 63(1)$ kHz. We believe this is a signature of atomic motion, as observed previously in many settings \[158, 161–166\]; increased atom-cavity coupling, and thus correlated photon emission events, occur as the atom passes through the antinodes of the cavity mode. Such motion, along the cavity axis, occurs at the radial frequency of the tweezer trap, which we independently estimate to be about $2\pi \times 80$ kHz, based on the estimated tweezer waist and measured tweezer ac Stark shift. The discrepancy between the expected and measured frequencies might indicate a larger tweezer waist, perhaps due to optical aberration.

6.3.2 Cavity backaction on free-space fluorescence

With data such as those shown in Fig. 6.3, we now look at the cavity and free-space scattering rates as a function of $\Delta_{pc}$. Fig. 6.5(a) and (b) shows the cavity counts and free space fluorescence counts detected within the appropriate single atom ROI detected during the overlapping second cavity probe interval and fluorescence image. The results qualitatively agree with the theoretical prediction for the low-saturation regime given in Eq. (6.9).

In the cavity counts, we see the cavity resonance with linewidth slightly broader than the expected $\kappa$, likely due to cavity drift during the experiment. In the free-space imaging counts, we see not a constant scattering rate proportional to $1/\Delta_{pa}^2$, as for a two-level system driven with near-resonant light—recall Eq. (5.1)—but a scattering rate that changes with the cavity frequency. When the probe is red-detuned of cavity resonance ($\omega_p < \omega_c$), the atom scatters faster into free space, and the opposite on the other side of resonance. This is a well-studied effect dubbed “cavity backaction” \[76, 89, 167–169\], referring to the cavity field, building up as a result of atomic emission, acting back on the atomic emission rate as an additional drive term. The free space scattering rate increases when the cavity field is in phase with the drive, which occurs when $\Delta_{pc} < 0$; the opposite is also true. Refs. \[89, 169\] present single-atom cavity backaction data very similar to those shown in Fig. 6.5(b), but taken much closer to atomic resonance. Related phenomena have also been studied in free space \[170–172\].
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Figure 6.5: Cavity backaction, heating and cooling in fluorescence. Cavity counts (a) and free space fluorescence counts (b) vs detuning during a 2 ms cavity detection interval and 50 ms imaging exposure. Solid lines are the theoretical prediction in the low-saturation regime, plotted according to Eq. (6.9) with \( \{\kappa, \Gamma, g, \Delta_{pa}\} = 2\pi \times \{1.5, 6.07, -34, 1.2\} \) MHz and scaled to show qualitative agreement with the data. This is not a fit and should not be taken as a measurement of \( \kappa \) or \( g \). The broadened linewidth of the cavity counts is likely due to experimental drift. (c) The imaging survival probability provides a proxy for atom temperature following cavity detection at different \( \Delta_{pc} \). Variation above and below the background level (gray line, approximate) suggests cavity cooling and heating effects. These data are taken with the atoms trapped at a radial distance of about 10 \( \mu \)m from the center of the cavity and with a 600 ms between the first cavity probe interval and second fluorescence image.
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6.3.3 Cavity cooling and heating in fluorescence

In Fig. 6.5(c), I show the atomic survival probability as a function of $\Delta_{pc}$. The survival probability is defined as the probability that a single atom, observed in the initial fluorescence image, is still present in the second fluorescence image, taken after an added hold time with a duration of 600 ms.

The data at $\Delta_{pc} = \pm 2\pi \times 4$ MHz show the background imaging survival probability, due to the heating of just free space scattering without significant cavity coupling. Closer to cavity resonance, we see evidence of cavity cooling and heating in the increase and decrease of the survival probability relative to this background level. This can be understood simply in terms of energy conservation: When $\omega_p < \omega_c$, each photon scattered from the probe into the cavity by the atom takes a bit of energy out of the system, resulting in a lower atomic temperature and improved imaging survival probability. When $\omega_p > \omega_c$, each cavity photon puts energy into the system, resulting in greater atom loss. Note especially that the heating and cooling are not attributed to the different free space scattering rates observed on either side of cavity resonance: the trend goes in the wrong direction. Where the free space scattering rate is *increased* by cavity backaction, the atom loss rate goes down. Without cavity cooling, we would expect more scattering to result in more loss.

We do not attempt a detailed study of cavity cooling, which has been thoroughly investigated elsewhere [173–179]. We simply notice that we can benefit from operating in the cavity cooling regime to reduce the loss associated with our measurement, and select a probe-cavity detuning of $\Delta_{pc} \sim -\kappa/4$, where the cavity photodetection rate is only slightly reduced, for our fluorescence measurement.

6.3.4 Local fluorescence probing

For the above discussion and corresponding data, the atom array was illuminated with global fluorescence probe light, generated by the cavity probe laser and coupled into the molasses 1 beam path, for simultaneous cavity detection and free space imaging. After this preliminary study of cavity fluorescence detection, we changed our experimental configuration to realize local detection; this is a key requirement for our mid-circuit measurement, demonstrated in Ref. [54].

To do this, we built the upper and lower probe paths, described in Section 3.2, and returned to using molasses light derived from the MOT laser for free space fluorescence imaging. It was necessary to use the $z$ (up-down) axis for local fluorescence probing, where the NA is sufficient to create tightly focused beams that illuminate just the atom held in the center of the cavity. As a result, we cannot do simultaneous free space detection during local probing, as the lower probe path propagates onto the fluorescence camera. A system with high-NA optical access along multiple axes would be able to study the free space analog of our local cavity fluorescence measurement. The high- and moderate-NA lenses above and below the cavity focus the upper and lower probe beams to $1/e^2$ intensity radii of 3.3 and 13 $\mu$m, respectively.
Given the dramatic difference in these waist sizes, the many optical elements between the fiber outputs on the science table and the atoms (see Fig. 3.9), and the low power required in such tightly focused spots, setting the upper and lower probe powers to achieve equal intensity at the location of the atom in the two counter-propagating beams would have been difficult using power meter measurements. Instead, we balanced the drive strengths based on the atomic response to each beam on its own. With a power-splitting half-wave plate dividing the local probe fiber output roughly equally between the upper and lower probe paths, the overall and relative power were then adjusted manually, by adding absorptive ND filters, as shown in Fig. 3.4, to give comparable cavity scattering rates under illumination each beam alone. Fine-tuning of the survival rate was then done using the power-balancing $L/2$. The atom loss rate is much improved under balanced counterpropagating illumination compared to single-beam illumination. The beams are configured in a lin⊥lin molasses configuration, with the upper probe north-south polarized and the lower probe east-west polarized, which realizes simultaneous one-dimensional PGC and further reduces atom loss.

The fluorescence data in Ref. [54], as well as the data in Fig. 6.7, use the local fluorescence probe beams.

### 6.3.5 Cavity scattering rate versus drive strength

In Ref. [54], Fig. 2(c), we show the cavity scattering rate as a function of drive strength, indicating a maximum $R_{\text{cav}}$ at intermediate drive strength. This surprised us when it first showed up in numeric simulations; our naive expectation, based on the low-saturation result $R_{\text{cav}} = CR_{\text{fs}}$, was for the cavity scattering rate to increase monotonically with drive strength, plateauing at $C\Gamma/2$ with atomic saturation. Instead, simulations showed the cavity scattering rate peaking at an intermediate value and decreasing to a lower plateau in the strong drive limit. At first, we wondered if it was an error in the simulation code—but when we observed the effect in the data as well, we gave it some more thought and came to the understanding described here. The mean-field treatment developed by Leon Lu supports this more intuitive understanding.

We first revisit the simpler “textbook” problem: a two-level system driven by resonant light with decay. Solving the optical Bloch equations, one obtains the steady-state solution for the atomic excited state population:

\[
\rho_{ee} = \frac{1}{2} \frac{|\Omega|^2}{\Delta^2 + (\Gamma/2)^2 + |\Omega|^2/2} \tag{6.11}
\]

The total atomic scattering rate, given by $R = \Gamma \rho_{ee}$, is plotted in blue for a resonant (solid) and near-resonant (dashed) drive field in Fig. 6.6(a). This result is quite familiar to all students of atomic physics.

Before we add the cavity to this simple system, we consider the spectrum of the atomic emission, famously studied by Mollow [180], and treated and observed by many others [168,
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Figure 6.6: Resonance fluorescence in free space and in a cavity. Resonance fluorescence of a resonantly driven two-level system (a) in free space and (b) in a cavity, shown for $\kappa = \Gamma/6$ and $g = \Gamma/3$ ($C = 2.6$). $R_{fs}$ (blue), $R_{coh}$ (orange), $R_{incoh}$ (green), $R_{cav}$ (red) vs drive strength $\Omega_a$, in units of $\Gamma$. Dashed line indicates the results for a detuned drive ($\Delta_{pa} = -2.5\Gamma$). Insets (i) and (ii) show the power spectra of free space atomic emission at low and high drive strengths. Simulated with QuTiP [155]; sample code is included in Appendix C.
In the low-saturation regime, the fluorescence is dominated by elastic scattering, represented by a delta function at the drive frequency, with total power

\[ R_{\text{coh}} = \frac{s}{2(1 + s)^2} \tag{6.12} \]

expressed in terms of the saturation parameter \( s = 2(\Omega/\Gamma)^2/(1 + 4(\Delta/\Gamma)^2) \). The fact that the coherent peak dies off with increasing \( s \) can also be seen by examining the transverse dipole moment of the atom. This transverse moment precesses at the drive frequency, and produces an emission that is phase-locked to the driving field, i.e., it represents the coherent emission.

Under a strong driving field, however, the spectrum evolves into the “Mollow triplet,” exhibiting a central peak at the drive frequency and symmetric sidebands separated by the Rabi frequency. The integrated power of this so-called “incoherent” or “inelastic” scattering is given by

\[ R_{\text{incoh}} = \frac{s^2}{2(1 + s)^2} \tag{6.13} \]

with half of the total power lying in the central peak and a quarter in each of the sidebands in the strong drive limit [183]. The coherent (orange) and incoherent (green) contributions to the total scattering rate (blue) are shown in Fig. 6.6(a). The calculated power spectra at weak and strong drive strengths are shown in insets (i) and (ii). These spectra provide clear intuition for an optimal cavity scattering rate at intermediate drive strength: the broad Mollow triplet spectrum of saturated atomic emission will certainly not couple into our narrow cavity. Instead, we should operate in a regime where there is still significant power in the coherent delta function scattering.

Armed with the intuition of this atomic physics review, we now re-consider the cavity-coupled two-level system. The numeric results are plotted in Fig. 6.6(b) for \( C \sim 2.4 \) and \( \Delta_{pa} = \Delta_{ca} = 0 \) (solid lines), with total, coherent, and incoherent free space emission shown in blue, orange, and green. The cavity scattering rate \( R_{\text{cav}} = \kappa \langle a^\dagger a \rangle \) is shown in red. At weak drive strength, we see the expected low-saturation behavior: \( R_{\text{cav}} = CR_{\text{fs}} \). At intermediate drive strengths, the atomic emission transitions from dominantly coherent to dominantly incoherent, and, as these couple into the cavity with different efficiency, the cavity scattering rate peaks and then rolls over. At large drive strength, the cavity scattering rate levels off at some saturation value defined by the cavity’s filtering of the Mollow triplet spectrum.

In our experiment, we operate at finite probe-atom detuning \( \Delta_{pa} \). The dashed lines indicate the simulation results for free space and cavity scattering under a near-resonant drive field \( \Delta_{pa} = -2.5\Gamma \). We see that the maximum cavity scattering rate is only weakly dependent on the probe-atom detuning, but occurs at a larger drive strength for \( \Delta_{pa} \neq 0 \). This is consistent with our experimental observation and affects our optimization of \( \Delta_{pa} \) for cavity measurement, discussed below.

---

\(^4\)I find the treatment presented in Ref. [183] to be the most readable, and also benefited from reading about Mollow triplet studies in quantum dots [184].

\(^5\)The probe and cavity are still taken to be resonant: \( \Delta_{pc} = 0 \).
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Figure 6.7: Probe-atom detuning and fluorescence measurement fidelity: optimizing $\Delta_{pa}$.
(a) Cavity scattering rate vs drive strength at $\Delta_{pa} = -2\pi \times 10$ MHz (blue), $-2\pi \times 20$ MHz (orange), and $-2\pi \times 30$ MHz (green). $R_{\text{cav}}^{\text{max}}$ is roughly constant, but occurs at different $\Omega_{\text{opt}}$ for different $\Delta_{pa}$. (b) $F = 2$ detection infidelity vs cavity probe time for $\Delta_{pa} = -2\pi \times 10$ MHz (blue) and $-2\pi \times 20$ MHz (orange), at the approximate $\Omega_{\text{opt}}$ settings indicated by the blue and orange vertical lines in (a).

6.3.6 Measurement error and probe-atom detuning

Above, we have seen that the optimal fluorescence probe frequency lies slightly below the cavity frequency, to cause cavity cooling, and the optimal probe strength occurs where the cavity scattering rate is maximized. Here we investigate the relationship between the probe-atom detuning $\Delta_{pa}$ and measurement fidelity.

In the simplest two-level model, the measurement fidelity for a single probe interval is just a function of the separation between the “bright” ($F = 2$ atom) and “dark” (no $F = 2$ atom) photon distributions. The integration of these distributions below and above an optimized threshold yields the statistical measurement error. The separation between the average photon counts, determined by the dark counts rate, maximum cavity scattering rate, and measurement time, can theoretically be reduced indefinitely with a longer measurement. In a real system, though, other sources of error preclude an arbitrarily high-fidelity measurement. In particular, our measurement fidelity is limited by state-change errors at long measurement time.

By state-change errors, I mean $F = 2$ atoms being depumped into the dark $F = 1$ ground state, as observed in Figs. 6.3 and 6.4(a). Depumping errors occur as a result of off-resonant coupling between the probe light and the $F = 2 \rightarrow F' = 2$ transition, and the error rate scales with the drive strength and squared inverse of the detuning:

$$P_{\text{depump}} \propto \frac{\Omega_{2\rightarrow2}}{(\Delta_{2\rightarrow2})^2} = \frac{\Omega_{2\rightarrow2}}{\left(\omega_{F'3} - \omega_{F'2} + \Delta_{pa}\right)^2}$$

(6.14)

The $P_{\text{depump}} \propto \Delta_{2\rightarrow2}^2$ scaling is dominated by $\omega_{F'3} - \omega_{F'2} = 2\pi \times 267$ MHz, so changes to
\( \Delta_{pa} \) within our PGC range of \( \Delta_{pa} = -2\pi \times (10 - 35) \) MHz cannot significantly reduce the depump rate.

Instead, \( \Delta_{pa} \) more strongly modifies the depump rate through its effect on the optimal drive strength \( \Omega_{\text{opt}} \) that gives the maximum cavity scattering rate. Fig. 6.7(a) shows the cavity scattering rate versus drive strength for three settings of \( \Delta_{pa} \). As in the theory prediction given in Fig. 6.6(b), the observed maximum cavity scattering rate \( R_{\text{cav}}^{\text{max}} \) is very weakly dependent on \( \Delta_{pa} \). However, \( \Omega_{\text{opt}} \) dramatically increases with \( \Delta_{pa} \), thus increasing the depumping rate and corresponding measurement infidelity limit at long measurement time.

Fig. 6.7(b) shows \( F = 2 \) detection infidelity versus measurement time data taken at \( \Delta_{pa} = -2\pi \times 10 \) MHz and \(-2\pi \times 20 \) MHz, each approximately at its setting of \( \Omega_{\text{opt}} \). The difference in the detection infidelity limit at long measurement time is clear, due to the increased depump rate caused by larger \( \Omega_{\text{opt}} \) at larger \( |\Delta_{pa}| \). For this reason, we select \( \Delta_{pa} = -2\pi \times 10 \) MHz for our optimized cavity fluorescence measurement.

Notably absent from my brief discussion here was any mention of the drive polarization and \( \Omega_{2 \rightarrow 2} \). If we could prepare the atoms in the \( |F = 2, m_F = 2 \rangle \) stretched state and probe them with \( \sigma^+ \)-polarized light, \( \Omega_{2 \rightarrow 2} \), and our depumping error rate, would be very nearly 0. However, our fluorescence measurement requires simultaneous PGC, realized with \( \text{lin} \perp \text{lin} \) molasses light, so \( \sigma^+ \) and \( \sigma^- \) probe polarizations are present.

### 6.4 Transmission measurement

The cavity transmission measurement is based on the hybrid modes of the Jaynes-Cummings Hamiltonian discussed in Chapter 2. Rather than driving the atom with fluorescence probe light from the side, described by the \( \Omega_a \) terms in Eq. (6.2), we drive the cavity mode with transmission probe light, represented by the \( \Omega_c \) terms. When the probe is resonant with the cavity frequency, the probe light is transmitted by the empty cavity and detected on the SPCM. However, when an atom in the \( F = 2 \) cavity-coupled state is present, and the cavity and atomic frequencies are resonant, the eigenspectrum is split into the hybrid atom-cavity excitations separated by the vacuum Rabi splitting. Probe light at the empty cavity frequency is no longer resonant with the hybridized excitations, and the amount of transmitted light is reduced. The difference between the high empty cavity transmission level and low coupled atom-cavity transmission level, which is optimal when \( \omega_a \sim \omega_c \sim \omega_p \), provides the signal for cavity transmission detection.

The measurement sequence for transmission detection is very similar to the one used for fluorescence detection: after an initial fluorescence image and state preparation, the transmission probe light is turned on for the measurement duration, and a final fluorescence image is taken to check whether the atom survived the measurement. However, because both the high and low detection levels consist of a finite cavity transmission level, unlike the fluorescence detection which distinguishes the dark counts level from finite atomic fluorescence, the transmission measurement duration must be longer to achieve comparable measurement
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Figure 6.8: Finding atom-cavity resonance in transmission: setting $\Delta_{ca} = 0$. Empty cavity (blue) and coupled atom-cavity (orange) transmission for $\Delta_{ca} = -4$ MHz (a), $\Delta_{ca} = 0$ (b), and $\Delta_{ca} = 4$ MHz (c).

fidelity. The resonance conditions are also different: $\Delta_{ca}$ is set to a fixed value near zero, and we measure the transmission level versus $\Delta_{pc}$ by tuning the frequency of the transmission probe AOM (see Fig. 3.3).

6.4.1 Finding atom-cavity resonance

Because the cavity transmission measurement is based on the difference between the uncoupled and coupled atom-cavity eigenspectra, the measurement fidelity is very sensitive to the setting of $\Delta_{ca}$. Only when the cavity and atom are nearly resonant do we see a large change in the cavity transmission level. Operating away from the atom-cavity resonance, one could consider single-atom detection in the dispersive cQED regime, using the phase of the transmission light rather than its amplitude [185–187].

To find $\Delta_{ca} = 0$, we first bring the cavity frequency to within a few megahertz of atomic resonance by adjusting the fEOM sideband frequencies of the cavity probe and lock laser systems, as described in Section 6.2.2. Then, to tune $\Delta_{ca}$ more precisely, we use the transmission detection signal versus $\Delta_{pc}$: For $\Delta_{ca} \neq 0$, the dressed states have unequal components of the cavity $|g, 1\rangle$ and atomic $|e, 0\rangle$ excitation states. The one that is “more cavity”—i.e. the dressed state $\alpha |g, 1\rangle + \beta |e, 0\rangle$ with $|\alpha|^2 > |\beta|^2$—appears more strongly in the transmission spectrum, and is shifted in the direction of $\Delta_{ca}$ from the empty cavity resonance. For our parameters, the presence of an atom broadens rather than fully splits the empty cavity resonance, but the broadened peak is similarly shifted in the direction of $\Delta_{ca}$. We thus adjust the cavity frequency until the “with-atom” transmission curve is symmetric and centered at the empty cavity frequency, indicating that $\Delta_{ca} = 0$.

Fig. 6.8 shows the empty cavity (blue) and “with-atom” (orange) cavity transmission counts versus $\Delta_{pc}$ for three settings of $\Delta_{ca}$. The transmission probe duration is 100 $\mu$s. Each datapoint averages the results of roughly 30 – 60 experimental shots, postselected as “empty
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cavity” or “with-atom” data based on the initial fluorescence image, and error bars represent the standard error of the mean obtained from repeated measurements. The asymmetry in the transmission data is obvious for $\Delta_{\text{ca}} \neq 0$; in this way, we set $\Delta_{\text{ca}} = 0$ to within the cavity linewidth $\kappa$. This scan is repeated before taking any important transmission data to accommodate various frequency drifts in the lab.

The difference in the maximum empty cavity transmission level in (a-c) is likely due to drift in the cavity input mode matching efficiency, as the transmission probe light intensity is stabilized at its fiber output on the science table. Note that these data were not taken at the optimal transmission probe drive strength: the maximum transmission level here of roughly 3 photons per microsecond exceeds the SPCM’s self-heating threshold of 1 Mc/s (see Section 3.3.3) and corresponds to an intracavity photon number of about 1.7, outside the low saturation regime. The transmission reduction on resonance in Fig. 6.8(b) is worse than that observed under improved measurement conditions.

6.4.2 Transmission probe polarization

After finding $\Delta_{\text{ca}} = 0$, we improve the measurement fidelity by using the atomic $|F = 2, m_F = 2 \rangle$ stretched state for maximum cavity-atom coupling $g$. Such Zeeman state selectivity was not possible for the cavity fluorescence measurement due to the need for simultaneous PGC. The counter-propagating lin⊥lin fluorescence probe beams randomize the Zeeman state of the atom under measurement.

In the transmission measurement, however, we set the transmission probe polarization without the constraint of PGC. The strongest cavity-atom coupling is achieved for a circularly polarized cavity mode, $\sigma^+ - \sigma^-$ polarized with respect to the cavity axis, and its corresponding stretched state, with a Clebsch-Gordon coefficient of $1/\sqrt{2}$. Zeeman-specific state preparation is not necessary to benefit from this coupling enhancement: circularly polarized transmission probe light pumps any $F = 2$ atom into the correct maximally coupled state, quickly improving the transmission measurement contrast. Transmission measurements done with circularly and linearly polarized transmission probe light, set using the cavity input $L/4$ (see Fig. 3.11), are shown in Fig. 6.9. For all of these measurements, the atoms are prepared in the $F = 2$ manifold according to the state preparation protocol described in Section 4.5. We assume that the atoms are in a statistical mixture of all the Zeeman states at the beginning of the cavity probe interval. But the difference in the transmission level is clear. The circularly polarized probe light pumps the atom into the stretched state, while with linearly polarized probe light, the atoms remain in a mixture of the Zeeman states and experience reduced cavity coupling. These measurements are all done under zero magnetic field; the light polarization defines the quantization axis of the Zeeman pumping.

The data in Fig. 6.9 appear to be taken at different $\Delta_{\text{ca}}$, based on the larger asymmetry of the linear polarization data shown in (b). This might be a sign of cavity birefringence.

---

6We cancel earth’s magnetic field using bias coils around the science chamber along the up-down, northeast-southwest, and northwest-southeast axes. I estimate that the residual magnetic field in our “zero-field configuration” is at the tens of milligauss level.
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Figure 6.9: Probe polarization for transmission measurement. Cavity transmission vs $\Delta_{pc}$, probing with circularly polarized light (a) and linearly polarized light (b). Greater transmission contrast is observed for circularly polarized probe light, as the atoms are pumped into the maximally coupled stretched state. The asymmetry of the coupled atom-cavity transmission in (b) may indicate cavity birefringence causing different settings of $\Delta_{ca} = 0$ for linearly and circularly polarized cavity modes.

as data taken with circularly polarized probe light of the opposite handedness (not shown) resembles Fig. 6.9(a). The shift could also be due to uncontrolled frequency drifts in the lab; it was not investigated further.

6.4.3 A direct measurement of cooperativity?

Using the cavity transmission measurement, we hoped to quantitatively measure $C$, for comparison with our estimate of $C = 4.5$ derived from our measurement of $\kappa$ and the cavity mode waist; see Table 2.2. The low-saturation theory [Eq. (6.9)] gives a resonant transmission reduction factor of $1/(1 + C)^2$. This prediction does not depend on any other system parameters, including detection efficiency, and our system should be well-described by the two-level theory, since the atom is pumped by the circularly polarized probe light into the stretched state, as shown above. This initially sounded like a nice way to directly measure $C$.

The measurement is complicated, however, by the fact that our atoms are not well-localized at a single location along the cavity axis with well-defined $g$, but sample the full axial oscillation $g(x) = g_{\text{max}} \sin(x)$. Where an atom localized at our theoretical $g_{\text{max}} = 2.7$ MHz would yield a transmission reduction factor of $1/(1+C)^2 = 0.03$, averaging $1/(1+C \sin^2(x))^2$ over $x$ yields the much worse reduction of 0.25.

Our observed resonant transmission reduction is shown in Fig. 6.10. Based on the empty cavity transmission data and fit (blue), we calculate the theoretical transmission of the atom-cavity coupled system for our theoretical $g_{\text{max}}$ (gray line) and for an atom averaging $g(x)$ (orange line). The “with-atom” data (orange) only achieve a reduction of the empty
6.4. TRANSMISSION MEASUREMENT

Figure 6.10: Cavity transmission comparison with theory. Shown in blue and orange are the cavity counts detected in a transmission probe duration of 50 µs without and with an atom. Solid lines indicate a Lorentzian fit to the empty cavity transmission (blue), and our theoretical expectation for the “with-atom” signal in the low-saturation regime, using $g_{\text{max}} = 2\pi \times 2.7$ (gray) and axially averaged $g(x)$ (orange). The remaining discrepancy between the orange data and axially averaged theoretical result may be due to inhomogeneous broadening of the atomic resonance.

cavity level of 0.35, which would be consistent with the axially averaged $g(x)$ result for $g_{\text{max}} \sim 2\pi \times 2$ MHz. Perhaps this indicates that our previous determination of $g_{\text{max}} = 2\pi \times 2.7(4)$ MHz is wrong. But I think in reality, this is not the straightforward measurement of $C$ that we had hoped. Other groups have similarly observed worse transmission reduction than they expected [96], which they attribute to broadening of $\Delta_{\text{ca}}$ due to ac Stark shifts to the cavity probe transition effected by trapping light [188]. This could certainly be true for our system as well, so we are not prepared to throw out our previous estimate of $C$ based on this transmission measurement. Instead, we say that the data in Fig. 6.10 are not very far off from our axially averaged expectation (orange line), with the remaining difference possibly attributable to spectral broadening of the atomic line.

6.4.4 Cavity cooling and heating in transmission

As we explored the atom loss associated with transmission measurement, we encountered cavity cooling and heating for certain values of $\Delta_{\text{pc}}$ and $\Delta_{\text{ca}}$. In the fluorescence measurement case, described in Section 6.3.3 above, the cavity heating and cooling that we observed can be explained quite simply in terms of the energy of each drive laser photon versus each cavity photon. Here, however, the cavity transmission cooling and heating regimes depend on both $\Delta_{\text{pc}}$ and $\Delta_{\text{ca}}$, and require a more sophisticated explanation of cavity cooling as a type of Sisyphus cooling. Here, I follow the theoretical description given in Ref. [174].

The cavity cooling Sisyphus mechanism is schematically depicted in Fig. 6.11(a). The uncoupled cavity and atomic resonance frequencies are indicated by solid gray lines; here
Figure 6.11: Cavity heating and cooling in transmission. (a) Sisyphus mechanisms for cavity cooling and heating, for $\Delta_{ca} < 0$. (b) Cavity heating and cooling regions vs $\Delta_{ca}$ and $\Delta_{pc}$; the data in (c-f) are taken at the $\Delta_{ca}$ settings indicated by the vertical lines. (a-b) are based on Fig. 6 in Ref. [174]. (c-d) Empty cavity transmission (blue), and coupled atom-cavity transmission at different values of $\Delta_{ca}$. (e-f) show the atom loss probability following cavity probing at these different settings, with evidence of cavity cooling and heating indicated in blue and red.
I take $\Delta_{ca} < 0$. Cavity coupling splits the uncoupled atom and cavity excitations into the dressed states $|\pm\rangle$, with energies $\epsilon_{\pm}$ (black) that oscillate along the standing wave of the cavity mode (red). The lower $|\rangle - \rangle$ mode is the “more cavity” mode, and therefore the one that is most easily driven with the transmission probe light.

When $\Delta_{pc} = 0$, the $|--\rangle$ mode is preferentially excited when the atom is at the node of the probe mode, indicated by the red arrow. As the atom moves along the axis, $\epsilon_{-}$ decreases, so that when the atom decays back to the zero-excitation $|g,0\rangle$ state, it has lost some kinetic energy: cavity heating. On the other hand, when the probe is red-detuned from the cavity resonance, and in particular when $\Delta_{pc}$ is nearly equal to the energy shift $-\sqrt{(\Delta_{ca}/2)^2 + g^2}$, the $|--\rangle$ mode is preferentially excited when the atom is at the probe nodes, at the minimum of $\epsilon_{-}$. This is indicated by the blue arrow. The atom will then climb the hill before decaying back to the ground state, giving up kinetic energy: cavity cooling. Analogous processes occur for $\Delta_{ca} > 0$ with excitation of the higher-energy $|+\rangle$ mode: cooling near $\Delta_{pc} = 0$, when the $|+\rangle$ state is preferentially excited at the probe nodes, and cooling for $\omega_p$ closer to the increased dressed state energy $\epsilon_{+}$ found at the probe antinodes.

The cooling and heating regions as a function of $\Delta_{ca}$ and $\Delta_{pc}$ are summarized in Fig. 6.11(b). The horizontal $\Delta_{pc} = 0$ axis and $\Delta_{pc} = -\Delta_{ca}$ gray line represent the uncoupled cavity and atomic frequencies, respectively, which the dressed state energies $\epsilon_{\pm}$ shown in black. Resonance between the probe and uncoupled cavity or “more cavity” dressed state ($|--\rangle$ for $\Delta_{ca} < 0$ and $|+\rangle$ for $\Delta_{ca} > 0$) yields cavity heating or cooling in the red and blue regions. The vertical lines indicate the $\Delta_{ca}$ settings used for the data presented in Fig. 6.11(c-f), where we observe evidence of cavity cooling and heating at the highlighted points.

Fig. 6.11(c) and (d) show cavity transmission data for the empty cavity (blue) and “with-atom” cavity at $\Delta_{ca} = 0$ (orange) and $\Delta_{ca} \sim \pm 2\pi \times 4$ MHz (green and purple). These data were taken with a transmission probe duration of 50 $\mu$s and are similar to those shown in Fig. 6.8. We see the expected shifts of the $\Delta_{ca} < 0$ green data to the left and $\Delta_{ca} > 0$ purple data to the right of cavity resonance, as discussed in Section 6.2.2.

In the atom loss probability, however, we see more: a clear difference in the atom loss versus $\Delta_{pc}$ for $\Delta_{ca} = 0$ and $\Delta_{ca} \neq 0$. This is shown in Fig. 6.11(e) and (f). For $\Delta_{ca} = 0$ (orange), the atom loss trend is unsurprising: the loss probability is highest near cavity resonance, where the atom is subjected to the largest intensity of resonant light. This data is taken as our “background” loss rate, without cavity cooling or heating effects. For $\Delta_{ca} \neq 0$ (green and purple), where the atom loss probability is below the background level, we credit cavity cooling; and above, cavity heating. These points are indicated with blue and red circles and diamonds, and agree generally with the cavity cooling and heating regimes shown in Fig. 6.11(b). These results represent preliminary signals of cavity cooling and heating that have been demonstrated previously and in much more detail with single atoms [176–178] and atomic ensembles [179].

Our cavity transmission measurement necessarily operates near $\Delta_{pc} = 0$, where we obtain the maximum contrast between the uncoupled and coupled cavity transmission curves. Per this discussion, we must therefore be sure to operate with the cavity at or slightly above atomic resonance, avoiding excessive atom loss caused by cavity heating like that shown in
the data point circled in red in Fig. 6.11(e), and even benefiting from reduced atom loss due to cavity cooling at the data point indicated with a blue diamond in Fig. 6.11(f).

6.5 Summary

The investigations discussed above led us to these optimized measurement conditions: For the fluorescence measurement, we operate at a probe-cavity detuning of roughly $\Delta_{pc} \sim -\kappa/4$, where we achieve a large cavity scattering rate and simultaneous cavity cooling, as discussed in Section 6.3.3. We select a probe-atom detuning of $\Delta_{pa} = -2\pi \times 10$ MHz and tune the drive strength to achieve the maximum cavity scattering rate; see Sections 6.3.6 and 6.3.5. At these settings, we detect an atom in the $F = 2$ with a measurement infidelity of less than 1% in a single cavity probe interval with a duration of 25 $\mu$s.

For the transmission measurement, we set the cavity and probe to be resonant with the atomic transition ($\Delta_{pc} = \Delta_{pa} = 0$), taking care to note that the cavity does not drift below atomic resonance, which causes cavity heating, as seen in Section 6.4.4. We drive the cavity with circularly polarized light, which pumps the atom into the maximally coupled stretched-state (Section 6.4.2), and set the drive strength to be just on the edge of the low-saturation regime, increasing the photodetection rate until it would compromise the optimal weak-drive transmission reduction factor (Section 6.4.3). Here, due to the high empty cavity background photodetection level, a longer measurement duration of 50 $\mu$s is required to achieve a measurement infidelity at the subpercent level.

These are the optimized measurement conditions used in Ref. [54], included also in Appendix B. In the published work, we also add a short pulse of local repump light and second cavity probe interval to fully distinguish an atom in the $F = 2$ manifold, an atom in the $F = 1$ manifold, and no atom. These two-probe cavity measurements are then performed in a two-atom array, and a Ramsey experiment confirms that the cavity measurement of the atom trapped inside the cavity does not decohere the atom trapped outside the cavity, thus realizing the requirements for a mid-circuit measurement in a neutral atom array.

6.6 Improvements

I now offer a few ideas about how to improve the cavity measurements discussed here. Of course, a better cavity with greater cooperativity and detection efficiency would achieve measurement fidelity that outperforms ours; but even within our system, our measurement could be improved.

An obvious step would be to improve the axial confinement of our tweezer-trapped atoms. The tweezer waist is quite large compared to the cavity probe half-wavelength of 390 nm; stronger confinement could be achieved with a one-dimensional optical lattice using a cavity mode at a different wavelength. Our initial plan of a lattice formed by the cavity lock light, discussed in the introduction of Chapter 5, might work for this, but a shorter wavelength
lattice would create a tighter trap and avoid the annoyance of the excited state ac Stark shift of the cavity lock light. The tweezers would be used to trap single atoms at trap minima that overlap with probe antinodes, as in Refs. [80, 87]. This technical upgrade would especially benefit the cavity transmission measurement, because the resonant low-saturation transmission reduction factor of $1/(1 + C)^2$ is hard-hit by averaging over $g^2(x)$, as seen in the difference between the gray and orange lines in Fig. 6.10.

Atom loss associated with our fluorescence measurement could be reduced by using feedback to stop a probe interval as soon as the detection threshold is reached. For the optimized fluorescence measurement presented in Ref. [54], with probe durations of 20 $\mu$s, this threshold is 2 photons; however, the average above-threshold detection is nearly 15 photons. The heating associated with scattering all these photons would be reduced, and the average measurement time for atoms in the $F = 2$ would also go down.

The transmission measurement fidelity could be improved in two ways: by using a second SPCM for coincidence detection, or by implementing polarization-sensitive detection. With a second SPCM, we could measure $g^{(2)}(0)$, as discussed in Section 6.3.1. The difference between coherent light transmitted by the empty cavity, with $g^{(2)}(0) = 1$, and light that has probed the atom-cavity hybrid system, might provide a signal that could be used along with photon count threshold to reduce the time required for high-fidelity transmission measurement. Polarization-sensitive detection would benefit the transmission measurement by removing the high empty cavity transmission level: the detection of photons with the opposite polarization of the input cavity probe light would signal the presence of an atom, as implemented in Ref. [189]. Part of the signal arises from spontaneous emission, with the measurement functioning as a sort of hybrid between our transmission and fluorescence measurements. Transmission probe light of a certain polarization drives unpolarized atomic fluorescence, and those photons whose polarization is opposite the probe polarization is collected and detected through the cavity, as in the cavity fluorescence measurement. Additionally, atom-induced birefringence between circularly-polarized cavity modes causes Faraday rotation of linearly-polarized probe light, adding a coherent contribution to the signal in the opposite polarization mode. Both opposite-polarization signals benefit from the fact that the empty cavity background level is now low.
Chapter 7

Outlook

The work presented in this thesis points to future directions in quantum sensing and quantum information processing.

Chapter 5 presents a simple quantum sensing result in which single atoms are used to perform superresolution measurements of optical fields within our cavity [53]. Our sensor operates in two modes: directly detecting the cavity lock light through its ac Stark shift of the imaging resonance, and detecting the cavity probe light through its force, which pulls atoms away from the tweezer trap minima, distorting the measurement of the cavity lock “ruler.” ac Stark shift measurement could be helpful in characterizing and optimizing optical fields used in increasingly complex quantum matter simulations [40, 190]. However, most optical fields do not have the advantage of the cavity lock light that we used to demonstrate this measurement: the large shift to the imaging transition but negligible effect on the ground state trapping potential. The force-sensing measurement of the cavity probe light may offer a more general method for detecting optical fields—and anything else that exerts a force—using a spatially varying auxiliary field that exerts a large excited-state shift. This auxiliary field need not be a standing wave, as in our experiment; better sensitivity would be achieved with linear variation of the auxiliary field at the tweezer trap minimum, achieved, for instance, with a second tightly focused auxiliary tweezer, slightly offset from the tweezer trap and moving with it in a scanning-probe atomic-force microscope.

Tweezer-trapped single atoms also offer prospects in quantum metrology outside of optical field and force detection, notably in the realization of “tweezer clocks” [36, 149]. Here, the advantage of using individually trapped atoms is not their superresolving capability, but the single-particle coherent control, high-fidelity readout, and possibilities for engineering entanglement offered by a tweezer array. Our cavity would provide additional advantages to tweezer clocks. Single-atom nondestructive cavity measurement, as discussed in Chapter 6, could enable a continuously running atomic tweezer clock. Alternatively, the cavity could be used to generate all-to-all entanglement for improved time-keeping with sensitivity beyond the standard quantum limit [191].

Chapter 6 discusses a quantum information processing result: the realization of a mid-circuit measurement enabled by local nondestructive cavity detection [54]. An atom in the
cavity-coupled state is detected either by collecting Purcell-enhanced spontaneous emission through the cavity, in the cavity fluorescence measurement, or by observing a reduction in transmitted light at the empty cavity resonance frequency due to the hybridized atom-cavity excitations of the Jaynes-Cummings model, in the cavity transmission measurement. Both of these measurements, enabled by the enhanced light-matter interaction that cavity QED provides, exceed the performance of free-space state detection in fidelity and speed, and do so without losing the atom under measurement or destroying the hyperfine coherence of a nearby atom, standing in for a larger coherent array. The low error rate, rapid detection speed, and locality of our cavity measurements satisfy the requirements of a mid-circuit measurement, which is in turn a requirement for many quantum error correction protocols.

Realizing quantum error correction using cavity measurement would have dramatic implications in quantum metrology and information processing; however, our demonstration of a mid-circuit measurement represents just one small piece of the puzzle [54]. Performing a mid-circuit measurement in a fully capable Rydberg tweezer array would be a significant next step, and will require substantial technical upgrades to the apparatus described in this thesis. Preparation for these upgrades has already begun. Adding to our cavity system the capabilities of leading Rydberg atom quantum processors, rapidly improving in both academia and industry, promises exciting future directions.
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We realize a scanning probe microscope using single trapped $^{87}$Rb atoms to measure optical fields with subwavelength spatial resolution. Our microscope operates by detecting fluorescence from a single atom driven by near-resonant light and determining the ac Stark shift of an atomic transition from other local optical fields via the change in the fluorescence rate. We benchmark the microscope by measuring two standing-wave Gaussian modes of a Fabry-Pérot resonator with optical wavelengths of 1560 and 781 nm. We attain a spatial resolution of 300 nm, which is superresolving compared to the limit set by the 780 nm wavelength of the detected light. Sensitivity to short length scale features is enhanced by adapting the sensor to characterize an optical field via the force it exerts on the atom.

Neutral atoms make excellent sensors, owing largely to the identical physical properties of all atoms of a given isotope [1]. Further, neutral atoms can be isolated from decoherence, enabling highly sensitive measurements of fields, forces, acceleration, rotation, and the passage of time [2–5]. While, to date, atomic sensors have mostly made use of gaseous atomic ensembles, new techniques allow exceptional control of single atoms [6,7] and of structured arrays of single atoms [8,9], motivated by the goals of quantum simulation [10], communication [11], metrology [12,13], and computation [14,15].

A number of techniques use cold atoms for spatial tomography of material properties and electromagnetic fields [16–21]. Complementary techniques use electromagnetic fields to perform superresolution microscopy of cold atom systems [22,23]. Here, we harness the ability to trap, position, and detect single neutral atoms to construct a scanning probe quantum sensor [24] that measures optical fields with high spatial resolution. The sensing medium is a single $^{87}$Rb atom trapped within a tightly focused optical tweezer trap and driven with near-resonant light. By measuring the optical fluorescence rate, we determine the shift induced on the atomic resonance frequency by local optical fields and, thereby, the local background optical intensity. We apply our sensor to optical test patterns formed by long-wavelength (LW, 1560 nm) and short-wavelength (SW, 781 nm) TEM$_{00}$ standing-wave modes of a Fabry-Pérot optical resonator. We measure a sensor spatial resolution of 300 nm, below the resolution limit set by the detected fluorescence light at a wavelength of 780 nm, thus achieving superresolution.

Operation of the sensor relies on basic properties of light-atom interactions. An atom in free space scatters light at a rate given by

$$\Gamma_{\omega} \propto \frac{1}{(\omega - \omega_0 - \delta_\omega)^2}.$$  

Here, we consider the scattering of imaging light at a frequency $\omega$, that is near that of a single atomic transition, with the atomic resonance frequency being the sum of $\omega_0$, the bare resonance frequency, and $\delta_\omega$, the transition ac Stark shift. We consider the ac Stark shift due to linearly polarized optical fields with detunings much larger than the atomic state hyperfine splittings, and thus treat the atom as a two-level system, ignoring degeneracies and optical polarization effects. We require the detuning of the imaging light to be large compared to the atomic resonance linewidth and neglect saturation by considering the weak scattering regime. The transition ac Stark shift is determined by the intensity $I$ of a local optical field of frequency $\omega$ as $\delta_\omega = -(2\hbar c \omega_0)^{-1}[\alpha_o(\omega) - \alpha_e(\omega)]I$, where $\alpha_o(\omega)$ and $\alpha_e(\omega)$ are the scalar dynamical electrical polarizabilities of the ground and excited states [25]. These polarizabilities are fixed for $^{87}$Rb atoms; thus, the measurement of $\delta_\omega$ realizes an absolutely calibrated light intensity meter.

Our sensor employs a one-dimensional array of as many as ten atoms trapped individually in optical tweezer traps. The tweezers, each formed by focusing light at a wavelength of 808 nm through a NA = 0.5 objective to a Gaussian beam waist of around 750 nm, are located near the center of an in-vacuum, near-concentric Fabry-Pérot optical cavity, whose mirrors are coated to be highly...
reflective for LW and SW light. The array is oriented perpendicular to the cavity axis and translated along the cavity axis using a piezo-controlled mirror. Atomic fluorescence is imaged through a NA = 0.5 objective (used also to focus tweezer light) onto a scientific CMOS (sCMOS) camera. (b) Single-shot (top) and averaged (bottom) fluorescence images of ten-tweezer array. (c) ac Stark shifts are applied to the $^{87}\text{Rb}$ $5S_{1/2}$ to $5P_{3/2}$ imaging transition at 780 nm by light at wavelengths of 1560 nm (LW, green arrow) and 781 nm (SW, dark red arrow), both supported by the optical cavity. LW light reduces the imaging transition frequency, due to the dominant downward shift of the excited state caused by the proximity of the $5P_{3/2}$ to $4D$ transitions near 1529 nm. SW light increases the imaging transition frequency and exerts a strong potential on ground-state atoms.

FIG. 1. Overview of the experiment. (a) Atoms are loaded from an optical dipole trap into an array of optical tweezers, centered within an optical cavity. The radial (y) position of tweezers along the array is controlled using an acousto-optical deflector (AOD), while the axial (z) position is controlled using a piezoactuated mirror. Atomic fluorescence is imaged through a NA = 0.5 objective (used also to focus tweezer light) onto a scientific CMOS (sCMOS) camera. (b) Single-shot (top) and averaged (bottom) fluorescence images of ten-tweezer array. (c) ac Stark shifts are applied to the $^{87}\text{Rb}$ $5S_{1/2}$ to $5P_{3/2}$ imaging transition at 780 nm by light at wavelengths of 1560 nm (LW, green arrow) and 781 nm (SW, dark red arrow), both supported by the optical cavity. LW light reduces the imaging transition frequency, due to the dominant downward shift of the excited state caused by the proximity of the $5P_{3/2}$ to $4D$ transitions near 1529 nm. SW light increases the imaging transition frequency and exerts a strong potential on ground-state atoms.

FIG. 2. Demonstration of sensor operation. (a) Background-subtracted integrated photon counts for fluorescence images (exposure 500 ms) of single atoms at imaging detunings $\Delta/2\pi = -64.8, -23.7, -10.0, -3.2$ MHz (lightening shades of blue). Near atomic resonance, single-atom fluorescence is easily distinguished from camera noise (gray), allowing us to detect an atom with 99.99% fidelity. For far-detuned probing, the photon-count distributions for zero- and one-atom images overlap ($\Delta/2\pi = -64.8$ MHz data shown together in inset, gray). However, postselection (inset, blue) based on a later near-resonant image frame identifies single-atom images. (b) Detected photon counts vs $\Delta$ for an atom held in an optical tweezer of depth $k_B T = 1.5(2)$ mK (blue) and subject to increasing intensities of LW cavity field (lightening shades of red). Error bars indicate estimated single-shot uncertainty based on photon detection noise. Solid lines are fits to Eq. (1). The inset compares $\delta_{ac}$ from LW light measured at $\Delta/2\pi = -37$ MHz [gray line in Fig. 2(b)] with a prediction that is based on the estimated cavity circulating intensity, with a correction factor of 0.7 applied to account for a reduction in the ac Stark shift measured at the LW antinode due to spatial averaging by the finite temperature atomic distribution.

atomic resonance between image frames. Single atoms fluoresce more brightly in subsequent frames, as shown in the histograms in Fig. 2(a). We posselect data in each image frame based on a photon-count threshold in a later frame to ensure the atom did not leave the trap during any earlier imaging exposure. This postselection also allows us to determine the scattering rate for atoms probed with far-detuned light for which the fluorescence level is not far above the photodetection noise floor; see Fig. 2(a) inset.

The detected photon counts provide a measure of $\delta_{ac}$, as demonstrated in Fig. 2(b). We place a tweezer-trapped atom at the antinode of the LW cavity mode and detect atomic fluorescence at different imaging detunings $\Delta$ and linearly increasing LW cavity intensities. For each LW intensity, we fit the dataset of photon counts vs $\Delta$ to the prediction of Eq. (1) and observe good agreement with the model. As expected from the level structure of $^{87}\text{Rb}$ [see Fig. 1(c)], increasing LW light shifts the atomic resonance downward ($\delta_{ac} < 0$), bringing the effective imaging-light detuning $\Delta - \delta_{ac}$ closer to resonance and increasing the atomic fluorescence.
For normal sensor operation, we determine the LW-light-induced $\delta_\text{ac}$ from the photon counts detected at a single $\Delta$. We convert the detected photons counts to $\delta_\text{ac}$ using Eq. (1) with parameters, such as the ac Stark shift due to the tweezer light, calibrated by a fit to reference data taken in absence of LW light [blue data in Fig. 2(b)]. As shown in the Fig. 2(b) inset, the measured values of $\delta_\text{ac}$ are consistent, to within systematic error, with our estimates of $\delta_\text{ac}$ based on measurements of the LW power at the cavity output, thus demonstrating the accuracy of the sensor. The uncertainty in the output power estimate of $\delta_\text{ac}$ is dominated by 20% uncertainty in the transmissivity of the cavity out-coupling mirror [26].

The sensitivity of a single $\delta_\text{ac}$ measurement is limited by photodetection noise, improving as $|\Delta - \delta_\text{ac}|$ decreases and the atomic scattering rate increases, until the atom is lost from the tweezer trap owing to ineffective laser cooling under imaging light that is too close to atomic resonance. The best sensor performance that we demonstrate occurs under imaging light that is too close to atomic resonance. The convolution of a full-contrast sinusoidal intensity pattern of period $d$ with a Gaussian point spread function of rms width $\sigma$ yields an expected contrast of $C = e^{-\pi r^2 / 4d^2}$, where $r = 2\sigma$ is the resolution limit according to the Sparrow criterion. The contrast achieved at various radial positions in Fig. 3(b) ranges between 0.30 and 0.47, which, with $d = 780$ nm, corresponds to $r$ between 380 and 300 nm. For comparison, the diffraction-limited Sparrow resolution of our NA = 0.5 microscope is 657 nm, and the fundamental free-space far-field diffraction limit for our imaging wavelength is 328 nm. We achieve superresolution with respect to both limits. Decreasing contrast at higher cavity field intensity indicates that the temperature of the atomic sensor increases, perhaps owing to poorer laser cooling in the presence of large state- and position-dependent ac Stark shifts. Using the axially averaged values of the ac Stark shift $\delta_\text{ac}$, we reproduce the radial profile of the cavity intensity, observing a beam waist of $25.9(3)$ $\mu$m, in agreement with our $a$ priori estimate of $24.3$ $\mu$m based on the cavity geometry [27].

Next, we explore the limits of the single-atom sensor by applying it to map an optical field generated by shorter-wavelength light, the standing-wave Fabry-Pérot cavity mode at a wavelength of 781 nm, $2\pi \times 400$ GHz red-detuned from the atomic $D_2$ resonance. The shorter-wavelength light presents two coupled challenges to our sensing application. First, at fixed resolution, shorter-wavelength axial intensity variation with periodicity $d = 390.5$ nm is measured with lower contrast, estimated at just $C = 0.05$ for $r = 300$ nm. For our measurement times and sensitivities, this low contrast allows only relatively large ac Stark shifts to be measured. Second, large ac Stark shifts modulated at short length scales lead to strong optical forces that displace the trapped atom within the optical tweezer, complicating the interpretation of the measurement. Further, unlike the LW light, the SW light produces ac Stark shifts on the ground and excited atomic states that are comparable in magnitude, exacerbating the deflection of the ground-state atomic sensor.

We overcome these obstacles by driving the Fabry-Pérot cavity simultaneously at both its SW and LW resonances and measuring the total transition ac Stark shift provided by both optical fields. In a simplified interpretation, we use the
single atom now as a “force sensor”: Forces and force gradients produced by the SW optical pattern displace the atomic distribution. These changes to the atomic position distribution alter the observed axial variation of $\delta_{ac}$ at the 780 nm spatial period of the LW pattern, indirectly revealing the spatial structure of the SW optical field. We note three distinct features that arise due to the SW light.

First, the observed variation of the ac Stark shift changes to the atomic position distribution alter the contrast of the axial variation and spatial displacement relative to the LW field, we have fully characterized the SW optical field.

FIG. 4. Force sensing measurement of SW cavity lattice through distortion of LW measurement. (a) Optical trapping potential (green) and thermal atomic distribution (orange) due to the tweezer (left) and the sum of the tweezer and SW cavity field (right). The SW lattice narrows and displaces the atomic distribution. (b) Axial ac Stark shift due to the LW cavity field measured with a single atom trapped in a tweezer of depth $k_B T = 0.3(3)$ nK in the absence (presence) of SW light, shown in light (dark) green. The axial variation at the LW periodicity gains an overall offset, increases in amplitude, and is shifted axially upon imposition of the SW potential. Error bars indicate standard error on the mean of repeated measurements. (c) Axially-averaged offset of the LW ac Stark shift due to the SW cavity field measured at different radial positions. Solid line is a fit to a Gaussian with a waist of 20(3) $\mu$m. Starred point indicates the tweezer used for (b).
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[26] To estimate the circulating power in the cavity, we account for 100 ppm transmissivity of the out-coupling mirror and 10% photodetection efficiency of transmitted light. The circulating power is converted to intensity via the measured mode waist [see Fig. 3(b)] and to $\delta_0$ by the scalar dynamical electrical polarizability at 1560 nm.
[27] The cavity mirrors have a radius of curvature of 5 mm and the cavity length is 9.4 mm.
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Subsystem readout during a quantum process, or mid-circuit measurement, is crucial for error correction in quantum computation, simulation, and metrology. Ideal mid-circuit measurement should be faster than the decoherence rate of the system, high-fidelity, and nondestructive to the unmeasured qubits. Here, we use a strongly coupled optical cavity to read out the state of a single tweezer-trapped 87Rb atom within a small tweezer array. Measuring either atomic fluorescence or the transmission of light through the cavity, we detect both the presence and the state of an atom in the tweezer, within only tens of microseconds, with state preparation and measurement infidelities of roughly 0.5% and atom loss probabilities of around 1%. Using a two-tweezer system, we find measurement on one atom within the cavity causes no observable hyperfine-state decoherence on a second atom located tens of microns from the cavity volume. This high-fidelity mid-circuit readout method is a substantial step toward quantum error correction in neutral atom arrays.

DOI: 10.1103/PhysRevLett.129.203602

Numerous applications of controlled many-body quantum systems require measurements that read out and affect only a part of the system, i.e., mid-circuit measurements. Examples include quantum error correction [1,2], measurement-based quantum computation [3], quantum-error-corrected metrology [4–6], and an entanglement phase transition induced by mid-circuit measurements on a quantum circuit [7,8]. Effective mid-circuit measurements should satisfy three requirements: they must be faster than the decoherence rate of the system, have low error rates (e.g., below around 1% for implementing surface-code quantum error correction [9–11]), and be sufficiently local so as not to disturb unmeasured quantum bits.

In atom-based systems such as atom-tweezer arrays [12,13], lattice-trapped atoms [14,15], and trapped ion chains [16], the many-atom state is often read out through optical fluorescence imaging. Practical limitations on the numerical aperture (NA) of imaging systems require many photons to be scattered by an atom before it is detected. This requirement impairs the use of free-space imaging for mid-circuit measurement: Measurements tend to be slow (e.g., on the order of 10 [17–21] or 100 ms [22] in atomic tweezer arrays and quantum gas microscopes, respectively [23]), of limited state-detection fidelity owing to spontaneous Raman transitions during detection, and destructive to nearby atoms that can absorb scattered photons.

Here, we demonstrate mid-circuit optical detection of an atomic tweezer array wherein a single atom is measured with high fidelity while the remaining array retains quantum coherence. For this, we use a strongly coupled cavity to detect a single optical tweezer, allowing for rapid, state-sensitive, high-fidelity, low-atom-loss local measurement with minimal photon scattering of about 100 photons. We benchmark our measurement with a two-atom tweezer array, measuring single atoms sequentially by translating each tweezer trap into the cavity mode, and then detecting light emitted by the cavity that is either fluoresced by the driven atom or transmitted through the driven cavity [Fig. 1(a)]. We observe that an initially prepared hyperfine spin coherence of one atom persists even as the other atom is measured at high fidelity.

Our experimental setup is described in Ref. [26]. Briefly, a bulk optically trapped gas of ultracold 87Rb atoms is prepared near the volume of a horizontal-axis, near-concentric in-vacuum Fabry-Pérot optical cavity with a mirror spacing of 9.4 mm. Atoms are loaded into optical tweezer traps formed by 808-nm-wavelength light that is projected vertically through a high-NA imaging system. An acousto-optical deflector allows us to generate multiple traps in a one-dimensional array and to translate them perpendicularly to the cavity axis. We illuminate the tweezers with counterpropagating light that is detuned about 2π × 35 MHz below the D1 F = 2 → F′ = 3 laser-cooling transition, and also with repump light, resonant with the F = 1 → F′ = 2 transition, both at a wavelength of 780 nm. This illumination reduces the population in each tweezer to either zero (empty tweezer) or one atom,
which we distinguish by imaging the resulting fluorescence through the high-NA objective.

Single tweezer-trapped atoms can serve as long-lived qubits by encoding quantum information in the ground-state hyperfine spin [27,28]. Following this approach, we prepare our atoms into the $F = 1$ or $F = 2$ manifold by applying either depump ($F = 2 \rightarrow F' = 2$) or repump light, respectively [29] [Fig. 1(b)]. Combined with information from the aforementioned fluorescence image, the tweezers are thereby prepared in one of three tweezer states: empty, containing an atom in the tweezer (blue and green) are on resonance with the $F = 1 \rightarrow F' = 2$ and $F = 2 \rightarrow F' = 2$ transitions. A resonant microwave (MW) pulse drives the Zeeman-insensitive $|F = 1, m_f = 0 \rangle \rightarrow |F = 2, m_f = 0 \rangle$ hyperfine transition.

We use our cavity to measure a single tweezer, distinguishing each of these three tweezer states. The cavity reaches the single-atom strong coupling regime, with a cooperativity on the $\approx$Rb $D_2$ cycling transition of $C = \frac{g_0^2}{\kappa \gamma} = 2.3$ with $\{g_0, \kappa, \gamma\} = 2\pi \times \{2.7, 0.53, 3.0\}$ MHz. Here, $g_0$ is the maximum atom-photon coupling strength between the $F = 2$ and $F' = 3$ stretched states at a field antinode in the center of the TEM$_{00}$ cavity mode with a beam waist of $w_0 = 20(3) \ \mu$m. The half-linewidths of the cavity and atomic resonances are $\kappa$ and $\gamma$, respectively.

Our high-cooperativity cavity supports two measurement methods. In the fluorescence method, we directly illuminate the atom and collect its fluorescence using the cavity. Strong atom-cavity coupling results in a large collection efficiency into a single optical mode that is detected with little background noise. In the transmission method, we drive the cavity near its resonance and measure the transmission of cavity probe light. Here, atom-cavity hybridization causes a single atom to broaden (at low $C$) or split (at high $C$) the cavity resonance line, reducing the transmitted intensity. Single-atom detection using strongly coupled cavities has been demonstrated previously, through both fluorescence [35,36] and cavity transmission or reflection [35,37]. For a two-atom array, collective detection and one-way transport from a cavity into free space has been demonstrated in Ref. [38], while probabilistic atom-photon conversions with single-atom addressability has been shown in Ref. [39]. The present Letter extends these results to high-fidelity single-atom state detection that does not decohere the rest of the array, demonstrating the necessary features of a mid-circuit measurement in a neutral atom quantum information processor.

In both measurement methods, our goal is to realize three-state sensitivity with measurement infidelity at the subpercent level, as required in certain protocols for quantum error correction [9–11]. We do this by probing the atom-cavity system in two consecutive probe intervals. In each interval of duration $\tau$, using probe light near the $F = 2 \rightarrow F' = 3$ transition, we determine whether the cavity contains a single atom in the $F = 2$ manifold. This is done by counting photons emitted from the cavity using a single-photon counting module (SPCM) with a total quantum efficiency of $\eta = 0.25$ [29]. The detection path and SPCM are polarization-insensitive. A positive detection of an $F = 2$ atom is indicated by the observed photon number being either higher [fluorescence; see Fig. 2(a)] or lower [transmission; see Fig. 3(a)] than an optimized threshold. The second probe interval begins with (for fluorescence) or is preceded by (for transmission) a $\tau_{rp} = 5 \ \mu$s pulse of localized repump light.
The negative detection of an atom in the first interval followed by a positive detection in the second interval measures the tweezer as being empty. In the cavity fluorescence method, we set the cavity resonance frequency \( \omega_c \) to be detuned by \( \Delta_c = \omega_c - \omega_a = -2 \pi \times 10 \text{ MHz} \) below the laser-cooling transition frequency \( \omega_a \). We illuminate the atom with vertically counterpropagating probe beams in a lin-perp-lin configuration in order to provide polarization gradient cooling during measurements. The probe frequency \( \omega_p \) is tuned slightly below the cavity resonance (\( \Delta_p = \omega_p - \omega_a \sim -\pi/2 \)) to realize cavity cooling of the atomic motion [40]. The probe light intensity is set to maximize the photodetection rate \( R = R_{\text{max}} \) of an atom in the cavity [Fig. 2(c)]. Lower probe intensity drives the atom below saturation, whereas higher probe intensity shifts the incoherent fluorescence spectrum outside the bandwidth of the cavity [41,42]. Experimentally, we find \( R_{\text{max}} = 0.76 \text{ ms}^{-1} \), which is below the theoretical maximum of \( R_0 = \eta_0 \eta_1 / (4 \kappa) = 5.4 \text{ ms}^{-1} \) predicted for a two-level atom [29]. This difference may be explained by two effects. First, the tweezer-trapped atom is poorly localized along the cavity axis, exhibiting rms position fluctuations of up to 200 nm with respect to the standing-wave pattern (periodicity of 390 nm) of the cavity mode; see Ref. [26]. The effective square of the atom-cavity coupling strength is thus averaged roughly to \( g_{\text{eff}}^2 = g_0^2 / 2 \) owing to spatial random sampling. Second, internal state dynamics induced by the probe light drives the atom between Zeeman sublevels of the ground and excited states, reducing the effective time-averaged coupling to the two polarization modes supported by the cavity. We estimate this effect reduces the maximum cavity emission rate by an additional factor of 0.28 [29].

Fluorescence measurement outcomes, obtained after preparing a single intracavity tweezer in each of the three tweezer states, are shown in Fig. 2. For a probe interval of \( \tau = 25 \mu s \), we observe a large contrast between the photon number detected for a tweezer prepared in the first state and that detected for either the no-atom or \( F = 1 \) states [Fig. 2(a)]. Combining data from two consecutive 25 \( \mu s \) probe intervals (total measurement time of \( \tau_{\text{tot}} = 2 \tau = 50 \mu s \)), and setting the threshold for state detection between 1 and 2 photons, we achieve a state preparation and measurement (SPAM) error of several times \( 10^{-3} \) for each of the three initial tweezer states (Table I). For shorter \( \tau \) [Fig. 2(d)], statistical fluctuations in the detected photon number lead us to misidentify bright states as dark states in dark states in either the first or second probe intervals, leading to infidelity in \( F = 2 \) and \( F = 1 \) state detection, respectively. For longer \( \tau \), state preparation error and false detection error caused by the depumping of an atom before detecting an above-threshold number of photons set a limit on the achievable fidelity. We estimate that these two error sources contribute equally to the overall SPAM error [29]. Table I also reports low atom loss probabilities on the order of 1\%, with higher loss rates for atoms in the \( F = 2 \) manifold due to scattering-induced heating through both probe intervals.

### TABLE I. Measurement infidelity and loss probability.

<table>
<thead>
<tr>
<th></th>
<th>No atom</th>
<th>( F = 1 )</th>
<th>( F = 2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Fluorescence</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( 2 \times (\tau = 25 \mu s) )</td>
<td>Outcome</td>
<td>Low-low</td>
<td>Low-high</td>
</tr>
<tr>
<td></td>
<td>Infidelity</td>
<td>0.04(3)%</td>
<td>0.4(2)%</td>
</tr>
<tr>
<td></td>
<td>Loss probability</td>
<td>0.2(2)%</td>
<td>1.4(3)%</td>
</tr>
<tr>
<td><strong>Transmission</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( 2 \times (\tau = 50 \mu s) + 5 \mu s )</td>
<td>Outcome</td>
<td>High-high</td>
<td>High-low</td>
</tr>
<tr>
<td></td>
<td>Infidelity</td>
<td>0.4(1)%</td>
<td>1.1(2)%</td>
</tr>
<tr>
<td></td>
<td>Loss probability</td>
<td>0.7(3)%</td>
<td>1.4(2)%</td>
</tr>
</tbody>
</table>
In the cavity transmission method, we drive the cavity with light that is resonant with both the cavity and the atom ($\Delta_{\text{at}} = \Delta_{\text{pc}} = 0$). The circularly polarized probe light, together with a weak magnetic field applied along the cavity axis, pumps $F = 2$ atoms into the spin-stretched state, maximizing their coupling to the cavity. For weak probe light, we observe that an $F = 2$ atom in the cavity reduces the detected transmitted photon rate $R_{\text{low}}$ to 0.4 times the rate $R_{\text{high}}$ observed with either no atoms or an $F = 1$ atom in the cavity. For low saturation, one would expect $R_{\text{low}}/R_{\text{high}} = (1 + 2C)^{-2}$ for fixed atom-cavity coupling strength. Averaging this expression over a uniform atomic spatial distribution along the cavity axis yields $R_{\text{low}}/R_{\text{high}} = 0.27$ for our system. The difference between the observed and expected transmission reduction may be explained by an inhomogeneous broadening of the atomic resonance of roughly 4 MHz, caused by the ac Stark shift of the tweezer trap light [35]. At high probe intensity, atomic saturation leads to $R_{\text{high}} - R_{\text{low}}$ reaching a constant difference of roughly 2.4 $\mu$s$^{-1}$. At an intermediate probe intensity setting of $R_{\text{high}} \approx 2.2 \mu$s$^{-1}$, the bimodal separation statistic $D$ [43] between the high and low photon count distributions reaches its maximum [Fig. 3(c)].

Transmission measurements made at this optimal probe intensity, with two probe intervals of $\tau = 50 \mu$s each ($t_{\text{tot}} = 2\tau + 5 \mu$s = 105 $\mu$s), again show clear distinctions among tweezers prepared initially in each of the three tweezer states [Fig. 3(a)]. The detection infidelities and atom loss (Table I) are comparable to those obtained through fluorescence. However, the smaller contrast between high and low detection rates causes the transmission method to be generically slower than the fluorescence method of detection. Transmission measurements with a higher $C$ would be interaction-free [45], thus suppressing depumping errors and mechanical effects from light scattering, which provides particular advantages for detecting trapped particles, such as single molecules [46,47], that lack a cycling optical transition.

Next, we demonstrate that our cavity-enhanced detection of one atom does not perturb the quantum evolution of other atoms in an array, an essential requirement for a mid-circuit measurement. We implement a simple quantum circuit consisting of single-qubit gates, realizing a Ramsey sequence on a two-atom tweezer system [Fig. 4(a)]. We form the array with atom A initially trapped within, and atom B at a variable radial distance $d$ outside the cavity. Both atoms are initialized in the $|F = 2, m_F = 0 \rangle$ state and subject to a $\pi/2$ microwave-induced rotation to the $|F = 1, m_F = 0 \rangle$ state [29]. A mid-circuit measurement is performed on atom A, using either detection method with the optimal probe times in Table I. We complete the circuit by applying a second $\pi/2$ pulse with a variable phase offset $\phi$, translating atom B into and atom A out of the cavity simultaneously within 200 $\mu$s, and a measurement of atom B.

Measurements on atom B show a characteristic Ramsey fringe as $\phi$ is varied [Fig. 4(b)]. We quantify the effect of mid-circuit measurement by considering a normalized contrast, taken as the ratio of the Ramsey-fringe contrasts with and without mid-circuit measurement [48]. We observe a normalized Ramsey contrast above 97% with 84% confidence level [29], when atom B is $d = 34.5 \mu$m ($d = 46.0 \mu$m) away from the cavity mode center for fluorescence (transmission) measurement. A mid-circuit fluorescence measurement begins to affect the coherence of atom B once atom B is within about 20 $\mu$m of the cavity center [49]. This length scale is consistent with the beam waists of the fluorescence probe beams [29]. A transmission measurement begins to affect atom B at a larger distance of roughly 35 $\mu$m from the cavity center, consistent with the beam waist of the cavity mode [26].

Our Letter demonstrates that the integration of cavity-enhanced measurement with a configurable tweezer array enables mid-circuit measurement within a neutral atom quantum information platform. We achieve measurement infidelities comparable to the best previous results in

![FIG. 4. Mid-circuit measurement. (a) Quantum circuit representing a Ramsey sequence with a mid-circuit measurement of atom A. Atom A (B) is initially located inside (outside) the cavity. Both atoms undergo two $\pi/2$ rotation pulses with variable relative phase $\phi$, denoted as $R_\pi(\phi/2)$ and $R_\pi(\phi/2)$. Atom A is measured between the two pulses using either fluorescence or transmission measurement methods. Both tweezers are repositioned before atom B is measured using the same method. (b) The $F = 1$ state probability of atom B, $P(B, F = 1)$, shows Ramsey fringes as the phase $\phi$ of the second pulse is varied. We observe no distinction between Ramsey fringes measured following fluorescence (light red squares, $\tau = 25 \mu$s) and transmission (dark red circles, $\tau = 50 \mu$s) detections of atom A, and no detection of atom A (gray). Normalized contrast is defined as the ratio of the Ramsey-fringe contrasts observed with and without a mid-circuit measurement on atom A. (c) Normalized contrast versus the initial distance of atom B from the cavity center, with $\tau$ settings as in (b). The dashed (dotted) line is a theoretical estimate based on the intensity and size of the fluorescence probe beam (cavity mode) [29].]
atomic tweezer systems [20], in a manner that not only allows subsystem-selective measurement but is also fast, with the measurement time being shorter than not only the second-scale hyperfine-state coherence of tweezer-trapped atoms [51,52], but also the $\sim 100 \mu s$ lifetime of the Rydberg states commonly used in Rydberg-tweezer systems [53]. Combined with the low probability of losing a trapped atom during detection, cavity-based measurement could also enable the deterministic preparation of atom arrays assembled atom by atom, without requiring space-imaging and resorting [12,13,54–56].

The detection time, fidelity, and loss of our measurement could be reduced further by several experimental improvements. Increasing $g_0$ and $k$ simultaneously, up until the onset of hyperfine-state mixing [38], would allow for more efficient and faster detection of scattered photons. Better constraints on atomic motion, achieved by improved laser cooling [29] or by stronger confinement along the cavity axis, would mitigate the effective motional reduction of atom-cavity coupling that we presently observe. Speed limits imposed by the need to transport atoms into the cavity prior to measurement could be improved by employing optical-lattice-based conveyors [57]. Transport could be eliminated altogether by maintaining the tweezer array entirely within the cavity volume and using rapid ac Stark shifts realized with local illumination to bring atoms selectively into resonance with the cavity for detection [21]. The atom loss probability could be reduced by using real-time processing and an adaptive measurement that stops each probe interval when a measurement outcome is obtained [58], and also by applying laser cooling briefly after detection.
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[23] We note recent efforts that achieve fast free-space detection of tweezer-trapped neutral atoms through careful engineering of fluorescence detection [24] and Rydberg-ensemble-assisted imaging [25].


[42] Given two distributions with means $\mu_1, \mu_2$ and standard deviations $\sigma_1, \sigma_2$, Ashman’s D statistic for bimodal separation is defined as $D = |\mu_1 - \mu_2|/\sqrt{(\sigma_1^2 + \sigma_2^2)/2}$; see Ref. [44].


[46] The limited fringe contrast of about 0.6 observed in our setup even without mid-circuit detection arises from imperfect preparation in the $m_F = 0$ magnetic sublevel and ac Stark shifts of the microwave frequency by tweezer light.

[47] Reference [50] demonstrates fast local detection in a trapped ion platform, with low measurement-induced decoherence for ions with separations of hundreds of micrometers.


Appendix C

QuTiP simulation code

This appendix includes the basic simulation code, written in a Jupyter notebook using the Python package QuTiP [155], that I used to simulate cavity measurement and resonance fluorescence outside of the low-saturation regime; see Sections 6.1.2 and 6.3.5. I hope these serve as a helpful launching point for a future student.
### Fluorescence measurement:

```
g = 1
kappa = 1.2
Gamma = 6.07
OmegaA = 1
OmegaC = 0
DeltaPA = -10 # fixed for fluorescence measurement

# vary DeltaPC (by tuning the cavity frequency)
DeltaPC_range = np.arange(-3*kappa,3*kappa,0.05)

# define max N for photon Fock basis
N = 5

sm = qt.tensor(qt.destroy(2),qt.identity(N)) # atomic lowering operator
a = qt.tensor(qt.identity(2),qt.destroy(N)) # cavity annihilation operator

Pe_list = []
nbar_list = []

for DeltaPC in DeltaPC_range:
    # define the Hamiltonian
    H = - DeltaPA*sm.dag()*sm
        - DeltaPC*a.dag()*a
        + np.conj(g)*sm*a.dag() + g*sm.dag()*a
        + np.conj(OmegaA)*sm + OmegaA*sm.dag()

    # collapse operators:
    c_ops = [np.sqrt(Gamma)*sm, np.sqrt(kappa)*a]

    final_state = qt.steadystate(H, c_ops)

    nbar = qt.expect(a.dag() * a, final_state)
nbar_list.append(nbar)
    Pe = qt.expect(sm.dag() * sm, final_state)
    Pe_list.append(Pe)

    cav_scattering_rate = np.array(nbar_list)*kappa
    fs_scattering_rate = np.array(Pe_list)*Gamma
```
### Transmission measurement:

OmegaA = 0
OmegaC = 0.1
DeltaCA = 0 # fixed for fluorescence measurement
# vary DeltaPC (by tuning the probe frequency)
DeltaPC_range = np.arange(-3*kappa,3*kappa,0.05)

# define max N for photon Fock basis - make sure this is large enough!
N = 5
sm = qt.tensor(qt.destroy(2),qt.identity(N)) # atomic lowering operator
a = qt.tensor(qt.identity(2),qt.destroy(N)) # cavity annihilation operator

nbar_list = []
nbar_empty_list = []
for DeltaPC in DeltaPC_range:
    DeltaPA = DeltaCA + DeltaPC
    # define the Hamiltonian
\[ H = - \Delta PA \dagger \sigma_m \sigma_m - \Delta PC \dagger \sigma_a \sigma_a \\
+ \text{np.conj}(g) \sigma_m \dagger \sigma_a + g \sigma_m \dagger \sigma_m \dagger \sigma_a \\
+ \text{np.conj}(\Omega) \sigma_a + \Omega \sigma_a \dagger \] 

\[
c_{\text{ops}} = [\text{np.sqrt}(\Gamma) \sigma_m, \text{np.sqrt}(\kappa) \sigma_a]
\]

final_state = qt.steadystate(H, c_{\text{ops}})

nbar = qt.expect(\sigma_a \dagger \sigma_a, \text{final_state})
nbar_list.append(nbar)

# define the empty cavity Hamiltonian (g=0) for comparison
\[
H_{\text{empty}} = - \Delta PA \dagger \sigma_m \sigma_m \\
- \Delta PC \dagger \sigma_a \sigma_a \\
+ \text{np.conj}(\Omega) \sigma_a + \Omega \sigma_a \dagger
\]

final_state = qt.steadystate(H_{empty}, c_{\text{ops}})
nbar_{empty} = qt.expect(\sigma_a \dagger \sigma_a, \text{final_state})
nbar_{empty_list}.append(nbar_{empty})

cav_scattering_rate = np.array(nbar_list) \times \kappa
empty_cav_scattering_rate = np.array(nbar_empty_list) \times \kappa

plt.plot(DeltaPC_range, cav_scattering_rate, label='with atom')
plt.plot(DeltaPC_range, empty_cav_scattering_rate, label='empty cavity')
plt.legend()
plt.xlabel(r'$\Delta_{pc}$');
plt.ylabel('Cavity transmission');
### Resonance fluorescence spectrum (Mollow triplet; no cavity)

\[ \Omega_A = 7 \]
\[ \Delta P_A = 0 \]

\[ \sigma_m = \text{qt.tensor(}\text{qt.destroy(2)}\text{)} \] # atomic lowering operator

```python
# define the Hamiltonian
H = - \Delta P_A \sigma_m \dagger \sigma_m + \text{np.conj(}\Omega_A\sigma_m + \Omega_A \sigma_m \dagger) \text{np.sqrt(}\Gamma\sigma_m)

c_ops = [np.sqrt(\Gamma)\sigma_m]

final_state = qt.steadystate(H, c_ops)

w_list = \text{np.linspace(-3.}\cdot\Omega_A, 3\cdot\Omega_A, 2000)

spec = qt.spectrum(H, w_list, c_ops, \sigma_m \dagger, \sigma_m)

plt.plot(w_list, \text{np.abs(spec)}^2)
plt.xlabel('Detuning')
plt.ylabel('Atomic fluorescence spectrum');
```

![Resonance fluorescence spectrum](image)