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Abstract During anesthesia, slow-wave sleep and quiet wakefulness, neuronal membrane potentials collectively switch between de- and hyperpolarized levels, the cortical UP and DOWN states. Previous studies have shown that these cortical UP/DOWN states affect the excitability of individual neurons in response to sensory stimuli, indicating that a significant amount of the trial-to-trial variability in neuronal responses can be attributed to ongoing fluctuations in network activity. However, as intracellular recordings are frequently not available, it is important to be able to estimate their occurrence purely from extracellular data. Here, we combine in vivo whole cell recordings from single neurons with multi-site extracellular microelectrode recordings, to quantify the performance of various approaches to predicting UP/DOWN states from the deep-layer local field potential (LFP). We find that UP/DOWN states in deep cortical layers of rat primary auditory cortex (A1) are predictable from the phase of LFP at low frequencies (< 4 Hz), and that the likelihood of a given state varies sinusoidally with the phase of LFP at these frequencies. We introduce a novel method of detecting cortical state by combining information concerning the phase of the LFP and ongoing multi-unit activity.
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1 Introduction

During the variety of behavioral conditions encountered through the day, the cortex switches between different internal conditions, each characterized by distinctive spatiotemporal patterns of activity. Brain states relating to vigilant or active behavior involve small amplitude but high frequency fluctuations in electroencephalogram (EEG) recordings, local field potential (LFP) and neuronal membrane potential ($V_m$)—the “desynchronized” state (Steriade et al. 2001; Timofeev et al. 2001; Crochet & Peterson 2006; Poulet & Petersen 2008). In comparison, slow-wave sleep, some types of anesthesia, and quiet wakefulness result in slow (< 1 Hz) large-amplitude oscillations in EEG and LFP, the “synchronized” state, during which there are related shifts in membrane potential between depolarized ‘UP’ and hyperpolarized ‘DOWN’ states (Steriade et al. 1993; Cowan & Wilson 1994; Lampl et al. 1999; Sanchez-Vives & McCormick 2000; reviewed in Destexhe et al. 2007). The functional implications of these UP/DOWN states have been of much recent interest to both experimental and computational neuroscientists.
Commonly used anesthetics that induce the “synchronized” state have allowed researchers to investigate the dependence of cortical network dynamics during UP and DOWN states, in a relatively controlled and stable manner. Examining different cortical processes ranging from synaptic plasticity (Crochet and Peterson 2006; Reig et al. 2006), network dynamics (Cossart et al. 2003; Haider et al. 2006; Sanchez-Vives and McCormick 2000; Shu et al. 2003; Luczak et al. 2007; Sakata and Harris 2009), and sensory integration (Hasenstaub et al. 2007; Lampl et al. 1999; Petersen et al. 2003; Sachdev et al. 2004) during UP and DOWN states has allowed researchers to probe how internal brain UP/DOWN state dynamics affect basic cortical computations. A number of studies have shown that sensory-evoked synaptic responses are strongly dependent on the instantaneous UP/DOWN state of the cortex (Anderson et al. 2000; Arieli et al. 1996; Azouz and Gray 1999; Haider et al. 2007; Petersen et al. 2003; Sachdev et al. 2004; Curto et al. 2009) suggesting that much of the trial-to-trial variability in sensory-driven responses might be explained by spontaneous fluctuations in cortical UP/DOWN states.

Most of these studies relied on challenging in vivo intracellular recordings to accurately gauge the UP/DOWN state of the network by measuring changes in membrane potential. High-density extracellular electrodes have now made it possible to begin looking at the state-dependence of population coding by relating the activity of tens of neurons recorded simultaneously to measured external variables. Consequently, an alternative method (to intracellular recordings) for accurately characterizing the instantaneous state of cortical neural networks would be likely to prove extremely useful in probing the state dependence of cortical information coding and processing.

During transitions of the membrane potential between UP and DOWN states the LFP shows characteristics such as a depth positive deflection during a transition to an UP state (Creutzfeldt et al. 1966a, b; Contreras and Steriade 1995, reviewed in Destexhe et al. 2007). However, it is unclear as to which features of the LFP waveform best reflect cortical UP and DOWN states, and whether these features are exclusive to the state transitions. To determine the relationship between LFP phase and membrane potential we recorded in vivo intracellular activity of neurons in the cortex while simultaneously monitoring the LFP and the activity of multiple cells in the region using a multi-electrode array. The recordings reveal that during cortical UP/DOWN states there is a strong relationship between the phase of low frequency LFP (< 4 Hz) of the deep cortical layers, and the membrane potential of the neuron. Based on this relationship, we have developed a method for determining cortical UP and DOWN states from LFP alone, or in combination with multi-unit activity. We quantitatively compare the performance of various methods of detecting cortical UP and DOWN states during synchronized network activity. Our results provide a novel method for detecting cortical state by combining information regarding the phase of the LFP and ongoing multi-unit activity which correctly allocates time bins to cortical UP/DOWN states with over 90% accuracy.

2 Methods

2.1 Experimental procedures

All procedures for animal care and experimentation were approved by the Institutional Animal Care and Use Committee of Rutgers University. Sprague-Dawley rats (P21–28) were anesthetized with urethane (1.5 g/kg) via intraperitoneal injection (i.p.). Body temperature was maintained at 37°C using a feedback-controlled heating pad (FHC, Bowdoin, ME, USA). When animals were areflexive, they were secured in a customized naso-orbital restraint. A craniotomy was performed over primary auditory cortex (A1; 3.5 mm posterior, 7 mm lateral of bregma; Paxinos and Watson 2004), and the dura was removed under a high-magnification dissection microscope. Silicon microelectrodes (NeuroNexus Technologies, Ann Arbor, MI, USA) were inserted into A1 via a manual manipulator (Model 1460, Kopf Instruments, Tujunga, CA, USA). Probes had four shanks spaced by 200 μm, with eight recording sites per shank, as schematically illustrated in Fig. 1(a). On each shank, recording sites were arranged in a dual tetrode configuration, each separated by 150 μm (25 μm intra-tetrode spacing between sites). The bottom layer of tetrodes was positioned in deep layers of the cortex, most likely layer V, as determined by field potential reversal (Kandel and Buzsaki 1997).

Following positioning of the silicon probe, low resistance patch pipettes (4–6 MΩ) were lowered onto the surface of the brain, as close to the silicon probe as possible using an automated micromanipulator (SM-4; Luigs and Neumann, Ratingen, Germany). A Multiclamp 700B amplifier (Molecular Devices, Sunnyvale, CA, USA) was then used to search for, and record from neurons in vivo. The internal solution contained (in mM): K-Gluconate 130, Na-Phosphocreatine 10, HEPES 10, KCl 7, Mg-ATP 4, Na2-GTP 0.5, EGTA 0.05. Blind whole cell recordings of membrane potential were made from individual A1 pyramidal cells during simultaneous recording of extracellular multi-unit (MUA) and local field potential (LFP) activity.
via the silicon microelectrode (a ‘patch-probe’ configuration). Figure 1 illustrates this recording configuration, and also shows typical membrane potential, LFP and MUA recordings.

During recording, patch-probe activity was monitored during silence (‘spontaneous’), and during auditory stimulation via ongoing 1 Hz sinusoidal amplitude-modulated white noise (‘AM noise’), and pure tone presentation (‘tone’). Auditory stimulation was delivered through a calibrated electrostatic loudspeaker (ES-1, Tucker-Davis Technologies, Alachua, FL, USA) in a single-walled soundproof box (IAC, USA) covered by 7.5 cm of acoustic absorption foam. Pure tones of 50 or 100 ms duration were presented in a randomized order at 2 Hz (1/6 octave steps, 3–48 kHz; 10 dB steps, 0–80 dB SPL). Sinusoidal amplitude-modulated noise had a mean intensity of 60 dB SPL.

Broadband signals (> 1 Hz) from the silicon probe were amplified (×1,000) using a 32-channel amplifier (Plexon, Dallas, TX, USA). Whole cell patch clamp data were low-pass filtered at 3 kHz. All data were digitized at 20 kHz and stored on a hard drive. Offline, spiking sorting procedures were performed as previously described (Bartho et al. 2004, Luczak et al. 2007) and data were analyzed using Matlab (Mathworks, Natick, MA, USA).

The findings presented in this manuscript regarding the relationship between the LFP/MUA and the cortical UP/DOWN states are consistent across all the recordings, during spontaneous and stimulus-evoked epochs. All data are presented as mean±s.e.m for n=9 recordings unless otherwise stated.

2.2 Detecting cortical UP/DOWN state from membrane potential

Neuronal membrane potentials switch from a depolarised level during an UP state to a hyperpolarised level during a DOWN state. This shift in the membrane potential has previously been used to detect cortical UP/DOWN states (Wilson and Groves 1981; Wilson and Kawaguchi 1996; Anderson et al 2000; Hasenstaub et al 2007; Poulet and Petersen 2008). Membrane potential traces were median filtered to remove spikes and then smoothed by low-pass filtering at 20 Hz (see Fig. 2(a, b)). The distribution of the filtered membrane potential (Fig. 2(c)) shows the bimodal characteristics expected from a bistable system. However, there is a region of overlap making state distinction non-trivial. An expectation maximization algorithm was used to fit this distribution by a mixture of two Gaussians with means $\mu_{UP}$ and $\mu_{DOWN}$, and standard deviations $\sigma_{UP}$ and $\sigma_{DOWN}$. Periods of time in which filtered membrane potential was above ($\mu_{UP} - \sigma_{UP}$) were considered to be cortical UP states, and below ($\mu_{DOWN} + \sigma_{DOWN}$) as cortical DOW states. Figure 2(b and c) show the detection thresholds applied to the filtered membrane potential. We considered a switch in cortical state to occur only when the filtered membrane potential persisted above/below threshold for longer than 100 milliseconds. $P(UP)$ is the overall probability of an UP state, and is calculated as:

$$P(UP) = \frac{\text{time in UP state}}{\text{total time}}.$$  

$P(DOWN)$ is similarly calculated. $P(UP) = 0.33 \pm 0.03$ and $P(DOWN) = 0.60 \pm 0.02$ under our anesthetic conditions (mean±s.e.m.). Note that $P(UP)$ and $P(DOWN)$ do not sum to 1 as there are some points in time that have an indeterminate state.
2.3 Analysis of multi-unit activity

We also sought to establish how accurately multi-unit activity could be used to detect cortical state. During our experiments, extracellular spiking was recorded from multiple sites simultaneously. As this allows different ways of acquiring and defining MUA, we calculated MUA using 3 different measures. The first measure, which we name “MUA:sin”, is similar to that used by Hasenstaub et al. (2007), with the exception that in their case MUA was recorded from a pipette rather than a single multi-electrode array recording site as used here. The recordings were rectified, median filtered (20 msec time window) and low pass filtered (at 25 Hz) to calculate MUA:sin. Note that in this case, no spike sorting was performed. As a second measure, we combined the spiking activity recorded from “spike sorted” single neuron activity across the four channels of a single tetrode, calling it “MUA:tet”. The combined activity was smoothed with a 100 millisecond Gaussian window to calculate “MUA:all”. In the final measure, “MUA:all”, the spiking activity of neurons recorded on all the tetrodes in the recording (eight tetrodes; 32 recording sites) was used to calculate the MUA using a procedure similar to that for calculating MUA:tet. All the three MUA measures were normalized, by subtracting the minimum rate and dividing by the maximum rate, giving a resultant in the range of 0 to 1.

2.4 Analysis of LFP

The LFP recorded was low-pass filtered by 500 Hz and then downsampled from 20 kHz to 1 kHz. The downsampled LFP was then filtered into different frequency bands (indexed by $X$, the ranges of $X$ are mentioned in the text and figures) using second order elliptic low or band pass filters (peak-to-peak ripple of 0.1 db and minimum
stop-band attenuation of 40 db). To avoid phase delays from the filtering process we used zero-phase filters.

The phase \( \phi_X(t) \) and power \( k_X(t) \) at any time instant \( t \) in the signal were calculated as the angle and amplitude of the Hilbert transform of the signal in each of the frequency bands \( X \).

### 2.4.1 Phase of LFP and cortical state

Given the phase of the LFP, \( \phi_X(t) \), in a particular frequency band \( X \), we estimated the conditional probability of observing a UP state (based on \( V_m \)-detection of the state), \( P(\text{UP}|\phi_X(t)) \), as

\[
P(\text{UP}|\phi_X(t)) = \frac{\#(\text{UP}|\phi_X(t))}{\#(\phi_X(t))},
\]

where \( \#(x) \) represents the occurrence count of \( x \). \( P(\text{DOWN}|\phi_X(t)) \) was estimated similarly.

We calculated the differential likelihood of states, \( L_X(t) \), as

\[
L_X(\phi_X) = P(\text{UP}|\phi_X(t)) - P(\text{DOWN}|\phi_X(t)),
\]

in different frequency bands, where \( X \) indexes the band. \( L_X(\phi_X) \) ranges between -1 and 1. The relationships between \( \phi_X(t) \) and \( L_X \) are fitted to a sine wave by finding the \( \theta_X(t) \),

\[
MSE = \left( \sum_{\theta_X} \left\{ L_X(\phi_X) - \cos(\phi_X - \theta_X(i)) \right\}^2 \right)^{1/2},
\]

where \( i \) is the index of the recording. This is calculated for each of the \( n=9 \) recordings.

### 2.5 Detecting cortical UP/DOWN states from extracellular recordings

#### 2.5.1 Local field potential (LFP)

The differential likelihood, \( L_X \), measures the chance of an UP (\( L_X \) close to 1) or DOWN (\( L_X \) close to -1) state being observed. \( L_X \) at any instant in time \( t \) was approximated by \( \bar{L}_X(t) \) as:

\[
\bar{L}_X(t) = \cos(\phi_X(t) - \theta_X(j)),
\]

where \( j \) is the index of the recording, \( \phi_X(t) \) is the phase in the frequency band \( X \) at time \( t \). \( \theta_X(j) \) was calculated as mean of the \( \theta_X(i) \)'s of all other recordings, or:

\[
\theta_X(j) = \langle \theta_X(i) \rangle_{i \neq j},
\]

where \( \langle \rangle \) indicates for the mean.

To detect cortical UP/DOWN states from LFP, the differential likelihood from different bands is combined to generate an evidence variable, \( S_{LFP} \). \( S_{LFP}(t) \) was used to detect the instantaneous state and was calculated as:

\[
S_{LFP}(t) = \frac{1}{2} \left( 1 + \sum_X K_X(t) \bar{L}_X(t) \right),
\]

where \( K_X(t) \) is the relative power of frequency band \( X \) at time \( t \), calculated as:

\[
K_X(t) = \frac{k_X(t)}{k_{high}(t) + \sum_X k_X(t)}.
\]

\( k_{high}(t) \) is the power in the bands 20–40 Hz and 60–100 Hz (we did not use the 40–60 Hz band to avoid mains noise). \( K_X(t) \), or the ‘L/(H+L)’ ratio, is a modification of the ‘L/H’ ratio (Li et al. 2009). This modification was made to limit \( S_{LFP} \) between 0 and 1. As described in Li et al. (2009), the ratio of power between the low and high frequency bands, the L/H ratio, is high when the cortex is in a synchronized state and hence switching between UP and DOWN states. To the contrary, when the cortex has a high power in the higher frequency bands, it remains in a desynchronized state of activity and does not switch between UP and DOWN states. Consequently, the ‘L/(H+L)’ ratio remains low and reduces the evidence of UP and DOWN network states. By using the ‘L/(H+L)’ ratio, random fluctuations in the lower frequencies of the LFP during desynchronized states, are not detected as switches in cortical UP/DOWN states (illustrated by Suppl. Fig. S1).

To determine the thresholds for detecting the instantaneous network state, the distribution of \( S_{LFP} \) was first fitted by a mixture of three Gaussians using an expectation maximization algorithm. The means and variances of the Gaussians are represented as \( \mu_{UP-LFP}, \mu_{IND-LFP} \) & \( \mu_{DOWN-LFP} \) and \( \sigma_{UP-LFP}, \sigma_{IND-LFP} \) & \( \sigma_{DOWN-LFP} \) for the UP, indeterminate and DOWN cortical states, respectively. The threshold for the detection of the UP states, was set as \((\mu_{UP-LFP} - \sigma_{UP-LFP})\); and \((\mu_{DOWN-LFP} + \sigma_{DOWN-LFP})\) for detecting DOWN states.

A receiver operating characteristic (ROC) analysis (Green and Swets 1966) was carried out by sliding the threshold, between the values of 0 and 1 (in steps of 0.05), along the decision variable \( S_{LFP} \) (or \( S_{SLFP} \) and \( S_{Comb} \) described later). We carried out the ROC analysis for UP state and DOWN state detection independently. For each threshold value chosen, the time instants defined as UP on the basis of \( V_m \) which are also classified as UP states by the algorithm are considered to be ‘true positives’, while \( V_m \)-DOWN time instants classified as UP are considered to be ‘false positives’ for UP state detection.
2.5.2 Multiunit activity (MUA)

The multi-unit activity is used directly as the evidence variable to detect cortical state, or:

\[ S_{MUA_{yyy}} = MUA \cdot yyy, \]  

where ‘yyy’ corresponds to either ‘sin’, ‘tet’ or ‘all’ as described in Section 2.4. Using an expectation maximization algorithm, the distribution of \( S_{MUA_{all}} \) was first fitted by a mixture of two Gaussians, with means and variances, \( \mu_{UP-MUA} \) & \( \mu_{DOWN-MUA} \) and \( \sigma_{UP-MUA} \) & \( \sigma_{DOWN-MUA} \) for the cortical UP and DOWN state, respectively. The threshold for the detection of UP states, was set as \( (\mu_{UP-MUA} - \sigma_{UP-MUA}) \); and \( (\mu_{DOWN-MUA} + \sigma_{DOWN-MUA}) \) for detecting DOWN states.

2.5.3 Combination of LFP and MUA

MUA and LFP both provide information about the cortical UP/DOWN states, and this may be to some extent independent information. This suggests that a strategy which combines evidence from both sources might be successful. If the information sources were in fact independent, the evidence could simply be linearly combined; this motivated use of the combined evidence variable, \( S_{Comb} \):

\[ S_{Comb} = \frac{1}{2} (S_{LFP} + S_{MUA_{all}}). \]  

3 How do extracellular signals relate to network state?

How do the signals recorded with an extracellular electrode (LFP, MUA) relate to spontaneous network state changes? Can they in fact be used to infer the internal state of the tissue? We have explored this issue by using whole cell patch clamp recordings of membrane potential surrounding tissue. We have examined this issue by using SMUA:all as a whole cell patch clamp recordings of membrane potential.

Can they in fact be used to infer the internal state of the neuronal network? Often we do not have access to \( V_m \), however, and so we might as well ask how well we can estimate cortical UP/DOWN state dynamics by using LFP and \( V_m \) together rather than by using \( V_m \) alone. Often we do not have access to \( V_m \), however, and so we might as well ask how well we can estimate cortical UP/DOWN states from LFP alone. A simple thresholding on the vertical axis of Fig. 2(f) would not solve this problem. However, taking into account the dynamics of the LFP trajectory, it is apparent that some progress might in fact be made. Figure 2(g) shows the trajectory of low frequency (< 2 Hz) component of the LFP, indicate nontrivial dynamics including hysteresis. Plotting the phase, \( \varphi(t) \), in this band explicitly (Fig. 2(h)) suggests that LFP phase may, as suggested above, be a good indicator of cortical (at least local) state, or: 

\[ \theta(t) \sim \varphi(t) \]  

where \( \theta(t) \) is the phase within that wave packet — the phase that corresponds to the middle of the first, downwardly sloping deflection (see also Creutzfeldt et al. 1966a, b; Contreras and Steriade 1995) and the wave packets relating to DOWN transitions are centered about the point of symmetry, whereas those for UP transitions are substantially offset.

It is important to recall that the network is a dynamical system, and that its spontaneous dynamics reflect a continuous trajectory in a high dimensional space. We can observe this space in various ways, for instance by projecting it onto low dimensional variables (Luczak et al. 2007, 2009, 2010). One simple way to do this is to plot the joint trajectory of the recorded LFP and \( V_m \) (Fig. 2(f)). This shows that it may in fact be possible to obtain a better estimate of cortical UP/DOWN state dynamics by using LFP and \( V_m \) together rather than by using \( V_m \) alone. Often we do not have access to \( V_m \), however, and so we might as well ask how well we can estimate cortical UP/DOWN states from LFP alone. A simple thresholding on the vertical axis of Fig. 2(f) would not solve this problem. However, taking into account the dynamics of the LFP trajectory, it is apparent that some progress might in fact be made. Figure 2(g) shows the trajectory of low frequency (< 2 Hz) component of the LFP, indicate nontrivial dynamics including hysteresis. Plotting the phase, \( \varphi(t) \), in this band explicitly (Fig. 2(h)) suggests that LFP phase may, as suggested above, be a good indicator of cortical (at least local) state, or:

\[ \theta(t) \sim \varphi(t) \]  

where \( \theta(t) \) is the phase within that wave packet — the phase that corresponds to the middle of the first, downwardly sloping deflection (see also Creutzfeldt et al. 1966a, b; Contreras and Steriade 1995) and the wave packets relating to DOWN transitions are centered about the point of symmetry, whereas those for UP transitions are substantially offset.

It is important to recall that the network is a dynamical system, and that its spontaneous dynamics reflect a continuous trajectory in a high dimensional space. We can observe this space in various ways, for instance by projecting it onto low dimensional variables (Luczak et al. 2009). One simple way to do this is to plot the joint trajectory of the recorded LFP and \( V_m \) (Fig. 2(f)). This shows that it may in fact be possible to obtain a better estimate of cortical UP/DOWN state dynamics by using LFP and \( V_m \) together rather than by using \( V_m \) alone. Often we do not have access to \( V_m \), however, and so we might as well ask how well we can estimate cortical UP/DOWN states from LFP alone. A simple thresholding on the vertical axis of Fig. 2(f) would not solve this problem. However, taking into account the dynamics of the LFP trajectory, it is apparent that some progress might in fact be made. Figure 2(g) shows the trajectory of low frequency (< 2 Hz) component of the LFP, indicate nontrivial dynamics including hysteresis. Plotting the phase, \( \varphi(t) \), in this band explicitly (Fig. 2(h)) suggests that LFP phase may, as suggested above, be a good indicator of cortical (at least local) state, or:

\[ \theta(t) \sim \varphi(t) \]  

where \( \theta(t) \) is the phase within that wave packet — the phase that corresponds to the middle of the first, downwardly sloping deflection (see also Creutzfeldt et al. 1966a, b; Contreras and Steriade 1995) and the wave packets relating to DOWN transitions are centered about the point of symmetry, whereas those for UP transitions are substantially offset.

It is important to recall that the network is a dynamical system, and that its spontaneous dynamics reflect a continuous trajectory in a high dimensional space. We can observe this space in various ways, for instance by projecting it onto low dimensional variables (Luczak et al. 2009). One simple way to do this is to plot the joint trajectory of the recorded LFP and \( V_m \) (Fig. 2(f)). This shows that it may in fact be possible to obtain a better estimate of cortical UP/DOWN state dynamics by using LFP and \( V_m \) together rather than by using \( V_m \) alone. Often we do not have access to \( V_m \), however, and so we might as well ask how well we can estimate cortical UP/DOWN states from LFP alone. A simple thresholding on the vertical axis of Fig. 2(f) would not solve this problem. However, taking into account the dynamics of the LFP trajectory, it is apparent that some progress might in fact be made. Figure 2(g) shows the trajectory of low frequency (< 2 Hz) component of the LFP, indicate nontrivial dynamics including hysteresis. Plotting the phase, \( \varphi(t) \), in this band explicitly (Fig. 2(h)) suggests that LFP phase may, as suggested above, be a good indicator of cortical (at least local) state, or:

\[ \theta(t) \sim \varphi(t) \]  

where \( \theta(t) \) is the phase within that wave packet — the phase that corresponds to the middle of the first, downwardly sloping deflection (see also Creutzfeldt et al. 1966a, b; Contreras and Steriade 1995) and the wave packets relating to DOWN transitions are centered about the point of symmetry, whereas those for UP transitions are substantially offset.
way to look at cortical state trajectory, as substantial transitions in $V_{in}$ seem to occur only in a narrow range of phases. Other frequency bands may also provide similar information. Especially, as membrane potential oscillations corresponding to switching between UP and DOWN states are accompanied by an increased power in the slow ($<1$ Hz) and delta (1–4 Hz) bands of the EEG (Destexhe et al. 1999, Li et al. 2009). This suggests that the frequencies $<4$ Hz may provide much of the information about cortical UP and DOWN states.

In order to further explore the relationship between the phase of the LFP in different frequencies and the cortical trajectory, we filtered the LFP into four frequency bands ($<2$, 2–4, 4–7 and 7–9 Hz), calculating phase, $\phi_X(t)$, in each band as described in Section 2.3. Figure 3(a) shows the components of an example LFP trace, broken into components from each frequency band; the individual traces are colored according to the $V_{in}$-defined state at that time instant. Figure 3(b) shows for each band the corresponding histogram of LFP phases, for both UP and DOWN states. We found that during an UP state (red distributions), the LFP phase distribution in the $<2$ Hz and 2–4 Hz bands showed peaks at $226\pm7^\circ$ and $204\pm9^\circ$ respectively (mean±s.e.m, across the 9 recordings listed in Suppl. Table 1). The LFP phase distributions during DOWN states (blue distributions) in contrast peaked at $47\pm10^\circ$ and $25\pm9^\circ$, about $180^\circ$ away from the peaks of the UP state distributions. In addition the standard deviation of the distributions increased at higher frequencies. The phase of the LFP in the frequency band of 4–7 Hz band showed a weak relationship to cortical UP/DOWN states, peaking at $203\pm6^\circ$ for the cortical UP state and $23\pm9^\circ$ for the cortical DOWN state. The 7–9 Hz band did not show a relationship to either of the cortical UP/DOWN states.

The differential likelihood of states, $L_X(\phi_X)$, calculated in three frequency bands, $<2$ Hz, 2–4 Hz and 4–7 Hz, is shown in Fig. 4(a). $L_X$ ranges between -1 and 1, and for values of $L_X$ close to 1, the network is likely to be in an cortical UP state, and close to -1 it is likely to be in a cortical DOWN state. $L_X$ in each frequency band showed a near sinusoidal relationship with LFP phase, $\phi_X$. When fitted by a cosine (by minimizing $MSE$ in Eq. (4)), $L_X(\phi_X)$ peaked at $(\theta_x = \text{mean} \pm \text{s.d.})$, across the 9 recordings listed in Suppl. Table 1) $236\pm18^\circ$, $215\pm17^\circ$ and $211\pm20^\circ$ for frequency bands $<2$, 2–4 and 4–7 Hz respectively. The low standard deviations of the fitted $\theta_x$ indicate that the phase relationship between LFP phase and cortical UP/DOWN states is consistent across recordings.

To examine whether the relationship between $L_X$ and $\phi_X$ is affected by the presence of a stimulus, in Fig. 4(b) we plotted the mean $L_X(\phi_X)$ across recordings with no stimulus present, compared to the mean $L_X(t)$ under either ‘pure-tone’ or ‘AM-noise’ stimulation. The relationship between the phase of LFP and differential likelihood of states during sensory evoked activity was strikingly similar to their relationship during spontaneous activity.

As the whole-cell and LFP recordings were recorded from different sites, it is possible that the relationship between $L_X$ and $\phi_X$ is critical to their relative position. Hence, in Fig. 4(c) we plotted $L_X(\phi_X)$ calculated from the different LFP recording sites on the silicon micro electrode array (each from a different tetrode). The relationship between $L_X$ and $\phi_X$ is similar across the different recording sites, which suggests that $L_X(\phi_X)$ is not critical to the
distance between the LFP and whole-cell electrode sites, up to a distance of 300 μm (half-width of the silicon micro electrode array).

4 Detection of cortical UP and DOWN states from extracellular signals

Having verified that extracellular signals contain information about cortical UP/DOWN states, we set out to develop a method to detect the network state based on this activity. Here we compare several approaches to this problem. Firstly, we introduce an algorithm based on the phase of low frequency components of the LFP. We compare this with an approach based on MUA, as utilized by previous authors (Hasenstaub et al. 2007, Luczak et al. 2007). Finally, we introduce an algorithm combining MUA and LFP phase information.

As described in Sec. 3.2, The \( S_{LFP}(t) \) has a high correlation with the \( V_m \) (0.66±0.03), which can be observed in the example shown in Fig. 5(a). Also, the distribution of \( S_{LFP}(t) \) is bi-modal, as is the distribution of membrane potential (top of Fig. 5(a) and right of Fig. 5(c)). A second example is shown in Suppl. Fig. S1.

As the multi-unit activity itself is correlated with the membrane potential as described in Section 3, MUA was directly used as the evidence variable, \( S_{MUA;all} \), over which a decision regarding the instantaneous state can be made (Eq. (9)). An example of \( S_{MUA;all} \) is shown in Fig. 5(b). In contrast to the distribution of \( S_{LFP} \) the distribution of \( S_{MUA;all} \) shows no clear bimodality (see top of Fig. 5(b)), which makes it difficult to select thresholds over the decision variable, \( S_{MUA;all} \) to detect state.

The linear combination of \( S_{LFP} \) and \( S_{MUA;all} \) results in a decision variable that is more tightly correlated with \( V_m \) (correlation coefficient of 0.75±0.02) than \( S_{LFP} \) (0.66±0.03) and \( S_{MUA;all} \) (0.69±0.03) (mean±s.e.m, across the 9 recordings listed in Suppl. Table 1). It indicates that \( S_{LFP} \) and \( S_{MUA;all} \) indeed have some independent information regarding the cortical UP/DOWN states and raises the possibility that the evidence variable \( S_{Comb} \) may perform well at discriminating between the UP and DOWN states.

To evaluate the performance of each of these decision variables (\( S_{LFP}, S_{MUA} \)) under several different MUA definitions, and \( S_{Comb} \) we used ROC analysis (Green and Swets 1966). ROC analysis evaluates how well a binary classification can be made. The ROC curve characterizes discriminability across all values of the thresholding criterion applied to the decision or evidence variable, thus allowing performance to be examined for all policies of the fraction of correct detections required, or false positives that can be tolerated. As ROC analysis is for binary classification, points when the membrane potential fell between the two thresholds (indeterminate points) were not considered in the analysis. The ideal classification algorithm should provide a high true positive rate and low false positive rate, with its ROC curve going as close as possible to the left top corner of the plot. DOWN state classification is made similarly; for visualization purposes, this is shown on Fig. 5(d) mirrored about the diagonal. The area under the ROC curve gives an estimate of how discriminable the two states are, on the basis of the particular evidence variable used, regardless of the ultimate user choice of policy (correct detections required and false positives tolerated). ROC areas close to 0.5 (curve along the diagonal) indicate chance discriminability and values close to 1, near perfect discriminability.

We first used the ROC analysis to evaluate the contribution to UP/DOWN state discriminability of the different frequency bands. The areas under the ROC curves for a number of different frequency band selections are shown in Fig. 5(e). When the phase from each frequency band was used independently, the < 2 Hz band outperformed the 2–4 Hz and 4–7 Hz bands, with the later performing only slightly above chance levels (area ~0.6). There was a small increase (1.25%) in performance when combining the < 2 Hz and 2–4 Hz bands, while no further increase could be seen by adding the 4–7 Hz band. The UP and DOWN state detection perform at nearly equal levels for the different frequency ranges.
Having found that the evidence variable for $S_{LFP}$ performed best when considering < 4 Hz frequencies, we compared it against evidence variables calculated using other sources of information, $S_{MUA}$ under different MUA definitions and $S_{Comb}$. In the example shown in Fig. 5(d), $S_{LFP}$ performed better than any of the evidence variables for multi-unit activity, $S_{MUA:sin}$, $S_{MUA:tet}$ and $S_{MUA:all}$. The area under the respective ROC curves, shown in Fig. 5(f), makes this clearer as the ROC curve for $S_{LFP}$ has an area of 0.9±0.02, on average across all recordings, while those of multi-unit activity, $S_{MUA:sin}$, $S_{MUA:tet}$ and $S_{MUA:all}$ reach 0.85±0.02, 0.83±0.03 and 0.85±0.02 (mean±s.e.m. across the 9 recordings listed in Suppl. Table 1). $S_{Comb}$ performs better than any of the other classification algorithms studies, performing with an ROC area of 0.92±0.02. One interesting feature that the ROC analysis shows is that the multi-unit activity based evidence variables ($S_{MUA:sin}$, $S_{MUA:tet}$ and $S_{MUA:all}$) are better at detecting DOWN states compared to UP states. All the evidence variables tested perform quite well with area under the ROC curves well above chance levels, ranging from 0.82 to above 0.92.

The calculation of $S_{LFP}$ and hence the detection of cortical UP and DOWN states, is based on two parameters, $\theta'_{<2}$ and $\theta'_{2-4}$ (where the subscript refers to the frequency...
A single, randomly selected neuron provides a good measure of the “ground truth” cortical UP/DOWN state. In fact, this may not always be the case: it may be that in some instances, the cell does not behave the same way as the average activity of the network, or that different subnetworks are behaving differently. Another way to examine how well our approach performs is to simply examine the state transitions detected by the algorithm, and consider whether they are consistent and reasonable given the other variables recorded. Figure 7 shows an example of this qualitative analysis, for a dataset to which the LFP phase based state detection algorithm has been applied (i.e. using evidence variable $S_{LFP}$). The distinction between UP and DOWN state thresholds can be seen in Fig. 6(a and b)), leading to criteria which separate the evidence variable $S_{LFP}$ into regions clearly identifiable with the modes of the bimodal distribution, and an unclassifiable region in between. To verify that the times of state transitions are systematically consistent between LFP and $V_m$ driven definitions, we compared the transition-triggered averages of the MUA (Fig. 7(c)) and LFP (Fig. 7(d)). The shape and temporal width of the transition triggered average MUA and LFP kernels were extremely similar whether membrane potential or LFP is used to derive transition times. The qualitative correspondence of the state transition timing using the two information sources is shown in Fig. 7(e, f): the LFP-derived algorithm has wider regions during which the state can not be assigned (although potentially this could be tuned out, at the expense of an increased false-positive rate).

5 Discussion

We have found that the phase of LFP with respect to frequencies in the signal below 4 Hz provided the most information about the instantaneous state of the intracellularly recorded neuron. Based on these findings, we developed an algorithm for detecting the instantaneous cortical UP/DOWN state based on the phase of the recorded LFP. This method performs substantially better than detection based purely on multi-unit activity. However, combining evidence from the multi-unit activity with that from LFP phase further improves state detection performance.

Most studies exploring the effect of state on cortical processes rely on intracellular recordings to determine cortical state. Detecting state, a network level phenomenon, based on the membrane potential of a single, randomly selected neuron may be biased towards arbitrary fluctuations of that neuron. In fact, the precise timing of transitions in the membrane potentials of simultaneously recorded units does not always coincide (Petersen et al. 2003; Lampl et al. 1999). Network level measures of activity like LFP or multi-unit activity average the activity of populations of neurons, smoothing out any fluctuations of single neurons from the population average. We evaluated performance of different evidence variables by comparing them with the $V_m$-defined state as the “ground truth”. However, the state detected on the basis of evidence variables (like $S_{Comb}$) calculated from the measures of network activity might be a more reliable estimate of the cortical UP/DOWN state.

The evidence variable $S_{LFP}$ was calculated based on two parameters, $\theta_{<2}$ (mean value=236°) and $\theta_{>4}$ (mean value=215°). These parameters were in turn calculated from the corresponding relationships between $L_X$ and $\phi_X$. This relationship remains consistent across different recordings (Fig. 4(a)), during the presence or absence of a stimulus (Fig. 4(b)), and do not depend on the distance between the recording sites of the patch and LFP recordings (up to 300 μm, Fig. 4(c)). The large flat region of peak performance in Fig. 6(a and b) shows that the method is robust to
small errors in choosing the two parameters. While the parameters provided in this paper are validated for recordings of the rat auditory cortex, a confirmatory whole-cell recording will be required to experimentally confirm the parameters in other areas of the cortex.

In the present study we have introduced a method of detecting network state based on the evidence variable $S_{LFP}$ and evaluated its performance in comparison with evidence variables calculated from multi-unit activity, $S_{MUA}$. In our recordings, detection algorithms making use of $S_{LFP}$ on average performed better than those based on $S_{MUA}$. It is however difficult to predict which will perform better for a different recording configuration. In fact in two of our nine recordings (Cell 5, R7 and Cell 3, R4 of nine recordings, R1-9), $S_{MUA,all}$ had a higher area under the ROC curve than $S_{LFP}$. Also, other recordings configurations might sample the MUA differently as compared to our setup. For instance, in an example shown by Hasenstaub et al. (2007), the authors find a correlation of 0.84 between $V_m$ and MUA:sin, after calculating MUA:sin based on extracellular recordings with a glass pipette, whereas for our recordings, where MUA:sin was derived from a multi-electrode array channel, an average correlation of 0.6 (best case correlation 0.81) was obtained. Thus we cannot predict whether $S_{LFP}$ will perform better than $S_{MUA}$. However, in all our recordings $S_{Comb}$ consistently outperformed the
other evidence variables and as it combines information from both $S_{LFP}$ and $S_{MUA}$ it is more likely to perform better across all recording configurations.

When a neuron is in a DOWN state, it is very unlikely to spike, and the distribution of its firing rate will be narrow and close to 0. However, the absence of spiking does not imply that the neuron is in a DOWN state, as there will be instances in time when a neuron does not spike even in an UP state. This will give rise to a region of overlap in the distributions of firing rates during UP and DOWN states. As we increase the number of neurons over which we pool the activity, this region of overlap between these distributions reduces and the performance of the detection of UP and DOWN states improves. Figure 5(f) shows this with the improvement of performance of $S_{MUA:all}$ over $S_{MUA:net}$. Therefore, the performance of detecting instantaneous UP/DOWN states depends on how large a population of neurons is sampled, which would vary according to recording configuration. As the LFP reflects the input synaptic potentials and spiking activity of surrounding neural tissue (Eccles 1951; Katzner et al. 2009), it captures more global information which does not depend on the recording configuration.

The phase of the LFP at low frequencies combined with spiking activity, phase-coding, has been shown to convey about 50% more information regarding stimuli than spiking alone (Montemurro et al. 2008; Kayser et al. 2009). Here we show how the phase of the LFP also reveals the cortical state at that instant in time. Hence, the additional information regarding the stimulus in phase-coding could be attributed to state transitions explaining away part of the trial-to-trial variability (Carandini. 2004; Kisley and Gerstein 1999; Anderson et al. 2000). As state transitions are synchronized across the cortex (Li et al. 2009), this may allow downstream neurons to effectively interpret stimulus dependent information present in spike-trains.

The response properties of neurons have been shown to change depending on the state of the network (Anderson et al. 2000; Crochet and Peterson 2006; Sachdev et al. 2004; Haider et al. 2007; Hasenstaub et al. 2007). Recent technological advances are improving our ability to record well isolated spike trains from a large population of simultaneously recorded neurons using multi-electrode array recordings (Harris et al. 2000; Quiroga et al. 2004; Blanche et al. 2005; Maynard et al. 1997). This activity is strongly dependent upon network state under many conditions of interest; to interpret it, it is desirable to at the same time have an indicator of UP/DOWN states. Transitions in UP/DOWN states have also been used as temporal markers to study the affect of sleep homeostasis on cortical firing (Vyazovskiy et al. 2009), or investigate processing related to memory replay (Ji & Wilson 2007).

Whole cell patch clamp membrane potential recordings provide one approach to detecting cortical UP and DOWN states (Margrie et al. 2002). However, these recordings have a relatively low hit rate, and can often not be held as long as multi-electrode array recordings. The ability to reliably detect network state based purely on LFP and MUA recordings is demonstrated here during both spontaneous and evoked activity. This will allow the neural processing in large populations of neurons to be related to the UP/DOWN state dynamics of the brain, during both pharmacologically induced and natural brain states.
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