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Introduction and contextual analysis

On July 12, 2014, viewers of Russia’s main state-run television station, Channel One, were shown a horrific story. Five months prior, the Russian military had pushed its way into neighboring Ukraine, and Channel One had been covering the political and military action on the ground. The July 12 story, however, was particularly dramatic.

That day, Channel One reporters interviewed a woman at a refugee camp near the Russian border, who claimed to witness a squad of Ukrainian soldiers nail a three-year-old boy to a post in her town square. The soldiers had tortured the boy to death over a period of hours, before tying his mother to the back of a tank and dragging her through the square.¹

Channel One never questioned the woman’s story. But at least one independent Russian journalist found the tale so unbelievable that he visited the alleged site to investigate. Finding no evidence that this atrocity had ever occurred, he interviewed one resident in the town square, the supposed site of the crime. “This,” the resident said, “is the first I’m hearing of it.”

So where did the story come from? Within a few days, the journalist and others traced the story back to a political scientist with ties to the Kremlin. Days before the shocking Channel One report, this man had posted a similar tale on Facebook, with nearly identical details. By the time the Kremlin connection was uncovered, however, the damage was done: not only had the Channel One report run on television, but the viral story was now reaching a much broader audience on social media.

The false crucifixion story was but one example of Kremlin-backed disinformation deployed during Russia’s annexation of Crimea. In subsequent years, similar tactics would again be unleashed by the Kremlin on other foreign adversaries, including the United States during the lead-up to the 2016 presidential election.

Yet the use of modern-day disinformation does not start and end with Russia. A growing number of states, in the pursuit of geopolitical ends, are leveraging digital tools and social media networks to spread narratives, distortions, and falsehoods to shape public perceptions and undermine trust in the truth.

If there is one word that has come to define the technology giants and their impact on the world, it is “disruption.” The major technology and social media companies have disrupted industries ranging from media to advertising to retail. However, it is not just the traditional sectors that these technologies have upended. They have also disrupted another, more insidious trade – disinformation and propaganda.

The proliferation of social media platforms has democratized the dissemination and consumption of information, thereby eroding traditional media hierarchies and undercutting claims of authority. The environment, therefore, is ripe for exploitation by bad actors.

Today, states and individuals can easily spread disinformation at lightning speed and with potentially serious impact.

There are significant vulnerabilities in the information ecosystem that foreign state-sponsored actors can exploit, and they revolve around three primary, interconnected elements:

1. The medium – the platforms on which disinformation flourishes;
2. The message – what is being conveyed through disinformation; and
3. The audience – the consumers of such content.

The first two elements, the medium and the message, operate hand in hand. Social media and news platforms are designed to deliver information to mass audiences quickly, optimizing for viral content that generates clicks and thus revenue. As a consequence, they are inherently vulnerable to sensationalist disinformation that seeks to catch the eye and be shared.

The messages conveyed through disinformation range from biased half-truths to conspiracy theories to outright lies. The intent is to manipulate popular opinion to sway policy or inhibit action by creating division and blurring the truth among the target population.

Unfortunately, the most useful emotions to create such conditions – uncertainty, fear, and anger – are the very characteristics that increase the likelihood a message will go viral. Even when disinformation first appears on fringe sites outside of the mainstream media, mass coordinated action that takes advantage of platform business models reliant upon clicks and views helps ensure greater audience penetration.

Bot networks consisting of fake profiles amplify the message and create the illusion of high activity and popularity across multiple platforms at once, gaming recommendation and rating algorithms.

---

Research shows that these techniques for spreading fake news are effective. On average, a false story reaches 1,500 people six times more quickly than a factual story.\(^4\) This is true of false stories about any topic, but stories about politics are the most likely to go viral.\(^5\)

For all that has changed about disinformation and the ability to disseminate it, arguably the most important element has remained the same: the audience. No number of social media bots would be effective in spreading disinformation if the messages did not exploit fundamental human biases and behavior. People are not rational consumers of information. They seek swift, reassuring answers and messages that give them a sense of identity and belonging.\(^6\) The truth can be compromised when people believe and share information that adheres to their worldview.

The problem of disinformation is therefore not one that can be solved through any single solution, whether psychological or technological. An effective response to this challenge requires understanding the converging factors of technology, media, and human behaviors.

The following interdisciplinary review attempts to shed light on these converging factors, and the challenges and opportunities moving forward.

---

How do we define disinformation?

Several terms and frameworks have emerged to describe information that misleads, deceives, and polarizes. The most popular of these terms are misinformation and disinformation, and while they are sometimes used interchangeably, researchers agree they are separate and distinct.

Misinformation is generally understood as the inadvertent sharing of false information that is not intended to cause harm. Disinformation, on the other hand, is widely defined as the purposeful dissemination of false information intended to mislead or harm. Although a straightforward definition, it can be difficult to ascribe precise parameters to disinformation. For example, disinformation is not always composed of fabrications. It can consist of true facts, pieced together to portray a distorted view of reality.

To understand the disinformation environment, it is useful to dissect the different elements it encompasses. Disinformation can include authentic material used in a deliberately wrong context to make a false connection, such as an authentic picture displayed with a fake caption. It can take the form of fake news sites or ones that are deliberately designed to look like well-known sites. Disinformation can further include outright false information, shared through graphics, images, and videos. It can also take the form of manipulated image and video content, where controversial elements are photoshopped into innocuous contexts to evoke anger or outrage.

---


A note on terms

This interdisciplinary review is meant to explore the topic of disinformation, understanding it as a term distinct from misinformation. However, the literature on the topic overwhelmingly uses the terms misinformation, disinformation, and even fake news and propaganda interchangeably. This review therefore uses the terms as stated in the specific literature to adhere to the spirit of the research.

Furthermore, while this review is focused on the ways state actors use disinformation to further geopolitical goals, the analysis of disinformation contained herein encompasses additional contexts outside of geopolitics in the interest of presenting a thorough review.
Disinformation succeeds, in part, because of psychological vulnerabilities in the way people consume and process information. Indeed, experts on a 2018 Newsgeist panel—a gathering of practitioners and thinkers from journalism, technology, and public policy—identified a number of psychological features that make disinformation so effective with audiences. These features include how disinformation plays to emotions and biases, simplifies difficult topics, allows the audience to feel as though they are exposing truths, and offers identity validation. 11

The following section reviews some of these psychological factors and their implications for the appeal and persistence of disinformation.

The need to belong

A large body of research shows that people desire social belonging, such as inclusion within a community, and the resulting identity that accompanies such belonging. 12 Indeed, the research indicates that this need for belonging is a fundamental human motivation that dictates most interpersonal behavior. 13 These motivations play out in real time online, often with drastic effect. For better or worse, the internet and social media have facilitated the ability to seek out and find a community that contributes to a person’s sense of belonging. In particular, research shows that social media can provide positive psychosocial well-being, increase social capital, and even enable offline social interactions. 14

---

So how does this apply to the resonance of disinformation and propaganda? In their desire for social belonging, people are interested in consuming and sharing content that connects with their own experiences and gives shape to the identity and status they want to project. Status-seeking and identity projection therefore play a consequential role in motivating people to share stories.

Additionally, the nature of social media amplifies the choices people make in service to social identity and belonging because its activity takes place in a public forum.

The sheer volume of content is another important factor enabling disinformation. Six thousand tweets are sent every second and Facebook hosts 300 million new photos every day.

Research reveals that individuals are ill-equipped to assess and cope with such volume, leading them to quickly discard what they perceive as irrelevant or unwanted information. The volume of information, combined with people’s limited attention spans, also makes it difficult to discern between high- and low-quality information, creating an environment in which disinformation has the potential to go viral.

How do people then respond to all this information? Although people like to believe they are rational consumers of information, decades of psychological research has demonstrated the limitations of the human brain when it comes to information intake, particularly in contexts of uncertainty and anxiety. Humans are generally averse to uncertain and ambiguous situations, leading them to seek quick, definitive answers.

Arie Kruglanski, a psychology professor at the University of Maryland, defines this phenomenon as the need for cognitive closure, or certainty in an uncertain world. 24 Though seeking answers in the face of uncertainty is a natural human motivation, further research indicates that the answers upon which people seize can be so clear-cut as to be detrimental, specifically when such answers promote black and white thinking and disallow other viewpoints. 25 In particular contexts, this can create the conditions conducive to the extremism and polarization that allows disinformation to flourish. 26

Similar to cognitive closure, the literature has identified other cognitive biases that dictate how people take in and interpret information to help them make sense of the world. For example, selective exposure leads people to prefer information that confirms their preexisting beliefs, while confirmation bias makes information consistent with one's preexisting beliefs more persuasive. 27 These biases interact with, and complement, two other types of bias: motivated reasoning and naïve realism. 28

While confirmation bias leads individuals to seek information that fits their current beliefs, motivated reasoning is the tendency to apply higher scrutiny to unwelcome ideas that are inconsistent with one's ideas or beliefs. 29 In this way, people use motivated reasoning to further their quest for social identity and belonging.

Further entrenching the effects of these biases, the research shows that naïve realism plays an important role during the intake and assessment of information. Naïve realism leads individuals to believe that their perception of reality is the only accurate view, and that those who disagree are simply uninformed or irrational. 30

These cognitive biases show that although individuals may believe their convictions are based on higher principles, in reality people process moral-political statements as preferences as opposed to hard facts. 31 Given that preferences change throughout one's life, particular convictions may also change in the right context of persuasion, attitude change, or social network. This is especially true of convictions that are more controversial or subject to mixed public consensus, like politics. 32

Cognitive limitations in an online jungle

So how do these cognitive biases play out in the social media sphere? A 2016 study of news consumption on Facebook examined 376 million users and 920 news outlets to answer this question. They found that...

---

26. Webber et al, “The Road to Extremism: Field and Experimental Evidence that Significance Loss-Induced Need for Closure Fosters Radicalization.”
Users are more active in sharing unverified rumors than they are in later sharing that these rumors were either debunked or verified. The veracity of information therefore appears to matter little.

Users tend to confine their attention to a limited set of pages, seeking out information that aligns with their views and creating polarized clusters of information sharing.\[33\]

In another study, researchers assessed 330 rumor threads on Twitter associated with nine newsworthy events, such as the December 2014 Sydney hostage siege and the January 2015 Charlie Hebdo shooting in Paris, to understand how people interact with rumors on social media. Their analysis determined that users are more active in sharing unverified rumors than they are in later sharing that these rumors were either debunked or verified.\[34\] The veracity of information therefore appears to matter little. A related study found that even after individuals were informed that a story had been misrepresented, more than a third still shared the story.\[35\]

In addition to highlighting the limitations of human cognition, the research also points to declining trust in the public sphere. Richard Fletcher and Rasmus Nielsen from the University of Oxford argue that disinformation must be analyzed in the context of other factors, including declining trust in news media and increasing skepticism of online information, which has been exacerbated by clickbait and advertisements that masquerade as news.\[36\]

In a complementary study, researchers found that participants who perceived the media and the word “news” negatively were less likely than others to identify a fake headline and less able to distinguish news from opinion or advertising.\[37\]

The varying levels of trust in the media have implications for efforts to validate the veracity of news. For example, tagging social media posts as “verified” may work well in environments where trust in news media is relatively high (such as Spain or Germany), but this approach may be counterproductive in countries where trust in news media is much lower (like Greece).\[38\]

**Doubling down online**

Given the human motivations that drive online behavior, researchers contend that it is more likely that polarization exacerbates fake news, rather than fake news exacerbating polarization.\[39\]

35. Laura Hazard Owen, “Americans may appreciate knowing when a news story is suspect, but more than a third will share that story anyway,” Nieman Lab, 29 June 2018, http://www.niemanlab.org/2018/06/americans-may-appreciate-knowing-when-a-news-story-is-suspect-but-more-than-a-third-will-share-that-story-anyway/.
38. Fletcher and Nielsen, “People Don’t Trust News Media – and this is Key to the Global Misinformation Debate.”
People’s propensity toward “us versus them” tribalism applies just as much to the information they consume.

What, then, can be done to reduce polarization online? The literature highlights a number of challenges.

In an effort to avoid echo chambers, some have advocated for increasing online communities’ exposure to different viewpoints. However, one study that attempted this approach found it to be not just ineffective, but counterproductive. The study identified a large sample of Democrats and Republicans on Twitter and offered financial incentives to follow a bot that exposed the participants to messages of opposing political ideologies. The results were surprising: Republicans who followed the liberal bot became substantially more conservative, while Democrats who followed the conservative bot became slightly more liberal.

The study offers a cautionary tale for future efforts to reduce polarization online. The observed backfire effect may be explained by complementary research, which found that acknowledging unwelcome facts about controversial issues can be threatening. Humans react the same way to undesirable information as they do when facing a dangerous animal – fight or flight.

Given this ingrained resistance to new ideas, can people change their minds? The jury is still out. The ability of individuals to adjust their perceptions after being shown corrected information may vary based on their cognitive ability. One study, in which individuals were shown corrections to misinformation, found that individuals with low cognitive ability less frequently adjusted their viewpoints than those with high cognitive ability. A similar study showed that an audience’s level of cognitive activity is likely to predict the persistence of misinformation and effectiveness of a correction.

The resonance of disinformation and why it is difficult to debunk

While some have argued for an increase in fact-checking or debunking efforts to counter disinformation, the literature is again mixed on the effectiveness of such approaches.

---

43. Nyhan and Reifler, “Misinformation and Fact-Checking: Research Findings from Social Science.”
45. De Keersmaecker and Roets, “Fake news: Incorrect, but hard to correct.”
Disinformation is difficult to correct because of how it resonates cognitively and emotionally with its intended audience and how humans form beliefs based on the information they have at hand. This phenomenon is referred to as belief perseverance, which is the inability of people to change their minds even after being shown new information. Facts can matter little in the face of strong social and emotional dynamics that relate to one’s personal identity and sense of community.

Others have advocated for increasing media literacy and making social media users more critical consumers of content. However, researchers have found that efforts to boost critical thinking may be of limited use or may have the counterproductive effect of leading individuals to doubt the credibility of news in general. Research even indicates that many consumers of disinformation already perceive themselves as critical thinkers who are challenging the status quo. The literature makes explicit that consumers are not well-equipped to identify certain messages as false or misleading, nor should the onus be on them to do so.

To underscore these challenges, one study analyzed the effectiveness of messages meant to reduce misinformation about the links between vaccines and autism. It found that while the messages occasionally reduced the belief that vaccines cause autism, they did not affect the behavior or the intent to vaccinate among parents who had the most negative attitudes on vaccines. A similar study found the same phenomenon among skeptics of climate-change research. Evidence that countered their emotion-based beliefs did not fundamentally change those beliefs.

Considering these challenges, are there any approaches to fact-checking that might work?

According to the researchers behind the vaccine study, one way to correct misinformation is by providing an alternate causal explanation to displace inferences made from the false information. However, other research casts doubt on how well even a thorough debunking statement will fare. A study found that debunking was ineffective when the consumer could generate competing explanations supporting the misinformation. Furthermore, a debunking message that simply identified misinformation as incorrect without offering corrective information was similarly ineffective. Even when a detailed debunking message included corrective information, the debunking did not always reduce participants’ belief in the misinformation.

Compounding matters is the fact that repeating a false claim can increase its believability. In studies where participants rated statements on their truthfulness, results showed that repetition increased participants’ perceptions of the truthfulness of false statements even when participants knew these statements were false. Given that individuals are susceptible to familiarity of information, the repetition of verifiably false statements can decrease the power of individual knowledge and reasoning. This finding has further implications for fact-checking: a fact-checker must repeat a false statement to debunk it, thereby inadvertently increasing the repetition and potential believability of the false claim.

Another literature reveals that the nature of how one relates to misperceptions impacts the likelihood of accepting or rejecting corrections. For example, misperceptions tied to salient or controversial issues, particularly those that matter highly to an individual’s concept of self, are highly persistent and hard to correct. Conversely, it may be easier to counter misperceptions on topics where people do not have strongly held beliefs.

There is, however, a social element to fact-checking that can encourage more accurate information. For example, if there are strong social connections between individuals who generate false content and individuals who fact-check this content, the former are more likely to correct their false statements. Unfortunately, because corrected statements are often less read than the misleading original statement, it is unclear how effective such corrections are.

Another study showed that when consumers of fake news were presented with a fact-check, they almost never read it.

Fighting fire with fire

So, what strategies might work to counter disinformation? Recent research is more positive regarding potential approaches.

One study of 7,200 participants found that counterfactual information can change partisan opinions when the information is presented with strong evidence. Of note, this study also found that participants generally maintained an openness to opposing information unless they were primed to feel adversarial, or if the opposing arguments were laden with insulting language. Combining these insights with the aforementioned research on fight or flight reactions offers a potential roadmap for countering misleading information on polarizing topics: present corrective information in a tactful and well-supported manner that avoids disparaging those with opposing views.

Research has also revealed different psychological interventions that may build resilience against disinformation. One study from the Cambridge Social Decision-Making Lab approached the topic of misinformation as a metaphorical “contagion.” The study contended that misinformation spreads from person-to-person like a disease and therefore explored a potential immunization in the form of attitudinal inoculation.

Similar to how a vaccine builds resistance to a virus, attitudinal inoculation warns people that they may be exposed to information that challenges their beliefs, before presenting a weakened example of the (mis)information and refuting it. This strategy can better inform, and even immunize, participants to similar misleading arguments in the future. When applied to public attitudes about climate change, an experiment that used attitudinal inoculation with a polarized audience found that climate misinformation was less effective when participants were inoculated to similar misinformation in advance.

Other research on cognitive ability examines integrative complexity (IC), which is a measure of a person’s ability to accept and integrate multiple viewpoints. Low IC indicates a propensity for binary thinking and resistance to opposing perspectives, which has direct implications for the resonance of disinformation in polarized contexts. To counter low IC, researchers have developed interventions to explore topics through the lens of different perspectives, which allows people to understand and overcome the cognitive biases that may render them adversarial toward opposing ideas. These interventions focus less on the content of one’s thoughts and more on the structure of one’s thoughts, therefore offering an approach that can be applied in many different contexts.

As these combined strategies suggest, many of the same psychological factors that make humans susceptible to disinformation can also be used to defend against it. Repeating facts, offering solid evidence, preemptively warning about and debunking disinformation themes, and encouraging openness to differing viewpoints are all potential approaches for reducing vulnerabilities to disinformation.

64. Van der Linden, “Inoculating the Public against Misinformation about Climate Change.”
65. Van der Linden, “Inoculating the Public against Misinformation about Climate Change.”
4. A look at foreign state-sponsored disinformation and propaganda

As the adoption of new technology and social media platforms have spread globally, so too have government efforts to exploit these platforms for their own interests, at home and abroad. Russian attempts to influence the United States 2016 presidential election and the 2016 Brexit vote in the United Kingdom are two recent, high-profile examples.

Yet the use of disinformation extends well beyond Russian interference in the US and the UK. A University of Oxford study found evidence of organized disinformation campaigns in 48 countries in 2018, up from 28 the year prior.

Below is an overview of several countries notable for the extent and sophistication of their foreign influence and disinformation campaigns.

Russian influence and disinformation campaigns

Revelations of Russian interference in the lead-up to the 2016 US presidential election heightened the public’s awareness of disinformation attacks against the United States. A 2017 report by the US Director of National Intelligence concluded that Russian President Vladimir Putin ordered an influence campaign that combined covert cyber operations (hacking, troll farms, and bots) with overt actions (dissemination of disinformation by Russian-backed media) in an effort to undermine public trust in the electoral process and influence perceptions of the candidates.

The extent of this campaign was significant – thousands of Russian-backed human operatives and automated bots created more than one million tweets and hundreds of thousands of Facebook and


Russia’s efforts in 2016 may have come as a surprise to many, yet Russian disinformation campaigns against the United States are not a recent phenomenon. The Soviet Union deployed similar strategies called “active measures” during the Cold War era, which were coordinated efforts by Soviet organizations and intelligence agencies to influence opinions in foreign countries. In the Soviet Union, propaganda was a key element of statecraft, as important as the work of the military or intelligence agencies.

During the late 1980s, for example, the Soviet Union coordinated a global disinformation campaign to convince the world’s public that the United States had created the AIDS virus as a biological weapon. This campaign intended to stir up anti-Americanism in the developing world and distract public attention from American charges that the Soviet Union was itself developing biological weapons.

The rumor, first published in 1983 via a Soviet-backed newspaper in India, appeared in Russian media in 1985 and was later published dozens of times in Russian media outlets. Broadcasts by Radio Moscow targeted at African countries claimed that America was deliberately spreading AIDS in Zaire, echoing previous claims by the outlet that the United States was developing biological weapons capable of killing only non-whites.

A similar campaign was mounted by the Soviets around the same time to spread unfounded allegations over child organ trafficking in the United States. The rumor was first reported by journalists during an interview of a Honduran government official in 1987. Although the statement was quickly corrected by high-level Honduran officials, Russian media repeatedly ran the sensationalist rumors between 1987 and 1988 without mentioning the corrections. The allegations gained momentum over subsequent years, resulting in Turkey suspending its adoption program with the United States in the early 1990s. Not long after, a Guatemalan mob attacked US citizens in 1994 on the basis of this story.

The rise of major social media platforms has offered the Kremlin an opportunity to innovate on this decades-old playbook. Under former President Dmitry Medvedev, the Russian government engaged in its
Although many of the hallmarks of Soviet propaganda are present in Russia’s modern-day propaganda efforts, what has changed is the speed with which its narratives are created and disseminated.

First widespread deployment of bots to spread political disinformation domestically. This disinformation campaign proved difficult; two of Russia’s more developed and competitive industries are technology and media, and the Russian blogosphere was not easily swayed by government disinformation. These challenges spurred the Russian government to develop highly-sophisticated automated bots and trolling techniques to better control the Russian public’s conversations online. These same tools and their successors would later be unleashed on foreign adversaries.

At present, Russia’s information warfare machine functions like a diverse and interconnected ecosystem of actors, including state-backed media outlets, social media accounts, intelligence agencies, and cyber criminals. Although many of the hallmarks of Soviet propaganda are present in Russia’s modern-day propaganda efforts, what has changed is the speed with which its narratives are created and disseminated.

Before 2016, Russia honed its online disinformation efforts in its immediate sphere of influence. As noted at the outset of this report, Russia deployed a coordinated online influence campaign during its annexation of Crimea in 2014. Russian state-controlled media outlets painted a uniquely anti-Ukrainian, pro-Russian narrative surrounding then-President Viktor Yanukovych’s flight from Ukraine and the subsequent Russian invasion of Crimea. To help shore up domestic support for Russia’s actions, Russian government bots dominated the domestic political conversation in Russia during this period. Between 2014-2015, as much as 85 percent of the active Twitter accounts in Russia tweeting about politics were, in fact, government bots.

In mid-2016, the Kremlin unleashed these tactics during the United Kingdom’s successful June 2016 referendum vote to leave the European Union. One analysis of tweets found that in the 48 hours leading up to the vote, over 150,000 Russian accounts tweeted about #Brexit and posted more than 45,000 messages about the vote. On the day of the referendum, Russian accounts tweeted 1,102 times with the hashtag #ReasonsToLeaveEU. Meanwhile, Russia was deploying a similar strategy during the 2016 US presidential campaign.

The Kremlin-backed Internet Research Agency (IRA) initiated its efforts to interfere in US politics as early as 2014, spending $1.25 million per month on its combined domestic and global operations, which included

---

During the 2016 presidential campaign, Russian posts reached 126 million US Facebook accounts.

dedicated English language staff focused on the 2016 US presidential campaign. The secretive agency was headquartered in a heavily-guarded building in downtown St. Petersburg. On one floor, employees produced a high volume of fake articles, using mostly original text to create a veneer of authenticity, and on another floor a separate group of employees created fake social media accounts to distribute these articles and then post comments about them.

An NBC report identified 2,752 Russian “troll” accounts that posted more than 200,000 tweets; these tweets earned 2.1 million retweets and 1.9 million likes. Twitter reported an even more expansive campaign that likely extended beyond the IRA, with 36,000 automated accounts posting 1.4 million tweets that earned 288 million views leading up to the election. On Facebook, Russian posts reached 126 million US Facebook accounts. On Instagram, which is wholly owned by Facebook, 170 Russian accounts created more than 120,000 pieces of content, which reached more than 20 million US accounts. The activities of the IRA were not limited to Facebook, Instagram, and Twitter; it also targeted YouTube, Google+, Vine, Meetup, Pinterest, Tumblr, Gab, Medium, Reddit, and even PayPal, which helped sell its merchandise.

The IRA’s activities on Instagram were particularly effective at generating impressions. Instagram’s platform is conducive for posting the most viral content – jokes and memes – and Russian accounts leveraged this platform to maximize their reach. Between 2014 and 2017, IRA content on Instagram reached 187 million engagements (likes and shares), far exceeding their content’s 76.5 million engagements on Facebook. The New Knowledge Report on the Internet Research Agency’s disinformation tactics predicts that “Instagram is likely to be a key battleground on an ongoing basis.”

It is clear that there was a significant volume of Russian posts and impressions generated during the 2016 US presidential campaign. However, some have cautioned against exaggerating the impact of Russian disinformation on the outcome of the election.

85. Popken and Cobiella, “Russian troll describes work in the infamous misinformation factory.”
Most Americans, for example, probably only scrolled past a very small number of Russian-backed posts throughout the duration of the campaign, which says nothing about whether they read, clicked on, or were influenced in any meaningful way by the content. Furthermore, the several hundred million impressions of Russian propaganda across Twitter and Facebook during the campaign were dwarfed by the billions of total daily impressions of all content across both platforms. Kremlin-generated impressions were a drop in the bucket compared to total user activity, which calls into question their ability to have played a decisive role in swaying public opinion.

Russia’s ad-targeting also appeared to lack an overarching electoral strategy. For example, less than $2,000 was spent on Russian ads in the battleground state of Wisconsin, and even less on the battleground states of Pennsylvania and Michigan, suggesting that Russian content did not deliver meaningful impact on the electoral college votes that decided the election. Others have argued that the IRA’s disinformation campaign was amateurish and careless, even failing to hide the origin of its content, which further underscores the need for caution when assessing the effectiveness of its propaganda.

It is perhaps more plausible that Russian cyberhacks into the Clinton campaign - rather than the Kremlin’s social media disinformation - impacted the course of the election. Kathleen Jamieson, the director of the Annenberg Public Policy Center at the University of Pennsylvania, has argued that the disclosures from WikiLeaks’ release of Russian-hacked Clinton campaign emails caused the decline in polled voters’ trust in Clinton in October 2016.

In the wake of the 2016 election, the Kremlin appears intent on continuing to leverage disinformation to influence political discourse in the United States and elsewhere.

Russia-backed Syrian influence and disinformation campaigns

Pro-Syrian government disinformation has proliferated through social media since the Syrian conflict began in 2011. Much of the disinformation appears to be produced and disseminated by Kremlin-linked
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accounts as an extension of Russia’s military support for the Assad regime. The following are a few notable examples of the disinformation tied to the ongoing conflict.

In April 2018, in the wake of a sarin gas attack in Idlib Province, there was a wave of alt-right online postings in the United States claiming the attack was a “false flag” operation intended to undermine the Assad regime. The Atlantic Council traced these alt-right postings back to a pro-Assad outlet, Al-Masdar News, which had first published the allegation in the attack’s immediate aftermath. In retaliation for the sarin gas attack, the United States launched a strike against the Syrian regime. The Pentagon reported an observed 2,000 percent increase in Russian bot activity spreading disinformation on Twitter in the 24 hours after the US strike.

Several months later, this pattern of online media disinformation repeated. In September 2018, Assad’s regime announced its intention to launch a military assault on the rebel-held Idlib province. As Trump warned Syria against an anticipated chemical weapons attack, Twitter saw a surge in fake Russian account creation, ostensibly preparing to spread disinformation around a future attack. Concurrently, the Russian Ministry of Defense released a statement claiming the Syrian rebels were preparing a false flag operation to gas their own people and have it filmed by the White Helmets, a volunteer organization created to conduct search and rescue operations in rebel-held Syria. The Ministry of Defense’s allegations were later amplified by Russia Today, the Kremlin’s external media arm.

A 2018 inquiry by the Bellingcat investigation team found that the White Helmets became a target of a “brutal and unrelenting” disinformation campaign because they provided evidence of gross human rights violations by both the Syrian government and the Russian military. The campaign, which was planned and unleashed by the Russian and Syrian governments, portrayed the White Helmets as terrorists, agents of the West, and “legitimate targets.”

In support of their propaganda campaign, Russian agencies and media outlets published numerous reports starting in February 2018 that made unsubstantiated claims about the White Helmets transporting chemical weapons to Idlib province. In December 2018, the US Department of State issued a statement

---

that a “chemical” attack in Aleppo reported by Syrian and Russian state media was actually a tear-gas attack conducted by Syrian government forces to “undermine confidence in the ceasefire in Idlib.”

**Chinese influence and disinformation campaigns**

In September 2018, a four-page advertisement sponsored by the state-owned *China Daily* ran in the *Des Moines Register*. The advertisement, mirroring an actual newspaper spread with journalistic articles, included a selection of pieces that touted the benefits of free trade for US farmers, the economic risks of China-US trade tensions, and President Xi’s long ties to the state of Iowa. Targeting an Iowa audience in the midst of China’s agricultural trade dispute with Trump – and during the midterm campaign season no less – made clear that China would not hesitate to try shaping the US political conversation.

As the *Des Moines Register* example illustrates, China’s propaganda efforts are distinct from Russia’s in several respects. While Russia’s campaigns tend to be focused on the cyber domain, as evidenced by its 2016 election interference efforts, China’s international influence campaigns are largely characterized by economic, political, and personal relationship-building. Chinese campaigns have been widespread. They range from the production and global distribution of pro-Chinese media, to attempts to influence educational and policy institutions abroad, to the wielding of financial influence through aggressive loans and infrastructure investment.

In 2010, China launched a television, radio, and print media campaign to change how consumers of news viewed the country and its place in the world. This included nearly tripling the number of China Central Television (CCTV) bureaus globally, increasing the number of foreign correspondents for the *China Daily*, and building out an English-language tabloid, the *Global Times*. China’s English-language outlets have produced hundreds of articles touting China’s prosperity and stability, aimed primarily at a foreign audience. In 2018, President Xi announced the merger of CCTV, China Radio International, and China National Radio into a single network named Voice of China. The new network’s mission includes strengthening international outreach and influencing public opinion abroad.

---


Through China’s “United Work Front Department,” the Chinese Communist Party (CCP) has attempted to influence leading academic institutions and think tanks. Delegations of Chinese authorities focused on Tibet have paid visits to universities with influential Tibetan academics, including Columbia, Harvard, and the University of Virginia, to exchange views and share official CCP talking points. One such example included Chinese consular officials in New York City twice paying visits to Columbia Tibetan professor Robert Barnett, threatening to cut off future communication if he did not better align his views on Tibet with the CCP.

The CCP-linked China-United States Exchange Foundation (CUSEF) has partnered with, and in some cases funded, institutions including the Brookings Institution, the Center for Strategic and International Studies, the Atlantic Council, the East-West Institute, the Carter Center, the Carnegie Endowment, and Johns Hopkins University. In addition, Chinese educational centers and events have dramatically expanded in recent years. Confucius Institutes, located on university campuses abroad, have grown to more than 500 globally and have been used to apply pressure on professors and censor what Chinese professors can teach abroad. Certain universities have pushed back, including the University of Chicago, which removed its Confucius Institute from campus in 2014 after 100 professors signed a petition protesting its presence.

China’s efforts to spread influence extends to social media platforms that have been banned within its own borders. China’s domestic internet controls have long been robust, coupling censorship of sensitive topics with an outright ban of many western social media and technology platforms (among them Google, Facebook, and YouTube). This “Great Firewall” has continued to grow in 2018, with the government recently expanding cybersecurity laws and advancing its surveillance capabilities, while making it increasingly difficult to use virtual private network services to avoid the firewall. While Chinese social media is allowed, it is both tightly controlled by government censors and flooded with propaganda. Some two million government-paid individuals contribute roughly 450 million pro-government posts annually to distract and drown out any domestic criticisms of the CCP.

China’s ban on western social media is a tacit acknowledgment of these platforms’ potential to influence Chinese citizens. Meanwhile, the CCP uses foreign platforms’ networks to spread state-sponsored advertisements in foreign countries, including the United States. Chinese entities are Facebook’s largest ad-buyers in Asia, even though Chinese citizens cannot use the platform. Some estimate Chinese buyers
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spent five billion dollars on Facebook ads in 2018, making them the second largest market after the United States.\textsuperscript{121} State-sponsored media ads, a small fraction of that total, mirror the CCP’s offline efforts to paint positive portrayals of the Chinese government and broader Chinese society. Furthermore, the CCP has established Facebook pages for its various state-run media outlets, where content highlighting Chinese successes is distributed and promoted through page followers and paid advertising.

Increasingly, China has interfered in foreign states in a manner similar to Russia. One of the more recent and aggressive examples is the November 2018 election campaign in Taiwan. The Chinese government undertook a substantial propaganda effort to undermine Taiwanese President Tsai Ing-wen and her Democratic Progressive Party (DPP) in hopes of ousting them from office in favor of the Kuomintang opposition party, who are seen as more compliant to Beijing’s will.\textsuperscript{122}

The Chinese engaged in a months-long campaign of anti-Tsai, anti-DPP social media messaging using platforms including Facebook, Twitter, and chat groups in a manner similar to Russia’s influence campaigns.\textsuperscript{123} Although difficult to ascertain the full impact of this campaign, Tsai’s party did suffer a significant defeat during the election, prompting her to step down as leader of the DPP and improving Kuomintang’s chances to retake the government.

Covert social media influence tactics have also been used by the CCP. Chinese spies have created fake LinkedIn accounts to connect and build relationships with western business leaders and academics. After organizing in-person meetings under false pretenses, these Chinese officials have made financial offers in exchange for establishing intelligence-sharing relationships.\textsuperscript{124}

China’s influence campaign is vast and multifaceted, but its ability to change minds has been questioned. Much of Chinese media content is so clearly biased in favor of the CCP that international audiences may have little trouble understanding these outlets’ true intentions and are therefore unlikely to be swayed in any meaningful way.\textsuperscript{125}

Similarly, a lack of objectivity on the part of Chinese media employees, such as the 2018 example of a China Global Television Network reporter verbally and physically harassing attendees at a UK press conference for being “traitors” and “fake Chinese,” has led some to conclude that Chinese journalists’ efforts are aimed more at impressing their superiors than truly swaying hearts and minds overseas.\textsuperscript{126}
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Nonetheless, a significant portion of Chinese-language media outlets abroad have direct or indirect ties to members of the CCP, and consequently these outlets pump out a disproportionately large amount of pro-China content. This leaves international Chinese-language communities particularly exposed to this information. 127

**Iranian influence and disinformation campaigns**

Between August and October 2018, Facebook cracked down on two separate Iranian propaganda campaigns, removing hundreds of Facebook and Instagram accounts, pages, and groups, some of which dated back to 2011. The pages alone were followed by more than one million Facebook accounts. 128

Following the August crackdown, Twitter in turn removed hundreds of accounts that had been engaged in “coordinated manipulation.” 129 On Reddit, users began noticing a pattern of suspicious posts beginning in July 2017 which targeted the WorldNews subreddit’s 19 million followers. The posts included political content linked to obscure websites that Reddit moderators were able to trace back to Iran after investigating. 130 The cybersecurity company FireEye released its own report that concluded Iran was behind a coordinated disinformation campaign, targeting US and UK audiences and dating back to at least 2017. 131

Iranian disinformation has displayed similarities to both Russian and Chinese tactics. For example, they leveraged fake Twitter, Facebook, Instagram, and Reddit accounts to coordinate disinformation during the 2018 midterms in a manner similar to the Kremlin’s efforts during the 2016 and 2018 US election campaigns.

Like China, Iranian propaganda efforts have largely focused on promoting particular policy interests that are aligned with the Iranian government. Iranian interests promoted by these accounts include anti-Israeli and pro-Palestinian narratives, as well as condemnations of Iran’s adversary Saudi Arabia. Likewise, there has been an overwhelming anti-Trump bias to their content, which some have perceived as a response to President Trump’s hardline rhetoric towards Iran and his decision to withdraw the United States from the 2015 nuclear agreement with Iran. 132

A Reuters investigation in November 2018 found that Iran used more than 70 propaganda websites to spread disinformation to 15 countries, including the US and UK. These websites, which had more than
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One Iranian news site concocted a fake piece in late 2016 alleging that the Israeli government threatened a nuclear attack if Pakistan sent troops to Syria. Failing to realize the story was fake, Pakistan’s then-Defense Minister responded with an actual nuclear threat against Israel via Twitter. Cooler heads prevailed once the initial piece was revealed to be a hoax.

Military propaganda plays a prominent role in Iranian influence operations as well. Iran’s Ministry of Intelligence and National Security, which coordinates this disinformation, has released reports exaggerating Iranian military strength and technological developments, hoping to obscure and complicate accurate assessments of their capabilities. By bolstering the perception of Iranian military might overseas, Iran believes it can weather international pressure and help deter future military threats. However, like China, some analysts view Iran’s overt efforts at propaganda to be too conspicuous to effectively sway international audiences.

**North Korean influence and disinformation campaigns**

The North Korean government (DPRK) has engaged in disinformation efforts to not only influence international actors and spread pro-DPRK propaganda, but also to skirt international sanctions. One example of the former was North Korea’s hacking attack against Sony Pictures in 2014. It was a brazen attempt to blackmail the company into cancelling the release of the parody film *The Interview*, and it illustrated the DPRK’s willingness to try to silence critics through criminal cyber activity.
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Covert tactics have also been used extensively by North Korea. As of 2018, an estimated several hundred DPRK agents operate fake cyber accounts to influence online discourse in favor of the regime. Aimed at a South Korean audience, these agents have created accounts meant to appear South Korean in order to post pro-DPRK comments, blog posts, and videos. Pyongyang’s intent is twofold: to paint North Korea in a favorable light and to stoke division in South Korea.139

The DPRK has further leveraged covert disinformation tactics for nontraditional means - to fund the regime in the face of international sanctions pressure. North Koreans based in places like China have created a web of fake profiles and businesses on professional networking and freelancing platforms to deceive viewers and earn IT contracting business from clients around the globe. This money is sent back to the North Korean regime at a time when the DPRK is desperate for funds. By misrepresenting their identities, these illicit government-backed businesses have skirted international sanctions and funneled potentially millions of dollars to the DPRK.140
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5. Platform-specific challenges and efforts to counter disinformation

Having examined how foreign states are weaponizing disinformation, this review now turns to the major technology platforms where disinformation and propaganda are disseminated. What are companies like Google, Facebook and Twitter doing to counter the problem?

This is an essential question for the simple reason that to neutralize online disinformation, the platforms themselves must play a central role. Their ability to solve this problem, at the moment, far exceeds that of any other organization – including national governments.

Companies like Google, Facebook and Twitter possess the overwhelming majority of the data pertaining to this issue. They have developed the proprietary algorithms that identify how, when, and where information is viewed by users. They have the most experience working on these issues and are best-equipped to improve how disinformation is tracked and countered. And they possess unparalleled levels of technical and monetary resources to address these issues; as of February 2019, Google, Facebook, and Twitter have a combined market valuation well above one trillion dollars.

Tech giants have demonstrated, to some extent, that they are willing to address disinformation. Google, Facebook, and Twitter are each building their own internal and external teams of security personnel and fact-checkers to counter propaganda and illegal content. They are also developing proprietary tools, some using artificial intelligence (AI) and machine learning, to limit disinformation on their platforms. Facebook, for instance, announced plans in 2018 to open two new AI labs that will focus, in part, on how to counter disinformation.141

Yet, social media platforms’ incentives are not always prioritized to limit disinformation. In some respects, their incentives are aligned with spreading more of it. Tech giants’ revenues are generated almost entirely through advertising, which depends on maximizing user engagement with the platform. As outlined earlier, users are more likely to click on or share sensational and inaccurate content; increasing clicks and shares translates into greater advertising revenue. The short-term incentives, therefore, are for the platforms to increase, rather than decrease, the amount of disinformation their users see.

In the long term, however, the spread of disinformation and the growing public outcries against it may decrease public trust in social media brands and trigger more decisive action by these companies. As outlined below, the heightened public awareness and scrutiny leveled at social media platforms following the 2016 US presidential election spurred them to enact and overhaul a number of policies designed to counter online disinformation.

This section details how the major social media platforms have responded to disinformation and outlines some of the challenges that remain.

Although this report attempts to capture the most recent efforts of each platform, these companies frequently update user policies, algorithms, and strategies for countering disinformation. This assessment, therefore, should be viewed as a representative snapshot of the platform landscape in late 2018 and early 2019.

Countering disinformation at Facebook

As Russian and Chinese propaganda efforts have made clear, Facebook is vulnerable to the spread of disinformation and influence through both covert and overt strategies. Bots and trolls can create fake accounts to spread fake text, image, and video content through posts, pages, and paid advertising. At the same time, state-backed media companies often spread overt influence through legitimate accounts and pages that use paid advertising to disseminate their messages.

In the wake of the revelation that disinformation was shared widely over Facebook during the 2016 presidential campaign, Facebook announced the rollout of several features to help combat disinformation. First, the company made it easier to flag false news to platform administrators by allowing users to click on the news post in question and select from pre-set reporting options.

Facebook also began enlisting the help of third-party fact-checkers to review reports from the community. After reviewing, these third-party fact-checkers provide a rating on the trustworthiness of an article. News deemed inaccurate automatically appears lower on a user’s newsfeed and previously displayed a “disputed” label to warn users who may read or share the story on Facebook.

Facebook additionally began testing changes to its newsfeed rankings, weighing its algorithm against articles that present disinformation warning signs.

Concurrently, Facebook began reducing the financial incentives for false news. That included preventing fake news sites from “spoofing” the domains of real ones. A malicious actor can no longer imitate a legitimate news site’s domain in an attempt to deceive readers.

Facebook’s actions were not limited to the immediate wake of the 2016 race. In 2018, they took additional steps to further restrict disinformation. Following Facebook’s debut of the “disputed” label

a year prior, the company found that many of the users who read the disputed information and warning label actually became more inclined to share the news. In response, Facebook changed its approach and began shrinking the link in the newsfeed and including a number of related articles that debunked the news in question.

The platform also increased its advertising controls, announcing that all political and issue-specific ads and advertisers would be vetted. Advertisers now need to have their identity and location confirmed by Facebook before receiving authorization to run ads on their platform. Furthermore, all political and issue-based advertisements are clearly labeled with “political ad” in the top corner, along with information about who funded the ad.

By November 2018, Facebook had also dramatically scaled up its fact-checking operation. It had expanded its network of third-party fact-checking providers to 23 countries. The company also began to implement machine learning tools to help these fact-checkers. The tools can spot warning signs in articles and help their human counterparts prioritize their efforts.

To provide more context about news sources, the platform rolled out a new “information” feature in the bottom corner of news articles being shared. Users can click on the information icon and see additional details about the publication and author of the piece.

Finally, Facebook announced its intention to expand its fact-checking service to photo and video content in order to warn users about doctored media that depict inaccurate events or media that is falsely attributed to people or events.

In October 2018, Facebook launched its “Hunt for False News” blog to detail case studies and offer some transparency about how its platform is tackling disinformation. During the 2018 US midterm elections, Facebook provided direct access to US state government officials to report posts containing false information about voting.
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However, the impact of these actions is still unclear. Facebook’s actions may now make it harder for Russian trolls to covertly influence politics abroad, but the company’s new policy vetting advertisers still does not prevent foreign government-backed media outlets from overtly running influence campaigns, as evidenced by the ongoing proliferation of Chinese influence advertisements on Facebook.

Likewise, Facebook’s unsuccessful experiment with flagging disputed news sources suggests that many people are undeterred from sharing articles even when the facts have been questioned by a third party. Removing contested articles could mitigate this risk, but permanently removing such contested news, rather than minimizing its appearance and newsfeed position, would open Facebook to criticism that it is censoring free speech and unfairly targeting political views. In March 2018, Mark Zuckerberg conveyed his strong reluctance to Facebook making those kinds of editorial decisions. 153

Facebook’s current approach towards disinformation leaves some vulnerabilities. One is on the platform’s messaging apps. It is especially difficult for users to discern the validity and source of text content shared via private message. Further challenging matters, private messages are shared between users without the same level of fact-checking safeguards that takes place on a public newsfeed.

On Facebook-owned WhatsApp, disinformation has been widespread. In India, for instance, a doctored video appearing to show a child kidnapping went viral on WhatsApp, leading to more than 30 deaths from dozens of mob incidents between 2017 and 2018. 154 In India, for instance, a doctored video appearing to show a child kidnapping went viral on WhatsApp, leading to more than 30 deaths from dozens of mob incidents between 2017 and 2018. 155 During Brazil’s 2018 presidential election campaign, millions of dollars were spent by groups spreading disinformation on WhatsApp about the leftist candidate Fernando Haddad, who ultimately lost to his opponent Jair Bolsonaro. 156 A 2018 survey by Nieman Lab indicates that more than a third of Kenyans and South Africans, and almost 30 percent of Nigerians, have shared online fake news on WhatsApp, which is the dominant platform for mobile messaging in those countries. 157

Facebook has recently taken steps to counter disinformation on messaging apps, but the opportunity for abuse remains significant. Mark Zuckerberg claimed in a 2018 Vox interview that the company’s algorithms scan private message content to prevent sharing of harmful content, but the well-documented and ongoing proliferation of inflammatory anti-Rohingya content on
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Facebook Messenger in Myanmar suggests that its detection systems are not fail-safe. In mid-2018, Facebook began testing new WhatsApp features, including labeling forwarded messages and limiting the number of forwards per user. Labeling a message as “forwarded” still leaves the responsibility of identifying the authenticity of a message - and preventing its distribution if deemed false - squarely on the user.

A second vulnerability in Facebook’s operations is its heavy reliance on outsourced, third-party fact-checking services staffed by human operators. Many of these groups are under-resourced and overwhelmed by the sheer volume of false or unverified content on the platform. For example, Facebook’s fact-checking provider in the Philippines, Rappler, has been inundated with false news and struggling to keep up with the volume of disinformation created daily.

Even when fact-checkers can handle the volume of content, fake news can easily go viral in the time between its creation and when fact-checkers are able to manually dispute the content and adjust its newsfeed ranking. If disinformation reaches a broad audience before its removal, it will have accomplished its intended purpose.

Nonetheless, Facebook’s recent steps offer promise that the platform will be able to restrict the spread of disinformation. Some early research suggests that their efforts may be succeeding. Academics at New York University and Stanford University have analyzed the proliferation of more than 500 fake news websites and more than 10,000 fake news stories on platforms including Facebook between January 2015 and July 2018. They found that the spread of fake news on Facebook rose from 70 million engagements per month in early 2015 to 200 million engagements around the 2016 US presidential election. Then, the data peaked. The spread of fake news fell throughout 2017 and returned to approximately 70 million monthly engagements by early 2018.

The reduction in Facebook’s fake news engagement in 2017 and 2018 coincides with the company’s efforts to counter disinformation, indicating that their tactics may be effective. Yet other factors might also explain this decline. For instance, neither 2017 nor 2018 had US elections of the same prominence as the 2016 presidential election, which may have lessened foreign incentives to meddle in the first place. Malicious actors may have also changed their tactics and sources to better evade detection in the latter stages of the study. These kinds of confounding factors, along with the proprietary nature of Facebook’s data, complicates the ability to perform a comprehensive assessment and draw definitive conclusions.


Countering disinformation at Twitter

Like Facebook, Twitter has grappled with the spread of disinformation through bots, fake accounts, and advertisements. In some respects, Twitter is uniquely vulnerable to coordinated and viral disinformation campaigns. While most Facebook users’ newsfeed activity is tied to their personal networks, Twitter is a platform where news and commentary is often shared widely through issue-specific hashtags, public comment threads, and influencer accounts with large followings.

Researchers from the Massachusetts Institute of Technology analyzed thousands of stories on Twitter that were tweeted millions of times between 2016 and 2017 and found that disinformation often reached a broader audience than the truth. For example, the top one percent of fake news stories typically reached between 1,000 and 100,000 people, whereas true stories rarely exceeded an audience of one thousand. In line with similar studies, the researchers concluded that people were more likely to share fake news because these stories generated more reactions of surprise and disgust. 162

Twitter bots play an important role in disseminating disinformation. Researchers analyzing the spread of 400,000 articles via 14 million messages on Twitter between 2016 and 2017 found that bots were an important vehicle for sharing content that had “low-credibility sources.”

Bots regularly share low-credibility content in the first few seconds of its publication, thereby increasing the number of impressions and consequently its chances of going viral. Six percent of the identified bots accounted for 31 percent of the spread of low-credibility content, typically within the first 10 seconds after an article is published. 163 Furthermore, a Knight Foundation study of 700,000 Twitter accounts linked to disinformation during the 2016 US election also found that the majority of these accounts were either fully or semi-automated bots. 164

Recent estimates suggest that the number of bots on the platform increased significantly between 2014 and 2017. Twitter estimated in 2014 that between five and 8.5 percent of its user base consisted of bots. Several years later, in March 2017, research by academics from Indiana University and the University of Southern California indicated that the prevalence of bots was significantly higher: 15 percent or more of the platform’s total accounts. 165

Twitter began taking stronger action to counter this threat in October 2017, when the company announced a new set of policies to increase advertising transparency. The initiative, which labels political ads with the organization that purchased the content, also allows users to report inappropriate
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ads and to inform Twitter when they see ads they do not like. Twitter also launched a “Transparency Center,” which allows users to search political ad campaigns and view additional details including ad creative, ad campaign history, targeted demographics and dollar amounts spent by the advertiser.\textsuperscript{166}

In May 2018 Twitter announced that it was using machine learning and artificial intelligence to identify traits associated with accounts engaged in trolling or coordinated disinformation attacks. Individuals, for instance, who sign up for multiple Twitter accounts simultaneously would be flagged.

While content from these accounts is not removed, it is deprioritized in search and conversation results. Twitter found in early testing that reports of abuse in conversations dropped eight percent, and similar reports from search content dropped four percent.\textsuperscript{167}

A month after Twitter announced its use of these AI tools, it also completed the acquisition of Smyte, a technology company focused on countering spam, fraud, and abuse online. Twitter incorporated Smyte’s existing tools into its platform, including Smyte’s labeling system that automatically identifies potentially malicious activity. It does this based on a number of signals and account relationships, and then flags the activity for internal review.\textsuperscript{168}

In May and June of 2018, Twitter also began accelerating the pace with which it suspended suspicious accounts. In those two months alone, Twitter suspended 70 million accounts, twice the rate of suspensions compared to fall 2017.\textsuperscript{169}

This was far from a trivial move for Twitter. Removing such a large volume of accounts impacted its active user metrics, which play an important role in the financial valuation of social media companies. Twitter’s July 2018 quarterly earnings announced negative user growth as a result of their account purge, and the company’s stock promptly fell 21%.\textsuperscript{170} (This clear tradeoff between suspending fake accounts and the company’s valuation may help to explain Twitter’s initial reluctance to more proactively remove suspicious accounts.)

Nevertheless, Twitter’s overall record on countering disinformation appears mixed at best. In mid-2016, Twitter reportedly offered the Kremlin-backed Russia Television Network a 15 percent share of its US election advertising in exchange for three million dollars.\textsuperscript{171}

Furthermore, the Knight Foundation study found that more than 80 percent of the 700,000 Twitter accounts linked to disinformation in the 2016 election were still active in spring 2018, and many were continuing to produce millions of tweets. They also found that nearly 90 percent of Twitter disinformation was traced back to the same 50 fake news sites, many of which remained leading sources of disinformation on Twitter for many months after the 2016 election. Conspiracy news sites received approximately 13 percent the amount of Twitter links as a comparative set of national news sites, indicating that the spread and consumption of fake news was extensive.¹⁷²

The NYU and Stanford researchers confirmed the trend. While they found that fake news was decreasing on Facebook after 2016, their analysis concluded it was rising on Twitter: Fake news accounted for two million shares per month in 2015, about 4.5 million shares per month at the end of 2016, and about six million shares per month in mid-2018.¹⁷³

In August 2018, Twitter CEO Jack Dorsey expressed hesitation about taking forceful action against perceived fake news. In a public interview, he raised concerns about Twitter becoming the arbiter of truth by projecting the company’s biases onto the conversations that are allowed on, and banned from, its platform.

Dorsey further highlighted the logistical challenge of reviewing all content on Twitter for signs of fake news – noting the large volume of personnel resources needed for such an undertaking – to justify reviewing content only once it has been flagged by users.¹⁷⁴ Dorsey’s statements, together with his company’s mixed record on tackling known sources of disinformation, raise some questions about how proactive Twitter will be in countering this threat going forward.

Countering disinformation at Google

Malicious actors have spread disinformation on Google’s platform in a number of ways. While Google-owned YouTube has hosted fake video content, there have also been disinformation ads on Google’s ad platform, and bad actors have manipulated Google’s search results to prominently feature fake news sites.

YouTube is especially prone to disinformation, and the platform has faced strong criticism for its algorithms that determine trending content and viewers’ personalized recommendations. With more than 1.8 billion monthly users, YouTube is a powerful conveyor of video news, without many of the traditional gatekeepers that curate content on television news channels.¹⁷⁵ One consequence is that YouTube’s trending list is vulnerable to sensationalized content, where algorithms optimize for virality over quality or accuracy. The platform’s algorithms can also inadvertently promote disinformation through personalized “up next” video recommendations.
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These recommendations are critical to YouTube’s success; the company claims that 70 percent of its more than one billion hours of daily video consumption is driven by its playlist recommendations.\(^\text{176}\) Algorithms automatically generate suggested content intended to maximize user engagement, which means serving users content that mimics or appeals to their past behavior. If a viewer consumes conspiratorial or other misleading content on YouTube, its algorithms will recommend similar content, which can reinforce the viewers’ belief that the conspiracy is, in fact, real.

What is more concerning, however, is that viewing questionable content has not been a prerequisite for receiving questionable recommendations. One does not have to be a conspiracy theorist to be fed conspiracy theories. A 2018 *Wall Street Journal* investigation found that viewing mainstream political content on YouTube, across the political spectrum, led to content suggestions with more extreme and fringe viewpoints than displayed in the original video.\(^\text{177}\)

Perhaps with these concerns in mind, Google has amplified its effort over the past two years to counter disinformation on its platforms. Following the 2016 election, Google changed its advertising policies to ban known disinformation websites from using Google’s “AdSense” program which enables companies to monetize websites through ad placements.\(^\text{178}\) In January 2017, Google banned a group of 200 publishers from its AdSense network who violated these policies.\(^\text{179}\)

Building upon these efforts, Google announced a partnership with the International Fact Checking Network in October 2017 to expand a global network of fact-checkers and provide free tools to support its fact-checking efforts.\(^\text{180}\) That same month, however, Google was found to be unknowingly serving fake news ads on the fact-checking websites Politifact and Snopes, which served as an awkward reminder of the ongoing challenges faced by Google and host websites in dealing with disinformation in advertisements.\(^\text{181}\)

Google took steps in 2017 to improve the transparency and quality of its search engine results. It introduced a “fact-check” feature that would display third-party publications’ fact-checking assessments underneath Google’s results for frequently-searched public claims.\(^\text{182}\) However, in January 2018, Google announced it was temporarily suspending its fact-checking feature after conservative media outlets raised concerns that the feature was being selectively – and in some cases, incorrectly – applied to conservative media reporting.\(^\text{183}\)
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For searches about media publications, Google added a "Knowledge Panel" section dedicated to providing additional information about the publication, including its most commonly-covered topics, as well as previous awards won for its reporting. Google also announced that news sites that hid or misrepresented their country of origin would no longer appear in its search results.

As part of a $300 million "Google News Initiative" announced in March 2018, Google committed $10 million to an anti-disinformation media literacy effort, which would produce educational content in partnership with YouTube stars to help educate the public on how to identify fake news online.

Google also announced in July 2018 that YouTube would more heavily promote "authoritative" news sources in the wake of breaking news. It also began sharing short text previews summarizing these breaking news stories in the search results, particularly during the time gap between a story first breaking and when traditional media sources are able to release verified, high-quality video content. This strategy is intended to curb the spread of disinformation and misinformation clips that can often go viral in the immediate aftermath of a breaking news story.

Furthermore, in response to increasing public scrutiny over its recommendation algorithms, YouTube announced in early 2019 that it would begin adjusting its algorithms to reduce its recommendations of harmful or purposefully misleading content.

The structural barriers to tackling disinformation on tech platforms

The past several years have shown that there are times when social media companies will not – or cannot – adequately police their own platforms against all forms of disinformation. Eliminating every manifestation of disinformation is an extraordinarily difficult challenge, considering the sheer number of bad actors, huge volume of daily content from hundreds of millions of users, and quickly-changing technology landscape. In many cases, these platforms’ most meaningful efforts against disinformation have occurred in response to public outcries. Yet, their reactionary efforts have not succeeded in preventing the subsequent, more evolved disinformation strategies by foreign states. There are always new gaps to be exploited.

Social media's business model, by promoting clicks, views, and shares, can be easily weaponized by bad actors to spread disinformation – and many might argue that it is optimized to do so.\textsuperscript{189} Research from New America reiterates that the central problem of disinformation is not adversarial state meddling or even just one platform’s vulnerabilities, but rather that the entire social media industry has been built to leverage sophisticated technology to aggregate user attention and sell advertising.\textsuperscript{190}

As such, strategies to counter disinformation must consider a number of digital marketing features, including: behavioral data tracking that enables precision targeting; online ad buying to reach and impact certain audiences; search engine optimization that tricks algorithms and dominates search results; social media management services that preconfigure messages for select audiences across multiple media channels; and marketing AI that improves behavioral data tracking, audience segmentation, message targeting, and campaign management.\textsuperscript{191}

Furthermore, although it is tempting to simply implicate the platforms’ business models as the primary conveyor of online disinformation, there are also the social and psychological factors that independently and concurrently enable its spread. Consider that WhatsApp, Facebook’s messaging platform, had yet to implement an effective advertising model for its 1.5 billion users through the end of 2018, but has nonetheless grappled with some of the most pervasive fake news campaigns globally.\textsuperscript{192} On messaging apps largely devoid of advertising, bad actors have been able to spread disinformation by leveraging influencers and trusted networks to widely share inflammatory content over message groups.

Efforts to counter disinformation can also have unintended consequences, such as Facebook’s experiment adding warning labels to disputed content – which actually increased the spread of disinformation. Other efforts have invited critiques that the platforms are stifling free speech or are politically biased.

Recognizing that the challenge posed by disinformation is massive and transcends any single technical vulnerability, other organizations like academia, non-governmental organizations, and technology startups have stepped in to develop solutions to counter certain aspects of online disinformation.\textsuperscript{193} These organizations, though, face the problem of information asymmetry. They simply do not have the same level of access to relevant platform-specific algorithms and raw user data as the
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platforms themselves. For third-party organizations to develop truly effective ideas and solutions to pieces of the online disinformation puzzle, they need to collaborate with platforms and work jointly towards solutions.

**Taking responsibility**

Who then bears responsibility for countering disinformation?

In some ways, the answer appears simple. When states like Russia or Iran spread disinformation on Facebook or Twitter, they are not doing so to attack Facebook or Twitter. They are doing it to undermine geopolitical adversaries, including the United States. Governments, then, seem to bear the ultimate responsibility for defending their nations against this kind of disinformation.

However, that answer obscures a major complication: the battleground rests firmly in private hands.

This would suggest that there is a greater role for governments to play in engaging with and regulating social media companies. After all, online platforms, while well-resourced both financially and technically to wage this battle, do not necessarily have perfectly-aligned incentives with governments who are seeking to guard against foreign meddling. Nor are they necessarily capable of defending against every effort from sophisticated hostile actors.

On the other hand, significant government involvement carries its own risks, including the potential for impinging upon freedom of expression and outright censorship.194 However, certain tailored regulations may avoid such limitations. For example, Guillaume Chaslot, a former YouTube software engineer, has suggested holding technology companies legally liable for their algorithmic recommendations, as opposed to every piece of content they host.195 Such an approach could protect freedom of expression while still holding social media companies accountable, and incentivized, to prevent their platforms from recommending disinformation-related content.

In the absence of clear delineations of responsibility, a reasonable next step could involve greater collaboration between technology companies and governments.

In the absence of clear delineations of responsibility, a reasonable next step could involve greater collaboration between technology companies and governments. A productive public-private relationship would enable transparent information sharing, fact-finding, and the development and deployment of targeted solutions meant to quickly counter foreign disinformation online.

A number of successful public-private structures already exist that can serve as a model for countering disinformation. One such model to consider emulating is the Global Internet Forum to Counter Terrorism (GIFCT), led by Facebook, Google, Microsoft, and Twitter. Formed in 2017, the GIFCT is an initiative working with governments, multilateral organizations including the UN, NGOs, and academia to curb the online spread of terrorist content in a manner that protects human rights, freedom of expression,

---


user privacy, and the role of journalism. As one example of their collaborative work, by mid-2018 GIFCT member companies had added nearly 100,000 links of terrorism-related content to a shared database that allows participating companies to collectively block the material before it is posted.

Another potential model comes from the world of financial crimes enforcement, where several frameworks promote cooperation between governments and the financial sector to better identify and disrupt money laundering and terrorist financing. One prominent example is the inter-governmental Financial Action Task Force (FATF), which encourages information sharing between financial institutions, law enforcement authorities, and governments. The FATF works to identify country-level vulnerabilities, promote regulatory reform, and leverage new technologies to confront money laundering and terrorist financing across its 37 member states.

Given the numerous actors that shape and are shaped by the information and digital landscape, addressing disinformation will require ongoing and open cooperation. There is no single solution or silver bullet to address this complex problem. However, social media and technology companies are well-placed to lead these efforts, in collaboration with governments and other partners.
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The challenge of confronting disinformation will continue to change as old technologies evolve and new ones develop. These changes may widen existing gaps between the threat of disinformation and the ability to counter it. To understand these challenges, this section outlines three broad categories that impact efforts against disinformation.

First are technology gaps. Many observers classify the modern disinformation environment as an arms race in which researchers, technologists, and governments scramble to develop tools to detect, counter, and keep pace with nefarious actors’ methods and activities. This environment is characterized by a wide availability of sophisticated technologies that, until recently, were concentrated in leading tech companies or research labs.

The second set of challenges is structural. These relate to the economic incentives of developing counter-disinformation technology, the dearth of available data sets to train machine-learning tools, and the slow rate of adoption of existing tools.

The third and final category of challenges relate to the gap in understanding exactly how technologies – such as AI – are evolving, and with it, the threat from disinformation.

What follows is a snapshot of areas where technology, structural, and knowledge gaps currently hinder the detection and prevention of online disinformation. It is by no means exhaustive, but aims to highlight several important categories that warrant attention over the coming years.

### Gaps in technology

#### Bots

Bots are becoming more sophisticated, thanks in part to technology developed to exploit the lucrative online marketing and advertising markets. Detecting spambots on Twitter based on syntax, semantics, or network features is effective. However, detecting next generation political bots that do...
not just repeat or retweet information but actually become intelligent and capable of producing content on their own is a challenge.

Most of the work on political bots has focused on short periods of time, in a specific political context, and on Twitter. Questions remain about the average lifespan of a bot, the transferability from one country or political context to another, and the efficacy of building algorithms to detect bots on platforms other than Twitter.\(^{201}\)

**Photos and videos**

Detecting altered photos and videos at scale is difficult, and rapidly advancing AI and deep learning technology is making synthetic media (manipulated or artificially-created video and audio content) easier to produce.

Images are easy to manipulate but more difficult to detect with the currently available image analysis and forensic tools. The Defense Advanced Research Projects Agency’s “Media Forensics” program is undertaking an effort to develop and deploy such tools on a platform that will automate the assessment of an image’s integrity. Commercial solutions are also coming to market. One company called Truepic is releasing an image and video forensics tool in mid-2019 that authenticates media by scanning for any abnormalities that would indicate manipulation.\(^{202}\)

Further work will be needed to stay abreast of advancements in doctoring videos.\(^{203}\) As AI technology progresses, synthetic video and audio will appear increasingly authentic to the public and will become significantly easier to manufacture. This will lead to the migration of disinformation content from being largely “static” (memes, fake articles) to “dynamic” (video and audio).\(^{204}\) For example, the video mapping of one person’s face onto another, termed a “deep fake,” is already widely available through public apps. Video to video synthesis technology can create realistic looking artificial video content based on a set of inputs.\(^{205}\)

While reverse image search tools exist, robust reverse video search tools are similarly needed to detect synthetic video content. Reverse image search can be used to identify the source of an image online by pointing to where else it has appeared, which helps people verify the origin of an image quickly. Google Reverse Image Search is one such tool. However, reverse video search tools are limited in their functionality, relying on thumbnails or dissected portions of videos.

---
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A Gartner report predicts that by 2020, the abilities of AI to generate counterfeit media will surpass those of AI to identify such media. Relying on algorithms alone to solve algorithm-driven disinformation may therefore be insufficient.  

Fact-checking

Fact-checking initiatives have proliferated in recent years, but automated fact-checking is still a nascent area of development. The possibilities range from augmenting human fact-checkers with databases of source material to annotating content with fact-checks in news articles. Ongoing hurdles include how to teach computers to discern the parts of a sentence that should be fact-checked, and how to build databases with enough content to, for example, check a politician’s pronouncements against their prior statements.

The bigger challenge, however, is how to reduce the resonance and reach of contested information. Facebook’s failed experiment labeling false information as “disputed,” which perversely caused more sharing of the flagged content, suggests that merely labeling disputed information as such does not lead to a reduction in its public appeal or organic spread.

Structural challenges

Volume of content

In cases where solutions to disinformation are available, existing structural challenges can impede their effectiveness. The sheer magnitude of content and platforms is perhaps one of the biggest obstacles hindering monitoring and detection.

Even if platforms had the capability to detect synthetic images or altered videos and regulations forced them to use it, the enormous and steadily growing volume of content being uploaded raises questions about the ability of these platforms to effectively monitor all of it. Hundreds of hours of video are uploaded to YouTube every minute. Additionally, the rapid proliferation of platforms amplifies this problem. For example, a UK Home Office press release noted that in 2017, ISIS used more
than 400 unique platforms to distribute content. In the latter half of 2017 alone, ISIS used 145 new platforms for this purpose.\textsuperscript{211}

\textit{Encryption}

The growing adoption of encrypted and private messaging apps poses various challenges for countering disinformation. Rumors and disinformation that spread through a wide network of private group chats cannot be easily detected or fact-checked in real time, and certainly not by humans. Compounding matters, the private and encrypted nature of these apps prevents the platforms from publicly flagging content as false, widely disseminating corrections, or removing the objectionable content from message groups. Some experts suggest, however, that the growing use of encrypted messaging apps could also decrease the effectiveness of certain types of disinformation, as it will become harder to target select audiences whose identifying data is no longer freely available.\textsuperscript{212}

\textit{Verification tools}

A limited number of social media verification tools exist, such as reverse image search, but adoption of these tools remains a challenge. The International Center for Journalists conducted a study that found that 71 percent of journalists use social media to find stories but only 11 percent use any social media verification tools.\textsuperscript{213} Platforms, too, will require convincing to adopt approaches like a uniform standard for imprinting or watermarking videos with their digital origin. As one report noted, “Even if an effective detection method emerges, it will struggle to have broad impact unless the major content distribution platforms, including traditional and social media, adopt it as a screening or filtering mechanism.”\textsuperscript{214}

\textit{Access to data}

Large data sets are critical to train the machine learning tools used in counter-disinformation efforts, but researchers lack access to such data. Companies rarely share their data, and validated, empirical data on bots and trolls is difficult to find as their creators typically remain anonymous. This is one reason why machine learning alone is often insufficient and must be augmented with human review.\textsuperscript{215}

There are available data sets that can be used to train generative adversarial networks on detecting synthetic images of faces, but more data sets are needed for other areas of forensic inquiry.\textsuperscript{216} As one
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organization noted, detection is currently easier than forgery so long as training data shows new types of faked images, audio, and video.217 The pace of technological advancements also limits how quickly new tools can be developed to confront the challenges of disinformation. For example, new products may require specialized AI chips that can handle complex tasks but require new materials and production techniques.218

Furthermore, mandatory requirements for disinformation monitoring that require expensive or complex solutions can raise the barriers of entry to young, innovative companies and entrenched the position of incumbents. It is worth noting, however, that some parties have developed solutions with the intent of sharing them with smaller companies – the UK government and ASI Data Science are doing so with technology they developed in collaboration to detect terrorist content online.219

Gaps in knowledge

To better understand disinformation’s impact on people, additional research is needed to understand if, how, and when exposure to disinformation influences or changes the recipient’s beliefs. To separate signal from noise, it is important to differentiate between 1) disinformation that is inauthentic and thus ineffective; 2) disinformation that simply appeals to preexisting prejudices without changing its target audience’s views; and 3) disinformation that successfully alters viewpoints, discourse, and decisions. However, making these distinctions is not intended to dismiss the risks of disinformation “noise.” A greater understanding of whether, and to what extent, seemingly inauthentic disinformation “noise” still undermines the public’s trust in online media will help researchers better gauge and analyze the risk from all forms of disinformation, both sophisticated and unsophisticated.

On the technology side of the equation, experts continue to lack an understanding of why complex AI products behave as they do. Neural networks underpin many of the tools people use every day. Yet their inner workings are sometimes beyond comprehension.220

Without understanding the AI that adversaries use to create and disseminate disinformation, methods to counter such techniques may be difficult to generate. Research must also consider the potentially nefarious uses for ostensibly innocuous AI. For example, Microsoft’s XiaoIce has been a popular chatbot in China since 2014 and is designed to fulfill human needs for communication, affection, and social belonging.221 AI like XiaoIce could conceivably be trained by authoritarian governments to circumvent certain conversations or propagate certain ideas that fall within the realm of disinformation.

While not yet a reality, the anticipation of worst-case scenarios like these and others are what prompted researchers with OpenAI to scale back their release of a machine learning system that generated text based on brief writing prompts. The narratives produced by the fully trained model were alarming in their ability to mimic human writing, leading its developers to release only a small model for research purposes.  

Other efforts to develop virtual digital influencers that are completely computer-generated also pose interesting questions about how such influencers might be subverted to push malicious stories and ideas to their online followers. One need only consider the example of Microsoft’s “Tay” chatbot on Twitter that was active for only a day before it began mimicking the vitriolic racism and sexism it encountered on the platform.  

Living with disinformation

The use of disinformation as a tool for influence and obfuscation will never cease. Similarly, the underlying psychological factors that make humans vulnerable to disinformation are enduring. What will change, however, are the technologies by which disinformation is created and spread. Indeed, this constantly changing arsenal of tools has led a majority of surveyed tech experts to conclude that the problem will not be solved within the next decade.  

Stakeholders face the distinct challenge of developing policy solutions to protect the information environment in a way that does not undermine public trust, while curbing a disinformation problem that will only continue evolving. What stakeholders should aim for, then, are strategies to mitigate disinformation and its potentially disastrous consequences while maintaining a robust commitment to civil liberties, freedom of expression, and privacy.

The proposed public-private partnership model included in this report is one possible approach for harnessing diverse expertise to solve this problem. Aligning industry and technical experts with the lawmakers who shape public policy will help produce an informed and measured response to a complex, rapidly transforming threat. It is to be expected that competing interests and incentives will hinder coordination, but a collaborative public-private framework is a prudent foundation on which to build consensus and coordinate action.
