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1. Introduction

In March 2019, we released a publication titled “Weapons of Mass Distraction: Foreign State-Sponsored Disinformation in the Digital Age.” That report provided an interdisciplinary review of the human and technological vulnerabilities to foreign propaganda and disinformation as well as an overview of several countries notable for such operations, including Russia and China.¹ The research surveyed in that report, particularly around human and technological vulnerabilities to disinformation, still holds true. Between March 2019 and March 2021, however, the world changed.

The emergence of COVID-19 in 2020 introduced not only a devastating virus but a vacuum of information at a time of deep uncertainty and fear – a perfect storm for disinformation.

The pandemic and aptly named “infodemic” was exploited by state actors, especially Russia and China, to advance their positions on the global stage. China, in particular, increased its use of aggressive influence operations, coordinating messaging between state media, official social media accounts, and inauthentic networks to target government officials and critics across the world in a bid to improve Beijing’s image following its mishandling of the outbreak. COVID-19 mis/disinformation also combined with election-related mis/disinformation, straining the growing community of stakeholders seeking to counter and mitigate the deluge of inaccurate or misrepresented information, particularly that pushed by state actors globally.

Yet, the COVID-19 pandemic also offered an opportunity to test platforms’ resolve in addressing inaccurate and harmful information that threatens safety and security. The major social media companies have broadly underplayed their responses to disinformation on their platforms, claiming a commitment to free speech and freedom of expression. Then COVID-19 arrived, and with it, all the mis/disinformation that threatened to make an already devastating situation worse. The major platforms leaped into action, taking steps to aggressively label and flag false and misleading content and outright remove content that spread conspiracy theories and harmful lies. Though far from perfect,

The emergence of COVID-19 in 2020 introduced not only a devastating virus but a vacuum of information at a time of deep uncertainty and fear – a perfect storm for disinformation.

their relatively quick responses beg the question, how will they maintain and apply the proactive urgency they displayed early on in the pandemic to other harmful disinformation moving forward?

The online platforms are not alone in this exercise. As concerns over disinformation continue to grow, governments have set up agencies and task forces and taken actions to safeguard their elections and democratic processes from malign foreign influence. Civil society actors globally continue to take proactive measures to mitigate vulnerabilities and strengthen resilience to disinformation as well as reactive measures to analyze, verify, and debunk specific narratives. Technology companies are developing innovative tools to help users uncover disinformation trends and identify particular actors and networks spreading disinformation. This report highlights these efforts and more to increase general understanding of the challenges, the players, the tools, and the continuously evolving responses. It begins with the challenges.
2. A Look at Foreign State-Sponsored Disinformation and Propaganda

As the adoption of new technology and social media platforms have increased globally, so too have government efforts to exploit these platforms for their own interests, both at home and abroad. In 2020, disinformation campaigns were reported in 81 countries, up from 70 the year prior (and up from 28 countries in 2018).\(^2\) This includes an increase in disinformation activity emanating from state-sponsored or state-linked entities, for example, through digital ministries, military campaigns, or police force actions.\(^3\) Researchers also observed notable trends in both the objectives and tactics of foreign influence operations, including an increasing use of commercial bot networks and marketing firms, the targeting of multiple countries at once, and greater meddling in several African countries, particularly by Russia.

Though the list of countries partaking in such activities is much longer, this report focuses on recent disinformation and propaganda efforts linked to Russia, China, and Iran.

More is More: Russian Influence and Disinformation Campaigns

Deemed the “firehose of falsehood,” Russia's disinformation strategy is known for its high number of dissemination outlets and the spreading of partial truths or falsehoods.\(^4\) In targeting foreign countries, Russia's information warfare machine functions like a diverse and interconnected ecosystem of actors, including state-backed media outlets, social media accounts, intelligence agencies, and cybercriminals.\(^5\) Indeed, an August 2020 report by the U.S. Department of State's Global Engagement Center identified five pillars of the Russian disinformation and propaganda ecosystem: (i) official government resources, (ii)
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state-funded international television and radio broadcasting, (iii) proxy resources, (iv) social networks, and (v) disinformation in cyberspace. According to the report, this ecosystem allows for varied and overlapping approaches that reinforce each other and reflect both the sources of disinformation and propaganda and the different tactics these channels use.

A growing web of campaigns
In June 2020, the social network analysis company Graphika detailed the tactics used by long-term Russian influence operation “Secondary Infektion.” Beginning in January 2014, the operation consisted of nearly 2,500 articles published in seven languages on 300 different platforms to provoke tensions among Moscow’s perceived enemies. While initially only focused on the Russian opposition, the operation evolved to target Ukraine, which it portrayed as a failed state. Other narratives included portraying the United States and the North Atlantic Treaty Organization (NATO) as aggressors, Europe as a divided and weak continent, the Russian government as a victim of Western plots, and opponents of the Moscow regime as corrupt or mentally unstable.

In July 2020, the cybersecurity company FireEye further detailed a sophisticated campaign aligned with Russian security interests that has targeted NATO since 2017. Deemed “Ghostwriter,” the campaign primarily targeted audiences in Latvia, Lithuania, and Poland with narratives critical of NATO’s presence in Eastern Europe. It also leveraged other themes such as anti-U.S. and COVID-19-related narratives as part of a broader anti-NATO agenda. The campaign involved compromising news websites to plant false articles discrediting NATO or directly disseminating those narratives using spoofed email addresses, so they were shown as coming from government and military officials and journalists, for example. These narratives were further amplified on social media by what FireEye suspected were inauthentic personas, though this was not the primary means of dissemination in the campaign.

Throughout 2020, Twitter and Facebook removed numerous accounts, pages, and groups with links to the Russian state. For instance, in June 2020, Twitter removed 1,152 accounts and 3,434,792 tweets affiliated with Current Policy, a media website engaging in state-backed political propaganda within Russia. In September 2020, Facebook removed approximately 300 assets attributed to the Russian security services as part of a larger takedown targeting multiple clusters publishing disinformation in English, Russian, and Arabic, including a small network of English- and Turkish-language assets linked to Russia’s Internet Research Agency. The Kremlin’s information operations are often aided by the Russian
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state-controlled international television network RT, which ensures that editorial content is consistent with Russian government foreign policy positions, including the promotion of a strong anti-Western, anti-democracy narrative.12

Russia has also recently renewed its interest in Africa, with similar goals to China: consolidate control over cyberspace, undermine Western influence in the region, and capture resources.13 Researchers found that nearly half of all the foreign influence efforts documented in 2019 targeted African countries or regional groups, many of which originated in Russia.14 Most notably, Russia used social media manipulation and bribery to support a number of different candidates in the run-up to Madagascar’s 2018 presidential elections.15

In October 2020, Facebook removed Russian-linked assets targeting Libya, Sudan, Syria, and the Central African Republic (CAR). The network was identified as being linked to Yevgeny Prigozhin, a Russian oligarch with close ties to the Kremlin and known to be connected to the private military company, the Wagner Group.16 In Libya, Sudan, and Syria, the network reached an aggregated 5.7 million users.17 Country-specific narratives aimed to frame Russian activity in the region in a positive light, provoke hostility toward Western operations, and support leaders and groups backed by the Kremlin, such as Syria’s Bashar al-Assad. In the CAR, the operation posted primarily about local politics and elections and praised Russia’s engagement in the country.18

Despite these efforts, the actual impact of Russian influence and disinformation operations is questionable. These operations represent only a small fraction of overall social media engagement, and in most cases, they are unwittingly amplified by media outlets and politicians.19 Additionally, a recent NATO study on Russian activities in Africa’s information environment found that Russia tends to exaggerate its limited influence across the continent; its operations have little impact due to a lack of experience with the environment and access to economic and political influence.20

Russian interference in the U.S. presidential election remained a concern throughout 2020. However, more robust detection and moderation efforts, supported by a whole of society effort since 2016, helped limit the impact of these campaigns. As a result, Russia-linked actors opted for more discreet tactics and strategies, relying on domestic actors to launder narratives, with increased presence on fringe platforms.\(^{21}\)

In March 2021, U.S. Intelligence services confirmed that Russia presented the primary state-sponsored threat in influencing the 2020 electoral process.\(^{22}\)

Of course, Russia’s arsenal also included active campaigning around the COVID-19 outbreak, using similar tactics to spread false information related to the virus and Western vaccines, undermine Western democracies, and strengthen its influence.\(^{23}\) For example, Zignal Labs identified a coordinated campaign spreading false COVID-19 information to sow distrust in the Ukrainian government, aiming to pressure the Ukrainian president to try and gain concessions in the Donbas region.\(^{24}\) The European Union (EU) regularly identifies instances where Russian sources push disinformation and narratives claiming that the outbreak will lead to a dissolution of the EU and NATO.\(^{25}\) Regarding vaccines specifically, Russian efforts aim to push negative claims about the ones developed by the United States while spreading positive narratives about the Russian Sputnik V vaccine, especially in Africa and Latin America.\(^{26}\) Russian intelligence services are also taking a more direct role in spreading disinformation around COVID-19, using tactics refined since 2016 that are increasingly difficult to detect, such as the information laundering tactics used in the “Ghostwriter” campaign.\(^{27}\)

**Disarm, Deny, Deflect: Chinese Influence and Disinformation Campaigns**

While Russia’s present-day campaigns tend to focus on the cyber domain, China’s international influence operations are widespread and include economic, political, and personal relationship-building.\(^{28}\)

During the past two decades, the Chinese Communist Party (CCP) expanded its influence over
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media production and dissemination channels around the world, employing more aggressive and technologically sophisticated coercion methods. It also uses varied tactics, including engagement with diaspora communities, propaganda and disinformation, electoral interference, and cyberattacks.

In conjunction with the production and global distribution of pro-Chinese media, the CCP acts to reduce awareness of controversial topics by stifling criticism and activism. The CCP also seeks to influence educational and policy institutions abroad and wield financial influence through aggressive loans and infrastructure investments, most notably through the Belt and Road Initiative. These influence efforts aim to paint the country in a positive light, protect its national sovereignty, and define or modify existing global norms to suit the CCP’s needs. All these activities combined are part of what is commonly known as China’s “Three Warfares,” which comprises a hybrid approach of public opinion warfare, psychological warfare, and legal warfare, and is expected to expand in scope and sophistication in the coming years.

**Increasing aggression**

The consistent goal of China’s disinformation and influence operations is to protect the CCP’s hold on power. In foreign operations, this manifests most often through disinformation campaigns that aim to muddy understanding of undesirable topics, as most recently witnessed with the genocide in Xinjiang, the political repression in Hong Kong, and global recognition of Taiwan as a sovereign nation.

Recently, China’s influence operations have expanded. An analysis of Chinese state influence activities on Twitter and Facebook from January 2018 to April 2020 found they primarily targeted Chinese-speaking audiences outside of the Chinese mainland (where Twitter and Facebook are blocked), intending to influence perceptions on key issues, including the Hong Kong protests, exiled Chinese billionaire Guo Wengui, and, to a lesser extent, COVID-19 and Taiwan. Researchers estimated that since the Hong Kong protests in March 2019, the activation of Twitter accounts connected to Chinese embassies, consulates, and ambassadors

---

increased by more than 250 percent. China has also significantly increased disinformation efforts aimed at concealing the mass detention and repression of ethnic minorities in Xinjiang province.

Around April 2020, China shifted to more aggressive disinformation and influence operations, largely to repair its global image after failing to contain COVID-19, with Chinese government officials significantly increasing their social media presence. This increased confrontational approach to manipulate information, seemingly modeled on Russian tactics, included amplifying messaging from Russian and Iranian propaganda outlets, in addition to deflecting responsibility for their role in the spread of COVID-19.

Within Europe, for instance, the Chinese government employed a combination of diplomatic pressure and online influence operations to elevate coverage of its deployment of aid and medical supplies to European countries, a practice referred to as “mask diplomacy.” Italy, for example, was a primary target for Chinese influence operations as it had joined the Belt and Road Initiative in 2019, paving the way for Beijing to push its propaganda and use mask diplomacy during the early stages of the pandemic.

Chinese diplomats also increasingly used social media platforms like Facebook and Twitter to engage in “wolf warrior” diplomacy, with the ostensible aim to broadcast directly to citizen populations in an effort to contest negative perceptions of the Chinese government or besmirch perceptions of the United States. On Twitter, China has spread disinformation about the origins of COVID-19 and Western government efforts to fight the virus, including promoting the conspiracy theory that Americans brought it to Wuhan.

These operations signaled China’s efforts to scale its influence operations further and to experiment with new techniques while doing so. China’s military, for example, has expressed interest in using
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artificial intelligence (AI) to better tailor its messages to influence social media users in Hong Kong, Taiwan, and the United States.\textsuperscript{45}

While the effectiveness of its overt COVID-19 influence efforts is debatable, China’s broader influence operations have been relatively effective in reshaping some international norms and practices, such as promoting development initiatives free from human rights and other conditions, and, along with Russia, propagating the concept of cyber sovereignty.\textsuperscript{46} Referred to as the “Great Firewall,” China’s vision of state sovereignty over internet access and content is attractive to governments seeking to impose greater online surveillance, censorship, and other digital authoritarian tools to stifle opposition and control their populations. However, as China expands its use of disinformation alongside economic and political instruments of influence, there is growing awareness of the CCP’s strategic intent and the adverse effects its tactics have on democratic institutions.\textsuperscript{47}

Local Priorities, Some Global Forays: Iranian Influence and Disinformation Campaigns

Iranian disinformation and influence operations have displayed similarities and, in some cases, even convergence with Russian and Chinese tactics. Like Russia, Iran’s disinformation efforts typically oppose U.S. foreign policy, particularly in the Middle East and North Africa (MENA), and take advantage of contentious domestic issues in the United States.\textsuperscript{48}

In the MENA region, Iranian and Russian trolls coordinated their efforts to obscure responsibility for violence by the Syrian government and pushed narratives favorable to the Syrian Armed Forces.\textsuperscript{49} In April 2020, Facebook removed more than 500 pages, groups, and accounts attributed to the Islamic Republic of Iran Broadcasting Corporation.\textsuperscript{50} The takedown covered nine years (2011-2020) of activity conducted in multiple languages, across four continents (Africa, Asia, Europe, and North America), that posted about a wide range of themes, including anti-Israel and anti-Saudi Arabia messaging.\textsuperscript{51} In addition, Hizballah reportedly built troll farms across the Middle East to amplify pro-Iranian disinformation campaigns, which included training on how to digitally manipulate photographs, manage large numbers of fake social media accounts, and avoid Facebook’s censorship.\textsuperscript{52}


\textsuperscript{49} Watts, “Triad of Disinformation.”


Furthermore, along with Russia and China, Iran has targeted its disinformation operations at foreign audiences, exploiting COVID-19 and foreign protest movements to push its foreign policy agenda. For example, Iranian government officials, journalists, and personalities parroted and amplified China’s disinformation about the virus being created by the United States. Former Iranian President Mahmoud Ahmadinejad went as far as sending a conspiracy-laden letter to the World Health Organization claiming the virus is a biological weapon created in unidentified laboratories. A prominent Iranian influence actor, the International Union of Virtual Media (IUVM), produced, disseminated, and amplified narratives blaming the United States and praising China’s role in responding to COVID-19. The IUVM’s articles on Western press coverage also accused the media of propaganda and psychological operations against China and Iran. Prominent Iranian government and state media accounts also amplified an anti-Israel hashtag campaign related to the virus, including through grassroots Shia organizations in Nigeria and Pakistan and a cluster of similar Iranian accounts posting in a coordinated manner.

In October 2020, Twitter and Facebook removed a tranche of accounts, groups, and pages linked to Iran for violating their platforms’ policies on state-linked information operations or coordinated inauthentic behavior. However, these campaigns were not widespread, and their unrefined and sporadic messaging, ineffective dissemination, and inability to build a loyal audience base limited their impact. Furthermore, in October 2020, the U.S. Justice Department (DOJ) seized 92 websites used by Iran’s Islamic Revolutionary Guard Corps (IRGC) to spread disinformation and influence campaigns. Four websites were identified as being based in the United States, while 88 were based in Europe, the Middle East, and Southeast Asia. In November 2020, DOJ seized an additional 27 domains used by the IRGC for breaching the Foreign Agents Registration Act. Among those sanctioned was the Islamic Radio and Television Union, which operates as a network of more than 200 media outlets in 35 countries, including in Western Europe and the United States. This network aims to influence sociopolitical events

to Iran’s advantage, such as government responses to COVID-19, and uses false content on social media platforms and state-run and -backed media outlets.\textsuperscript{61}

Despite some similarities to and convergences with Russia and China’s tactics, Iran’s efforts are not as sophisticated, and there is less evidence of coordination among Iran’s different campaigns.\textsuperscript{62} Its online influence operations are often sloppy with misspelled names; it uses recycled tactics and techniques and lacks familiarity with target audiences and their behavior.\textsuperscript{63} Recognizing its limitations, Iran focuses its efforts regionally, investing in Arabic-language media outlets and amplifying social media content favorable to its interests.\textsuperscript{64}

\begin{thebibliography}{99}
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Who’s Responding and How?

Government-Led Responses to Disinformation

The rise of task forces
As concerns over foreign influence operations continue to grow, countries have set up agencies and task forces to address foreign state-sponsored disinformation and propaganda. Germany, a primary target for Russian disinformation, created a unit within the Foreign Ministry’s Office for Strategic Communications to counter malign influence operations and disinformation. In April 2017, the government also established a dedicated Cyber and Information Domain Service to protect German citizens from cyber and information-related threats, including foreign influence operations. The Australian government, partly prompted by rising tensions with Beijing, exacerbated during the COVID-19 pandemic, announced its intent in 2020 to establish a task force within the Department of Foreign Affairs and Trade to combat manipulative online content designed to sow internal confusion and division. This task force builds on earlier efforts to counter disinformation. In April 2019, the Australian government launched a public awareness campaign entitled “Stop and Consider” to encourage voters to pay attention to their information sources ahead of the May 2019 federal elections.

Some countries also took specific actions to safeguard their elections and democratic processes from malign foreign influence. Amid warnings of potential foreign interference, the Australian government set

up the Electoral Integrity Assurance (AEC) task force in June 2018, led by the Home Affairs Department, to identify potential cyberattacks and foreign influence campaigns targeting national elections.69 Alongside Microsoft and the Alliance for Securing Democracy, Canada will lead a global effort to counter the use of cyberattacks and disinformation campaigns to disrupt elections.70 Other efforts involve engaging election authorities and digital platforms to ensure a well-informed electorate by, for example, identifying and blocking false information, providing fact-checking resources to the general public, and amplifying credible information during election season and beyond. The Canadian government called on social media platforms to do more to combat disinformation ahead of the 2019 election and pressured technology companies to be more transparent about their anti-disinformation and advertising policies.71

### Nationally-led, citizen-focused

Government-led approaches also include efforts to understand the dynamics behind disinformation narratives and how to deploy countermeasures through policy responses and national and international counter-disinformation campaigns, for example.72 In November 2020, the Spanish government approved measures that allow the government to carry out counter-disinformation campaigns and define what constitutes “misinformation,” while working in collaboration with the EU.73 While opposition parties criticized the new initiative for encroaching on press freedom, it received support from the European Commission, which deemed it an important step in guaranteeing Spain’s participation in the EU’s Action Plan Against Disinformation.74 In addition to a government website dedicated to answering citizens’ questions about the COVID-19 vaccine, Spain’s health ministry is launching a WhatsApp interactive channel to fight vaccine-related disinformation.75

Improving societal resilience and mitigating the effects of disinformation is also a key component of some government-led responses. Finland has been at the forefront of cultivating media literacy as an effective counter-disinformation measure, having implemented a program in schools to teach students how to read news critically and equip them with a digital literacy toolkit.76 To help promote critical thinking, the program emphasizes universal values upheld by Finnish society, including fairness,
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the rule of law, respect for others’ differences, openness, and freedom.77 Furthermore, students are taught professional fact-checking methods, helping them understand different types of misleading information.78 Canada’s Digital Citizen Initiative (DCI) also aims to build societal resilience to disinformation and establishes partnerships to support a healthy information ecosystem.79 The DCI has provided more than 10 million dollars in grants and contributions since 2019 to support civic literacy programming and tools, research, and civil society and academic capacity building to better understand and build resilience to online disinformation in Canada.80

Legislating the disinformation away
Some countries have taken more heavy-handed legislative actions and measures to regulate both social media and big tech platforms to crack down on illegal or harmful online content. Many of these responses raise concerns regarding their implications for freedom of speech and other human rights violations and, in some cases, have been used to target activists and opposition figures.81

Chief among these regulations is Germany’s 2018 Network Enforcement Act or NetzDG. As part of a wider push against extremism and hate speech, NetzDG requires online platforms to remove “illegal” posts within 24 hours or face substantial fines.82 NetzDG was expanded in 2020, requiring platforms to report identified “criminal content” to the Federal Criminal Police Office.83 While broader reforms to the law are being considered to bolster user rights and transparency reporting requirements for platforms, privacy advocates warn that the law could have damaging long-term effects on Germany’s hard-earned data protection standards. It could also potentially require platforms to reveal user identities to authorities without a court order, as is currently the law.84 As the first European regulation of its kind, NetzDG served as a source of inspiration for other regulators and countries like Singapore.85

Indeed, in May 2019, Singapore criminalized the dissemination of false information online that compromises security, public safety, and the country’s relations with other nations.\(^88\) Individuals violating the law could face heavy fines and jail time, including a potential 10-year sentence if the falsehood were shared using inauthentic means like a fake or bot account.\(^87\) Platforms like Facebook also face fines of as much as US$740,000 and jail sentences of up to 10 years for their roles in spreading misinformation. The law further outlaws the spread of misinformation on private messaging apps and gives the government broad powers to remove false content that undermines public trust in the government.\(^88\)

Similarly, Kenya’s 2018 act criminalizes the publication of false information, imposing a fine of US$50,000 and up to two years in prison for publishing false information intentionally.\(^89\) In March 2020, an individual was arrested for spreading misleading information about COVID-19 in violation of the law.\(^90\)

During the pandemic, the Brazilian government pushed a controversial “Fake News” bill intended to target those that finance disinformation on social media. The bill is arguably one of the world’s most restrictive internet laws to civil liberties and freedom. Individuals can face up to five years in prison for creating or sharing content deemed to pose a serious risk to “social peace or economic order.” It could also undermine the privacy of communications, which would damage the country’s digital rights framework pioneered in 2014.\(^91\)

Additionally, in the absence of robust responses, governments are increasingly turning to arbitrary internet and social media shutdowns to grapple with the surge of false information amplified through social media platforms, especially during crises.\(^82\) Some governments have also used the COVID-19 outbreak as a pretext to implement more authoritative measures to maintain control.\(^93\) Such efforts include criminalizing the promotion of “fake news,” expanding existing penalties for spreading misinformation and disinformation and increasing surveillance and censorship.\(^94\) While these shutdowns
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Of all the government-led approaches to counter disinformation, legislation is the most fraught due to ill-defined terms and the potential for sweeping applicability. The shortcomings of such legislation, particularly those previously mentioned, underscore the need for continuous engagement across industries, including with civil society organizations, media, academia, and private sector companies. Cross-industry collaboration, complicated as it may be, is key to building shared rules around technology governance in line with democratic norms that account for the varied experiences of different groups online. The following sections show what the private sector and civil society have been doing on this front and where opportunities for such collaboration may arise.

**CASE STUDY: EUROPEAN UNION**

The commission further developed a Code of Practice on Disinformation for social media platforms. Current signatories include Facebook, Twitter, Mozilla, Microsoft, Google, TikTok, and associations and members of the advertising industry. The Code of Practice contains a wide variety of commitments, including increased transparency in political advertising, the closure of fake accounts, and the demonetization of disinformation producers. The Code of Practice helped shape platforms’ approach to the COVID-19 infodemic in Europe, for instance, by incentivizing policies to increase the visibility of authoritative information and the removal of misleading and harmful content. Signatories of the Code of Practice have thus far provided five sets of reports on the measures they adopted to counter disinformation during the pandemic. However, EU lawmakers say the Code of Practice fails to provide sufficient incentives for platforms to abide by transparency standards due to inconsistent and incomplete application of the code across platforms and member states, lack of uniform definitions, gaps in the coverage of the code commitments, and other limitations intrinsic to self-regulation.

In December 2020, the European Commission released its European Democracy Action plan, which includes steps to improve the EU’s toolbox to counter foreign disinformation. The plan aims to reduce the economic incentives for spreading disinformation and impose costs on actors engaging in state-sponsored influence operations and disinformation campaigns. For example, the EU plans to introduce targeted sanctions on perpetrators following repeated offenses, thereby raising the cost of foreign disinformation operations.

The European Commission outlined efforts to enhance the Code of Practice on Disinformation by spring 2021, so it aligns with the EU Digital Services Act. Platforms will be required to assess the risks their systems pose to the public interest and develop risk management tools in response. Other EU initiatives focus on funding projects targeting misinformation and engaging civil society organizations and higher education institutions. The European Digital Media Observatory, for example, aims to create a collaborative hub for EU-based fact-checkers, academics, and other experts.
other relevant stakeholders. The Commission plans to establish new procedures to ensure effective collaboration between fact-checkers and adequate data disclosures for research on disinformation.

### CASE STUDY: TAIWAN

The Taiwanese government developed a comprehensive approach to respond to adversarial propaganda, best illustrated during its 2020 presidential election. Taiwan managed to resist growing Chinese disinformation operations through partnerships with civil society groups and robust, consistent communication with the technology industry. Prior to the election, a cross-government communications group was created to monitor social media and analyze online political conversations for propaganda and disinformation. Government agencies were also tasked with putting out clarifying messages, sometimes using memes, to refute false or misleading claims quickly. Furthermore, in the run-up to the 2020 election, the government drove media-literacy trucks to rural areas and conducted workshops to educate citizens on the dangers of disinformation.

To address Chinese disinformation, the Taiwanese government enacted several executive and legislative actions in the lead-up to the 2020 election. Most notably, the 2019 Anti-Infiltration law penalizes the activities of “foreign hostile forces,” such as making political donations.
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spreading disinformation, staging campaign events, or otherwise interfering in elections.\textsuperscript{113} Under this law, any person or entity receiving such support faces imprisonment of up to five years and fines of more than US$330,000. Additionally, the Ministry of Justice established the Big Data and Public Opinion Task Force, and security institutions, including the Ministry of National Defense and the National Security Council, coordinated responses to Chinese disinformation.\textsuperscript{114} The government also enacted laws to punish traditional media outlets suspected of promoting narratives from mainland China and banned select Chinese media platforms like IQIYI (Baidu’s video platform) and Tencent video from the Taiwanese market, though they continue to operate through legal loopholes.\textsuperscript{115}

Cooperation with civil society and the civic tech community, such as g0v, enabled the Taiwanese government to collect and analyze vast amounts of data and carefully target its response to maximize efficiency and reach.\textsuperscript{116} Civil society has been particularly active in identifying, tracking, and flagging disinformation through a number of civic tech initiatives like DoubleThink Labs, the Open Culture Foundation, and CoFacts.\textsuperscript{117} These actions, combined with strong public engagement through educational programs and high levels of transparency, have helped inform and enlist public support.\textsuperscript{118} The secondary effects of Taiwan’s whole-of-society approach are seen with its successful containment of COVID-19.\textsuperscript{119} Crowdsourced fact-checking groups flagged stories around COVID-19’s spread early in the pandemic and supported the government in developing a rapid response.\textsuperscript{120} Based on its relative success with countering disinformation, Taiwan has collaborated with countries around the world to share its insights and best practices.


\textsuperscript{120} Audrey Tang, “View from Taipei: Battling Disinformation and Hacking a Pandemic” event, Aspen Institute, August 7, 2020, https://www.youtube.com/watch?v=RLqIr40c0BQ&feature=emb_logo&ab_channel=TheAspenInstitute.
Social media platforms and big tech responses

As various actors – foreign state-sponsored and others – have exploited social media platforms to push disinformation and influence campaigns, the platforms have not always acted as expeditiously as required to reduce the potential for harm. To be sure, addressing disinformation in its various manifestations is a complicated task and arguably one that the private sector should not take on unilaterally. However, big tech’s integral role in facilitating the global information landscape also makes it the first line of defense against the manipulation of such information. Free speech considerations and structural financial incentives, among other things, have typically slowed social media platform responses to disinformation, but the COVID-19 pandemic and subsequent “infodemic” showed just how quickly the platforms could move when they deem a threat serious enough. Companies such as Facebook, Twitter, and Google took significantly more proactive steps than in past years to safeguard their platforms against misuse as COVID-19 spread, and the 2020 U.S. presidential election neared. While these responses continue to evolve, it’s worth tracking key policies, strategies, and techniques implemented, some with direct implications for foreign state-sponsored disinformation operations.

Before the emergence of COVID-19 and the urgency it created, social media platforms had been confronted with election-related misinformation and disinformation across the globe, prompting revisions to their policies on content moderation or the creation of new ones altogether. Increased scrutiny from policymakers, civil society groups, academics, and others have put pressure on social media platforms to shore up their election-related policies. Twitter, for example, introduced a Civic Integrity Policy and Microsoft’s Defending Democracy Program engages with diverse stakeholders globally to ensure the integrity of democratic processes, including defending against disinformation campaigns.

Notably, several major platforms developed stronger labeling and removal policies targeted at state-controlled media or state-sponsored information operations, particularly concerning the 2020 U.S. election. In June 2020, Facebook and Instagram started labeling state-controlled media outlets and later blocked ads from those entities that targeted people in the United States. Twitter took similar steps in August 2020 when it began labeling state-controlled and affiliated media accounts, representing one of the most comprehensive approaches toward state-entity labeling, as these labels appeared not only on entity accounts but also on actual tweets and within search results. Labeling state-affiliated entities can provide users with additional context that could potentially


influence their engagement with the content. However, these labels are not fully or consistently implemented across platforms, and the labeling criteria remains unclear.

During 2020, platforms removed networks associated with foreign state-sponsored actors that pushed disinformation and influence operations. In March 2020, Facebook began publishing monthly reports related to its policy on Coordinated Inauthentic Behavior, in which it discloses coordinated inauthentic networks discovered and removed from both Facebook and Instagram. Twitter has also removed accounts it determines are state-backed information operations and makes them publicly available in its archives. Since 2018, Google’s Threat Analysis Group has been working to detect state-sponsored phishing and hacking attempts and identify influence operations by foreign governments, such as Russia, China, and Iran. For example, thousands of YouTube channels were terminated in 2020 as part of the Threat Analysis Group’s ongoing investigation into coordinated influence operations linked to China.

The COVID-19 pandemic arguably precipitated a shift in platform practices in removing content, especially conspiracy theories, hate speech, coordinated information campaigns, and other misleading information that could lead to harm. Platforms issued a joint industry statement in March 2020 pledging to combat COVID-19 misinformation and later pledged to remove false information related to COVID-19 vaccines, highlighting the industry’s public commitment in addressing mis- and disinformation.

Platforms expanded and further invested in previously established third-party fact-checking partnerships and programs and worked toward minimizing exposure to misinformation and providing verified and educational information, such as a Twitter search prompt for coronavirus information and an “Election Hub.” Facebook pledged more than US$100 million to support journalists and fact-checkers and now

Platforms also implemented new features and techniques to limit the spread of disinformation through content moderation and removal. Facebook and Twitter implemented significantly more content interventions in recent years than other platforms, removing more than 317,000 accounts and pages from January 2019 to November 2020. However, COVID-19 restrictions forced many platforms to rely more heavily on machine moderation than ever before, further exposing blind spots in disparate enforcement depending on the nature and origin of the content. In some cases, harmful material was more likely to slip past the machines while authoritative content was accidentally removed, and in other situations, incorrect takedowns occurred more often. Moreover, automated moderation algorithms could be counterproductive, such as Twitter’s adding fact-checking labels to all tweets mentioning 5G and COVID-19, which could enable the spread of conspiracy theories about those topics.


Following concerns over its lack of transparency regarding content moderation, TikTok developed content removal policies around misleading information and disinformation campaigns and joined other major platforms in signing the European Commission Code of Practice on Disinformation.¹⁴³ TikTok also increased its efforts to remove videos with demonstrably false content while displaying warnings on videos with questionable content, claiming that these labels decreased the rate at which users share unsubstantiated content by 24 percent and likes by 7 percent.¹⁴⁴ Meanwhile, Reddit has been incorporating a hybrid and decentralized approach. It employs a small centralized team of moderators, while users known as “Mods” voluntarily moderate the majority of content in individual subreddits and have significant editorial discretion to remove content and mute or ban specific users.¹⁴⁵ In April 2020, Reddit added an AutoModerator tool, a built-in bot providing basic algorithmic tools that allow users to identify and remove obvious forms of misinformation in subreddits, which they can also report to the platform.¹⁴⁶

Changes to content recommendation algorithms featured heavily in platform responses in 2020, though platforms continue to face criticism over such algorithms, which have been found to promote disinformation and harmful content.¹⁴⁷ Platforms sought to address this problem by making changes to their algorithms to minimize user exposure to potentially misleading and false information. As one of the biggest culprits, YouTube now reduces recommendations for what it categorizes as “borderline content,” content that could potentially misinform users.¹⁴⁸ While these changes reduced the number of conspiracy theory videos recommended, they have not fully limited exposure to misinformation and disinformation.¹⁴⁹ Facebook made its content recommendation guidelines public in August 2020, after coming under fire for the role

Changes to content recommendation algorithms featured heavily in platform responses in 2020.

its algorithm played in fostering conspiracy theories on the platform, listing specific content categories that are not eligible for recommendations, including false or misleading content.¹⁵⁰

As platforms continue to implement policies and strategies to counter false and manipulated content, disinformation actors likewise adapt tactics to evade detection and increase their efficacy. These tactics include the use of encrypted messaging apps and microtargeting to personalize disinformation narratives and blur the lines between content that was organically created and spread versus content created and circulated by external agitators. Rising levels of offline violence in countries such as Brazil and India have been attributed to the spread of disinformation on messaging applications such as WhatsApp and Telegram.¹⁵¹ The encrypted nature of these platforms makes it hard to identify and counteract the spread of false information and to understand the full extent of the problem.¹⁵² Following a series of violent incidents prompted by rumors spread on its platform, WhatsApp reduced the number of chats to which a user can forward a message simultaneously.¹⁵³ WhatsApp claimed this intervention resulted in a 70 percent reduction globally in the number of highly forwarded messages. In September 2020, Facebook Messenger also began implementing similar forwarding limits.¹⁵⁴ Other encrypted messaging apps, such as Telegram, face similar challenges and could potentially use WhatsApp as a model for limiting the spread of misinformation and disinformation on their platforms.¹⁵⁵ Finally, platforms are improving their ability to detect synthetic and manipulated media, such as deepfakes, which provide disinformation actors new opportunities to spread confusion and distrust online.¹⁵⁶ In February 2020, Twitter introduced new rules and labels for synthetic and manipulated media requiring the removal of manipulated content that is deceptive by nature.¹⁵⁷ In September 2020, Google’s emerging threats unit Jigsaw released a large dataset of visual deepfakes

As new topics arise and information dissemination evolves, it is imperative to understand which platform’s counter-disinformation responses show the most promise and how they might scale.
available gratis to the research community for use in developing synthetic video detection methods.\footnote{158} As synthetic media quality improves, investing in the ability to spot and counteract such media through research is a key counter-disinformation strategy. YouTube regularly updates its deceptive practice policies, which include removing content that has been manipulated or doctored to mislead users and terminating channels that artificially increase viewership metrics.\footnote{159} In August 2020, TikTok expanded its recently formulated community guidelines to include a policy that prohibits deceptive or misleading synthetic or manipulated content.\footnote{160}

As new topics arise and information dissemination evolves, it is imperative to understand which platform’s counter-disinformation responses show the most promise and how they might scale.

This requires platforms to work with industry experts, researchers, and civil society to ensure a transparent assessment of platform misuse and the efficacy of responses to date. The next section explores what civil society actors are doing on this front.

---

\textbf{CASE STUDY: PINTEREST}

Facing a growing movement of anti-vaccination entrepreneurs, Pinterest adopted a zero-tolerance strategy on misinformation, implementing some of the strongest and most proactive measures of any platform.\footnote{161} Its health misinformation policy states that any content that could result in immediate, adverse effects on someone’s health or the general public’s safety has no place on the platform.\footnote{162} There are no exceptions for prominent political leaders or celebrities. Its content moderation team also used AI to run proactive searches around COVID-19-related misinformation and removed these pins.\footnote{163} Despite these efforts, some health misinformation remains on the platform, highlighting the difficulty of addressing this issue.\footnote{164}
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\footnote{159} “Spam, deceptive practices, & scams policies,” YouTube Help, accessed January 12, 2021, \url{https://support.google.com/youtube/answer/2801973?hl=en}.

\footnote{160} Vanessa Pappas, “Combating misinformation and election interference on TikTok,” TikTok, August 5, 2020, \url{https://newsroom.tiktok.com/en-us/combating-misinformation-and-election-interference-on-tiktok}.


In September 2020, Pinterest announced new policies on election-related misinformation, reinforcing its community guidelines to prohibit false or misleading content that impedes an election’s integrity or an individual or group’s civic participation. Moreover, in addition to its 2018 ban on political ads, Pinterest’s new policies limit recommendations about election-related content (like election memes or slogans) in places like the home feed and turn off search autocomplete and search guides for specific election-related terms.

CASE STUDY: WIKIPEDIA

Wikipedia accounts for 55 million articles in more than 300 languages, with a monthly global reach of 1.5 billion. Its content is almost entirely moderated by more than 280,000 volunteer editors worldwide who crowdsource efforts to authenticate information. The crowdsourced nature of Wikipedia’s editing, fact-checking, and content moderation contributes to a model that provides access to free and open information while combating false information on the platform. For known controversial topics, such as politics and religion, dedicated editors track edits in real time to counter potential disinformation. Overall, this networked system of review helps to produce consensus and promote authoritative content. In addition to automated moderation, the platform uses community-driven fact-checking and requires sources and citations for all factual statements. Wikipedia’s approach contributes to a high level of transparency and has resulted in the platform largely staying above the misinformation fray.

During the pandemic, this model helped Wikipedia stay abreast of disinformation, as it could quickly verify information with its network of public health experts. These editors had already...
been stress tested during the 2014 Ebola crisis and had therefore gained the necessary skills to cover a rapidly changing information environment, ensure high quality across multiple languages, and respond to emerging information vacuums. During initial coverage of the virus, editors mapped relevant articles, and bots tracked edits in real time. A dedicated placeholder was created for the COVID-19 vaccine before its development to counter emerging conspiracies, showing an innovative approach to respond to information vacuums.

Wikipedia’s community and source-driven approach has led to other platforms like Facebook using it as an authoritative source, validating its success at countering false information. Wikipedia complements traditional media in its ability to provide a holistic perspective to a given topic. Moreover, its archive of articles and past edits is key to uncovering how people’s understanding of certain topics evolves over time, as well as the interconnectedness and global distribution of those topics.

Civil Society Responses

Civil Society Organizations (CSOs) are a key player in helping mitigate vulnerabilities and strengthen resilience against disinformation. Indeed, a December 2020 global report from the Carnegie Endowment for International Peace found that nearly half of the initiatives to counter influence operations emanate from civil society; the National Endowment for Democracy mapped out 175 CSOs working in the counter-disinformation space worldwide in 2021.

These organizations often bring localized experiences and lessons learned to advocate and apply pressure to governments, social media and tech companies, businesses, and others to tackle disinformation in a way that upholds freedom of expression and other fundamental rights. In some cases, they’re best placed to work with governments to improve trust in institutions, which can help mitigate the polarization that facilitates the creation and sustains the resonance of disinformation. Given that the best defense against digital disinformation is to address the policy and societal issues exploited by disinformation operations, civil society actors are also well-placed to help address those issues.

Civil Society Organizations conduct critical research and training and provide valuable recommendations to governments on how to effectively counter disinformation. One such initiative is the EU DisinfoLab, which tackles disinformation campaigns targeting the EU, its member states, core institutions, and core values. Its policy and research efforts have been commissioned by the European Parliament and the European
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Commission, among others.176 Using open-source intelligence and social media network analysis, the organization identifies, uncovers, and explains disinformation campaigns and networks, such as a long-standing influence operation (“Indian Chronicles”) targeting international institutions like the UN and EU to promote Indian interests.177

Acting as watchdogs, CSOs monitor social media, exposing and refuting disinformation as it appears.178 Their work involves proactive measures to raise awareness of the tactics and techniques used to create and propagate disinformation, known as “prebunking,” as well as reactive measures to analyze, verify, and, when necessary, debunk specific narratives. The International Fact-Checking Network (IFCN), for example, brings together fact-checking organizations to ensure the application of basic standards through a signed Code of Principles.179 In 2018, IFCN partnered with Facebook’s Third-Party Fact-Checking network to verify stories shared on users’ newsfeeds.180 As a result of the COVID-19 infodemic, IFCN launched the #CoronaVirusFacts Alliance, which unites more than 100 fact-checkers worldwide in publishing, sharing, and translating accurate information about the virus.181 Similarly, in March 2020, Argentina’s Chequeado coordinated with other regional fact-checking organizations to establish the Latam Chequea Coronavirus project, which unites more than 25 fact-checking organizations in the region to address the infodemic.182

Additionally, CSOs help to raise general awareness of disinformation and amplify media literacy programs that educate citizens so they have the tools to protect themselves. They work with local and independent media to educate them on protecting their reporting and tradecraft from malign foreign influence. This includes pushing for standards in how the journalistic community responds to leaks of hacked information and sharing verification good practices. First Draft News, for example, has been leading efforts to build news media’s capacity to verify and authenticate media content globally. Through its CrossCheck model, the organization pioneered collaborative reporting around elections in the United States, France, the United Kingdom, Germany, Brazil, Nigeria, Spain, and the EU, showing that competing newsrooms can work together for more effective, efficient, and responsible reporting.183 According to research, audiences reported higher levels of trust in the reporting due to multiple newsrooms collaborating on stories and felt that CrossCheck was more independent, impartial, and credible because it included so many outlets.184

Similarly, Jordan-based Fatabyyno monitors and debunks disinformation in 18 countries across the Middle East and North Africa. The Iraqi non-governmental organization (NGO) Tech 4 Peace conducts training across Iraq to teach citizens and journalists how to verify news sources; during protests in 2019, they worked to debunk false information amid internet restrictions and social media bans imposed by the government.195

Civil society actors are also playing a role in detecting online manipulation and disinformation operations. In Lithuania, Demaskuok searches the information ecosystem of the Baltic states for disinformation and propaganda, using an AI tool to flag suspected disinformation and a network of human fact-checkers to verify or discredit flagged content. The media-led initiative claims to have reached 90 percent of Lithuania’s population.196 In addition, the citizen-led “Baltic Elves” initiative has gained recognition in recent years for its army of volunteers dedicated to tracing trolls and challenging Russian propaganda online.197 Inspired by Lithuania’s Baltic Elves, a group referred to as the Czech Elves is combating disinformation and propaganda ranging from tracking down the originators of disinformation online to exposing trolls on social media networks and mapping chain emails.198 Additionally, UK-based Bellingcat comprises a distributed team of investigative journalists, researchers, and citizens specializing in open-source intelligence. Their online investigation toolkit compiles hundreds of useful online tools for open-source intelligence in one place, so independent researchers and journalists globally are empowered to perform investigations and digital forensic analysis.199

Despite these critical efforts, civil society approaches are often limited by a lack of sustainable funding and resources that hinder their ability to proactively detect and confront disinformation operations and actors.200 Nevertheless, there are a growing number of initiatives to help CSOs hone their disinformation detection capabilities. For example, the Technology and Social Change project created the Media Manipulation Casebook to serve as a research platform that advances knowledge of misinformation and disinformation and their threats to democracy, public health, and security.201 The casebook provides strategies and case studies for civil society and other groups to counter misinformation and disinformation.202 Other resources include a free online book that draws on the knowledge and


experience of top journalists and researchers in the field to provide tools and techniques to execute investigations into digital media manipulation, disinformation, and information operations. Similarly, the Institute for Strategic Dialogue’s toolkit lays out an approach that organizations can use to track online disinformation. The process is intended to have a low barrier to entry, with each stage achievable using either over-the-counter or free-to-use social listening tools.

**CASE STUDY: COLLABORATIVE FACT-CHECKING**

In the immediate aftermath of the 2017 Puebla earthquake in Mexico, an ad hoc, citizen-led initiative organized and corroborated information to strengthen the humanitarian response and provide verified information about the earthquake. Composed of media outlets, companies, NGOs, and universities, the initiative led to the creation of the hashtag #Verificado19S and the Twitter account @Verificado19S. Inspired by the impact of Verificado19S, Animal Político, AJ+ Español, Pop-Up Newsroom, and others organized an initiative called Verificado 2018 to counter false information related to Mexico’s 2018 elections. They brought together more than 60 fact-checking organizations, media outlets, and CSOs in 28 of Mexico’s 32 states to respond to individual queries about the accuracy of election-related reports.

Verificado 2018 represents a model for fighting disinformation in Mexico, having garnered 5.4 million visits to its 400 published entries and engaging voters through different channels, including its WhatsApp group, which had 9,600 subscriptions and 60,700 interactions by 2019. In early 2020, the team that participated in Verificado19S started Verificovid to tackle false information surrounding the coronavirus in Mexico. The team of journalists, communicators, designers, and doctors monitors and debunks false information and claims circulating on social networks and digital media and has already gained more than 65,000 followers on Twitter by the end of March 2021.

---

4. What’s the State of Technology?

Purveyors of disinformation rely on a number of digital tools to produce and spread online disinformation. These tools include manipulated or synthetic media such as deepfakes and less sophisticated “cheapfakes,” visual content such as memes, manufactured amplification to artificially boost content, and trolling by deliberately posting offensive or inflammatory content to provoke readers or disrupt conversations.

The proliferation of online manipulation and the viral spread of inauthentic content, exacerbated by the COVID-19 pandemic, is an evolving challenge. Despite efforts to curb the spread of bot-generated content and engagement, bots are becoming more human-like and difficult to detect. Furthermore, as major social media platforms become inhospitable to purveyors of disinformation, malign actors increasingly use encrypted messaging apps and closed networks to spread disinformation and propaganda. These networks will be particularly important as social media platforms like Facebook enable private groups and micro-influencers to grow in popularity and gain credibility.

Fortunately, innovative tools and technologies to identify and mitigate the spread and impact of disinformation and manipulated content are likewise evolving. Designed for various end users, these tools run the gamut from broad disinformation campaign analysis to individual self-help education.

---

The following section provides an overview of some common categories of tools and technologies relevant to the counter-disinformation space. Many of these tools are featured on Disinfo Cloud, and some have gone through the Global Engagement Center’s Technology Testbed, where they were assessed and validated against specific-use cases.206

**Blockchain-based media authentication**

Authenticating the provenance of media is an important step in countering disinformation, but it requires wide-scale adoption to be effective. Blockchain-based media authentication tools offer a potential solution. These tools maintain a decentralized, digital record of uploaded content, creating a “fingerprint,” so content cannot be altered retroactively. This helps ensure the validity of original content and can provide a bulwark against claims of doctored media. Truepic, for example, can verify that an image or video hasn’t been changed or edited and watermarks media with a time-stamp, geocode, and other metadata.207 Similarly, Attestiv uses blockchain and AI technologies to track whether media content has been altered by adding “fingerprints” to a privately stored, distributed ledger with no identifiable data stored.208 Once media has been added to the ledger, there is a clear chain of custody and record of authenticity. Artificial intelligence enhancements via perceptual fingerprinting can confirm validity even if the media has been re-saved in a different format or resolution.209

**Dark web monitoring**

While useful for activists evading repression and censorship, researchers estimate that 57 percent of live dark web sites host illicit activity, including activity that can facilitate disinformation campaigns.210 Dark web monitoring tools can therefore be helpful in identifying and preparing for disinformation and propaganda activities that actors may later execute on the surface web. For example, Terbium Labs can identify ransomware for sale, stolen voter registration lists that may later be used in phishing attacks, or potential disinformation narratives being developed on the dark web.211

Recorded Future, another cybersecurity company specializing in the dark web, uncovered disinformation services on underground criminal forums run by criminal threat actors and nation-states.212 According to Recorded Future, the disinformation services were easily accessible, costing anywhere from a few hundred to hundreds of thousands of dollars. Providers could create bulk social media accounts and publish content on media sources ranging from dubious websites to more reputable news outlets.
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Using its DarkBlue Threat Intelligence Platform, Bluestone Analytics uncovered indications of disinformation, likely by Russian actors, originating on open web “news” sites deliberating posting to a dark web forum associated with the conspiracy group QAnon.213

Fact-checking
It has never been easier to create and publish content, but not all content is created equal. Fact-checking tools aggregate, analyze, and provide ratings on the credibility of information sources using various metrics to help users determine a website’s reliability. NewsGuard, for example, employs a team of trained journalists and experienced editors to review and rate news and information websites based on nine journalistic criteria and then assigns a red or green rating, indicating the sites’ credibility.214

Fact-checking tools are also useful for strengthening people’s psychological resilience against misinformation and disinformation by raising awareness about the veracity of their information intake. For example, UK-based Full Fact has been checking claims made by politicians in the media and online for more than 10 years.215 During that time, its team has built up an evidence base that can help people understand why misleading information arises, how it spreads, and who is responsible.216 Another example is Trend Micro Check, a free tool created by cybersecurity company TrendMicro that helps users identify disinformation on popular social messaging apps such as Facebook Messenger, WhatsApp, and LINE. Users can add Trend Micro Check to their chat groups on various social messaging apps to check if a claim is false, or they can choose to send claims directly to Trend Micro Check. It is one of the top third-party verification chatbot services in Taiwan and recently expanded its services to Japan.217

Internet censorship circumvention
When states limit access to the internet as a means of control, internet censorship circumvention tools can help facilitate the continuous flow of information and promote free expression. One example, Psiphon, is a tool that operates in nearly 40 languages and helps 12 million active users connect to the internet every week.218 Given its access and reach, Psiphon can also be used to aggregate and evaluate the presence of malware attacks globally, in almost real time. Psiphon’s network has the capability to identify when a malware-infected device makes unrequested and unwanted contact with any malware command and control.219 The presence of malware can make infected devices vulnerable to surveillance – often by a state-sponsored actor – and may be used to push disinformation and influence campaigns.220 Psiphon can use its extensive data collection on regional internet connectivity patterns to provide aggregate data regarding malware attack patterns and can provide insight on internet blocking strategies that may be state-sponsored.
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Other tools help identify new ways to bypass censorship. Geneva, developed by the Breakerspace Lab at the University of Maryland, is an experimental AI algorithm that analyzes country-level censorship technology and uses AI to learn and develop new censorship evasion strategies.221 Researchers tested Geneva against the censorship technology of China, India, Iran, and Kazakhstan and found it able to suggest many known evasion strategies, as well as generate additional novel evasion approaches.

**Manipulated information assessment**

Some disinformation campaigns use fake profile pictures, bots, and other inauthentic content to provide the illusion of legitimacy. Manipulated information assessment tools use contextual clues to alert users to the potential that text, visuals, or audio may be manipulated. For example, Cyabra has developed AI-based technologies to identify malicious actors and determine the authenticity of interactions on social media platforms.222 Their system examines around 250 metrics of social network users’ behavior to assess whether an account is a regular user, a malicious bot, or a pseudo-human. WeVerify and OSoMe offer a number of open-source tools that are freely available to help users with disinformation analysis, such as analyzing rumors, bot detection, social network analysis, and analyzing memes and ads.223

**Psychological resilience**

While the onus should not be solely on the information consumer to identify and avoid disinformation, understanding how information can be misleading or manipulated is a valuable skill in today’s information environment. Psychological resilience tools help audiences increase their resilience to manipulated content by improving their media literacy and critical thinking skills. They facilitate digital and media learning, quantifiably enhance cognitive performance, and can familiarize users with common disinformation tactics. For example, Harmony Square is a short, free-to-play online game in which players learn how disinformation is produced and spread.224 Researchers found the game effective in reducing some of the harmful effects manipulative content can have on individuals.225 Other games developed to educate players about disinformation include Troll Factory, which takes players through a week of “work” as a troll spreading disinformation for profit.226

Further examples of psychological resilience tools include flagging or listing false content to increase user familiarity with such content and help them better identify it. The online crowdsourced learning
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platform, Mind Over Media, an initiative from the University of Rhode Island’s Media Education Lab, hosts more than 3,500 examples of current propaganda from over 40 countries, along with a suite of nine lesson plans suitable for use in high school, college, and with adult learners.\(^{227}\)

**Social listening**

Tracking key narratives, popular influencers, and what resonates or not is crucial in the counter-disinformation space. Social listening tools help users understand the online information environment by monitoring information from social media channels. Platforms like Zignal Labs and Meltwater can assist in understanding how information is shared or spread via social media, help identify bots and trolls, and offer insight into the effectiveness of a media campaign.\(^{228}\) Other tools like Yonder can also be used for early warning to alert users to suspicious online activity to identify and address disinformation campaigns.\(^{229}\) Many of these platforms also allow users to visualize trends and emerging topics to understand their information environments. For example, a data collection campaign by IST Research captured more than 400,000 documents related to Russian-language online conversations around COVID-19 posted on four different platforms.\(^{230}\) Their analysis of the data revealed that the Russian news community and social media trolls exploited the pandemic to disseminate inflammatory narratives and outright falsehoods.


5. Conclusion

As evolving and emerging technologies provide new ways to identify, mitigate, and counter disinformation, they also offer new ways for disinformation campaigns, tactics, and actors to evolve and adapt. The cat-and-mouse game continues apace, further cementing disinformation as an enduring problem. What becomes clear is that disinformation is not a problem to be solved but rather one that can only be managed. So, who should do the managing?

While everyone has a role in managing disinformation, the responsibility cannot and should not be distributed evenly. Primary responsibility lies with the social media and tech platforms that need to act more consistently and transparently in their algorithm and feature developments, as well as their content moderation, regardless of current events or public pressure. Other roles flow from there. Academia, civil society, media, and others can better address disinformation if provided more data from, or are afforded the opportunity for meaningful collaboration with, social media and tech platforms. When governments get involved through legislation or regulation, they must carefully consider the free speech and freedom of expression implications.

Then there’s the information consumer. Thanks to the numerous online tools that help people discern truthful information, it’s never been easier to verify the veracity of content online. Yet this assumes that the average person is motivated to seek out the tools they need to ensure they avoid consuming and sharing disinformation. Research on human behavior and cognitive bias is clear that this is not the case. The onus should therefore not be on the information consumer to actively resist disinformation but should instead shift to ensure people can passively resist disinformation. This means the pendulum of responsibility shifts back to the social media and tech platforms to integrate content verification into common platforms and tools as a default feature, so users are alerted to questionable content at the exact moment they encounter it.

To reiterate, more proactive action from the social media and tech platforms, while helpful, will not solve the challenges associated with disinformation. However, their leadership, combined with significant collaborations across industries, provides the best opportunity available to manage this ever-evolving problem.
