What Makes a Communication Persuasive?

What makes a message persuasive to a digital, online audience shares many common features with communications and interactions that occur offline, yet these can take on increased significance when they interact with technological affordances associated with new technologies. ‘Real-world’ distinctions between the source of a message and its recipient are more blurred in a digital communication environment. So too are the boundaries between information that: (1) represents a verifiable ‘truth’; and, (2) information that to varying degrees either deliberately (‘disinformation’) or unintentionally (‘misinformation’) misleads. We distinguish these forms of information as ‘hard’ and ‘soft’ facts.

• A ‘hard fact’ is valid and reliable, and often has credible backing. It is routinely communicated as a secure, objective standard of evidence. Examples might include official statistics or legislation.

• By contrast, a ‘soft fact’ involves imperfect knowledge whose status may be ambiguous, uncertain, contested and/or malleable. Soft facts typically thrive in an information vacuum. Circulating without being firmly verified or authenticated, soft facts help to ‘fill in the gaps’ of public understanding of an event or situation, thus meeting some emotional or intellectual need.
There are four conceptually distinct, but related, species of soft fact that are prevalent and thrive in the contemporary media ecology: rumours, conspiracy theories, propaganda and fake news.
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**Rumours** are statements or propositions for a belief that possess topical or contemporary relevance (Allport & Postman, 1947). Also referred to as ‘improvised news’, rumours allow people to try and construct a meaningful, shared interpretation of a situation they perceive to be inadequately defined (Shibutani, 1966). Rumours are spread through peoples’ collective efforts to make sense of a situation, hence they are inherently ‘open’ and provisional forms of knowledge. The expression and spread of rumours are facilitated by the quick, informal information exchange characteristic of the digital information environment.
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**Conspiracy Theories** are more traditional, recurring and repetitive accounts or stories. They offer alternative ‘sense-making’ explanations of reality pertaining to a historical event or practice. A conspiratorial explanation attributes a significant causal effect to the secretive and collaborative actions of a vast, powerful and insidious ‘other’ whose attempt to deceive or conceal their role is only now being revealed and countered. A notorious, high-profile and long-lasting conspiracy theory relates to JFK’s assassination in 1963. That the theory Lee Harvey Oswald did not act alone in killing Kennedy has endured for fifty years is testament to two key ingredients: (1) power – a presidential victim and a large pool of potential villains of immense reach and influence across the political spectrum and (2) ‘proof’ that the government investigation at the time was overly hasty. It exemplifies just how difficult it can be to falsify a conspiracy theory with counter-evidence, given that official accounts are construed as part of the problem and the phenomenon itself is conceptually complex (Uscinski & Parent, 2013). The internet’s effect on the spread and popularity of conspiracy theories is equivocal: it provides an ‘echo-chamber’ that amplifies opposing viewpoints, but also, a good proportion of online activity puts effort into de-bunking or mocking conspiracy theories.
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**Propaganda** is a deliberate, systematic attempt to shape perceptions, manipulate thinking and direct behaviour to achieve a response furthering the propagandist’s intent (Jowell & O’Donnell, 1999). In the digital world, computational algorithms and automated processes facilitate the purposeful distribution of misleading information over social networks. So-called ‘computational propaganda’ flourished during the 2016 Presidential elections in the USA with the use of bots to distribute political messages on social media (Bolsover & Howard, 2017).
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**Fake News** can be construed as a fourth species of soft fact, albeit one that overlaps with the other three and is associated in contemporary public consciousness with the 2016 USA elections and the Trump presidency (Allcot & Gentzkow, 2017). When a source attributes the label ‘fake news’ to the content of mass media stories or narratives, it is a way of publicly contesting content that the source doesn’t like. Whilst the fake news attribution is deliberate, it is not always malign in its intent or politically motivated. Fake news differs from ‘false news’ which can be objectively verified as a falsehood and so represents a ‘hard fact’, albeit one that Vosoughi et al. (2018) demonstrate travels farther, faster and deeper and more broadly than the truth.
I Am Faster

To summarise the diverse evidence-base, spread across different academic disciplines, with their own terminologies and emphases, we developed the ‘I AM FASTER’ mnemonic. This captures the unique qualities of the digital communication environment; quick, global, high volume transfers of information to audiences who are themselves active agents in responding to, and interacting with, its content.

Thus, new communication technologies and soft facts have fundamentally changed what and how we ‘know’, and how we are influenced. The key dynamics are:

I – n Group (vs Out – group) ideology: Soft facts are ‘sense-making’ tools for people sympathetic, or aligned to, the belief systems of specific causes or groups. Social media facilitates links between like-minded people with common interests or values (an ‘in-group’) who tend to consume soft facts supporting their pre-existing views, whilst actively rejecting those (of the ‘out-group’) that do not. Aided by the anonymity that online presence affords, digital communication environments help create, and sustain collective identities and divisions demographically, politically, and institutionally - tunnelling users towards information and groups that confirm and reinforce their existing thinking. By amplifying and simplifying the social processes of categorising others that occurs offline, digital spaces can be highly attractive to vulnerable individuals looking for quick, clear answers and meaning. Attempts may be made to dissuade group members from interacting online and offline with ‘the other’, promoting alienation from moderating influences on their thinking and behaviour. This is something McLuhan (1964) anticipated and labelled ‘re-tribalisation’.

A - udience Segmentation and Targeting: Selective exposure to soft facts happens online because audiences differ in their information consumption patterns (what they view, where and when). This may occur because of geography, pre-existing proclivities and social networks, but more controversially, it is reinforced by predictive algorithms which target audiences with information coherent with their views. The 2016 Trump online electoral campaign is an example of how information was purposively designed and delivered to promote voting behaviour among a pro-Trump audience and suppress Trump’s opponents (Halpern, 2017). Delivering ‘successful’ communication that changes what people do therefore involves understanding how different soft facts will resonate with different audiences.

M - essenger and Message: Who presents a message (‘messenger’), along with its content (‘message’), affects the speed and spread of soft facts online. Digital communications minimise ‘status cues’ associated with physical appearance and social hierarchy of the message source or messenger, hence social influence online can derive more from what is written or spoken. Verbal and non-verbal elements of ‘speech acts’ have been identified (Maynard & Benesch, 2016) that are important in expressing ideology, upholding a moral identity, or dehumanising the enemy. These include: metaphors and wording structure; use of praise; and coupling text and images.

F – raming and Feedback: Responding quickly to ‘frame’ and provide meaning to a situation is important in shaping how people subsequently think and feel about an event. When events are uncertain or unfolding, ‘early movers’ can respond rapidly and frame the definition and meaning of complex social phenomenon. Messages are often framed in terms of potential ‘loss’ or ‘gain’ and ‘fear framing’ is a dominant technique used to scare people into changing what they think or how they act. Alongside framing, ‘feedback’ mechanisms are built into many social media tools that can create an aura of consensus around a particular reaction or position. Margetts et al. (2016) found that ‘social communication’ mechanisms designed into many social media platforms have an especially pronounced influencing effect.

A - uthority or Automation: Authority bestowed onto a messenger or message by its recipient can increase or decrease its persuasive appeal depending on how far it is regarded as a trusted, legitimate source of information. Public perceptions of authority may derive from power or expertise, or simply result from someone being in the ‘right place at the right time’. The latter represents a ‘democratising’ of authority online since anyone can potentially become a self-taught ‘expert’ of some authority. Qualities associated with charismatic authority may be personally appealing to people (Hoffman, 2015), but authority may also be artificially constructed online because of bot activity boosting the frequency of a message and the likelihood of an individual encountering it. Peoples’ pre-existing attitude to the authoritative source is important in shaping their willingness to engage with rumour, conspiracy theories or propaganda.

S - ystem I & II: Two levels of cognitive effort and deliberation apply to processing a message or communication. System 1 processing, the ‘heart’ of what we do, is our immediate, automatic and seemingly effortless response or opinion. System 2 on the other hand, is much slower, more deliberate, and rational contemplation of an argument. Communications can target one or other system, for example, playing on our gut reactions or conveying a sense of urgency speaks to system 1. Tension between system 1 and 2 can cause mistakes. Behavioural scientists have evidenced how our judgements and decision making commonly rely on a range of optimal ‘short-cuts’ in the context of limited time and other competing demands (Kahneman, 2011).
Soft facts can spread rapidly online, especially when subject to the kinds of digital influence engineering techniques outlined above. When this happens, they can induce or amplify other social problems including violence, tension and social division. As such, the information age is posing multiple challenges to policing and security agendas as more of social life, its associated behaviours, conflicts and misdemeanours move online, but retain offline consequences in the real world. The rapid pace of change associated with communication platforms, the formation and dispersion of user communities and their capabilities requires a broadening of our perspective on social control. Enforcement and management efforts must increasingly be targeted at the online spread of information and how it impacts on public attitudes, values, beliefs and behaviours. Soft facts play a key role in shaping public sentiment online and collective action offline.

Importantly, the rapidly developing science of influence is generating new evidence and insights about how and why the communication of soft facts alter the ways people think, feel or act following a major crime or terrorist incident. Only by understanding online techniques of persuasion better can we formulate evidence-based counter-responses to disrupt, diffuse or resolve the often longstanding and pervasive messages that advocate how people understand the contemporary world around them.

Why Does This Matter?

Insights for crime, terrorism and social control
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