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Abstract

Over the last 15 years, the ‘task-based’ approach has become dom-
inant in the economic literature that explores the effects of techno-
logical change on the labour market. This approach has tended to
rely on a particular understanding of the capabilities of technology
— known as the ‘ALM hypothesis’. However, this has led this liter-
ature to severely underestimate these capabilities. Many tasks that
were believed to be out of reach of automation can now be auto-
mated. In this paper I set out two distinct explanations for why
these capabilities were underestimated — one that is explored in the
recent literature and maintains the ALM hypothesis, and a new ex-
planation that challenges it. I propose a new hypothesis about the
capabilities of technology that contains the ALM hypothesis as a

special case.
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1 Introduction

Accurately forecasting the future capabilities of new technologies is very
difficult. The ‘task-based’ approach, which has become dominant in the
economic literature that explores the effects of technological change on
the labour market, has often underestimated them. For instance, Au-
tor, Levy, and Murnane (2003) noted that the task of driving a car could
not be readily automated, but a type of driverless car appeared two years
later;! the same paper argued that “legal writing” and “medical diagnosis”
could not be reading automated, yet document automation systems are
now widespread in most major legal practices and there are a variety of
technologies that can diagnose health problems;* Autor and Dorn (2013)
noted that order-taking and table-waiting could not be readily automated,
but later that year the US restaurants Chili’s and Applebee’s announced
they were installing 100,000 tablets to allow customers to order and pay
without a human waiter;®> and Autor (2015) noted that the task of iden-
tifying a species of bird based on a fleeting glimpse could not be readily
automated, but later that year an app was released to do that as well.*
These examples suggest that this literature’s understanding of how sys-
tems and machines operate and the capabilities that this implies — known
as the ‘Autor-Levy-Murnane ("TALM’) hypothesis’ — is mistaken. There is
a growing recognition that this is the case. But what is not yet clear is why
the ALM hypothesis is mistaken. Explaining why is the main contribution
of this paper. First I set out the current explanation in the literature. This
revises, but ultimately maintains, the ALM hypothesis. Then I set out a
new explanation. This is a fundamental challenge to the ALM hypothesis.
It explains why, even in its revised form, the ALM hypothesis is no longer
an appropriate way to think about the capabilities of new technologies.
In closing, I propose a new hypothesis, based on this second explanation,

that nests the ALM hypothesis as a special case. This has implications

!The Society of Automative Engineers defines five levels of vehicle ‘autonomy’. These
early cars were at a low level. Since 2005, further progress has been made. I thank Frank
Levy for this point.

2 Automated medical diagnostics is a thriving field. See, for example, Esteva et al.
(2017).

3See Pudzer (2016).

4See http://merlin.allaboutbirds.org/photo-id,/.



well beyond the formal economics literature. The ALM hypothesis, despite
the limitations set out in this paper, still remains one of the most popular
frameworks for thinking about the future of work in expert commentary
and among policymakers (for instance, World Bank 2016, ILO 2016, The
White House 2016, and IMF 2017).

2 The ALM Hypothesis

The ‘ALM hypothesis’ was introduced in Autor, Levy, and Murnane (2003).
Initially, it was developed to explain the capabilities of “computer capital”.
But it is now used more generally to think about technology in general.

Based on “an intuitive set of observations” from economists and others,
the ALM hypothesis is that:

“(1) that computer capital substitutes for workers in carrying
out a limited and well-defined set of cognitive and manual ac-
tivities, those that can be accomplished by following explicit
rules (what we term “routine tasks”); and (2) that computer
capital complements workers in carrying out problem-solving
and complex communication activities (“nonroutine tasks”).”
(pg. 1280)

From this, two questions follow. First, what is the basis for the ‘routine’ vs.
‘non-routine’ distinction? Secondly, what is the basis for the assumption

that systems and machines can only perform ‘routine’ tasks?

2.1 ‘Routine’ vs. ‘Non-Routine’ Tasks

In Autor, Levy, and Murnane (2003), the distinction between ‘routine’ and
‘non-routine’ tasks is based on the work of Michael Polanyi. The authors ar-
gue that ‘non-routine’ tasks are “tasks fitting Polanyi’s description”, where

Polanyi is quoted as follows:

“We can know more than we can tell [p. 4] . . . The skill of a
driver cannot be replaced by a thorough schooling in the theory
of the motorcar; the knowledge I have of my own body differs
altogether from the knowledge of its physiology; and the rules
of rhyming and prosrody do not tell me what a poem told me,
without any knowledge of its rules [p. 20].” [Emphasis added]
(pg. 1283)



Put simply, ‘non-routine’ tasks are those that rely on what Polanyi called
‘tacit’ knowledge — knowledge that people struggle to articulate when called
upon to do so.® For example, a doctor may struggle to articulate the rules
that allow her to make an insightful diagnosis. But this is still ‘knowl-
edge’ — it is just not ‘explicit’ knowledge that can readily be articulated,
but is ‘tacit’. Autor (2014), a more recent re-statement of the task-based
approach, again defines ‘non-routine’ tasks with reference to Polanyi’s con-
cept of ‘tacit’ knowledge, arguing that ‘non-routine’ tasks are those we
only “tacitly understand how to perform”, that involve processes we “do

not explicitly understand”.

2.2 Only ‘Routine’ Tasks Can be Automated

The second part of the ALM hypothesis is the claim that systems and
machines can only perform ‘routine’ tasks. This follows from a particular
understanding of how systems and machines must operate. In Autor, Levy,
and Murnane (2003) this is that a system or machine can only perform
a task if it can “follow explicit programmed rules”. This implies that
a system or machine requires a task to be “exhaustively specified with
programmed instructions”. The same point is made in Autor (2014) but
with an additional claim:

“For a computer to accomplish a task, a programmer must first

fully understand the sequence of steps required to perform that

task, and then must write a program that, in effect, causes the
machine to precisely simulate these steps.” (pg. 6)

This claim is not simply that a system or machine must be set an explicit
set of programmed rules; it is stronger — that those explicit rules must
originate with, and exactly reflect, the thinking process of a human being.
It is from this claim that the assumption that computer capital can only
perform ‘routine’ tasks follows. Autor (2015) puts this formally:
“But the scope for this kind of substitution is bounded because
there are many tasks that people understand tacitly and ac-
complish effortlessly but for which neither computer program-

mers nor anyone else can enunciate the explicit “rules” or pro-
cedures.” (pg. 11)

°In Autor, Levy, and Murnane (2002) there is an informal discussion of this.
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And Autor (2014) more prosaically:

“At a practical level, Polanyi’s paradox means that many fa-
miliar tasks, ranging from the quotidian to the sublime, cannot
currently be computerized because we don’t know the rules.”

(pg. 8)

This then explains why, under the ALM hypothesis, ‘non-routine’ tasks
cannot be automated — systems and machines have to follow instructions
that reflect the rules that human beings follow, but human beings cannot
articulate their thought processes for these tasks, so no instructions can be

written.

2.3 The Automation of ‘Non-Routine’ Tasks

The ALM hypothesis has a clear implication — systems and machines cannot
perform ‘non-routine’ tasks. Yet in practice this no longer holds. The
examples before show this. And the recent literature has recognised that
‘non-routine’ tasks can now be automated as well. For instance, the models
in Acemoglu and Autor (2011) and Acemoglu and Restrepo (2017; 2018)
allow for systems and machines to displace labour in a wider range of tasks
than simply ‘routine’ ones.

However, the current explanation for why ‘non-routine’ tasks can now be
automated still maintains the ALM hypothesis. At present, the prevailing
argument is that many ‘non-routine’ task are, in fact, more ‘routine’ than
we realised. Advances in processing power, data storage capabilities, and
algorithm design, the argument goes, mean that new technologies are able
to make ‘explicit’” more of the ‘tacit’ knowledge that human beings draw
upon. And that is why ‘non-routine’ tasks can now be automated — human
beings are now able to uncover the hitherto hidden tacit rules that they

follow in performing a task. This argument is made, for instance, in Autor

(2014):

“Contemporary computer science seeks to overcome Polanyi’s
paradox [the inability to articulate rules for tasks that require
‘tacit’ knowledge| by building machines that learn from human
examples, thus inferring the rules that we tacitly apply but do
not explicitly understand.” (pg. 2) [Emphasis added]



in Autor (2015):

“[R]ather than teach machines rules that we do not understand,
engineers develop machines that attempt to infer tacit rules
from context, abundant data, and applied statistics.” (pg. 23)
[Emphasis added]

and in Remus and Levy (2016) with respect to predicting the outcome of
a legal dispute:

“Because the mental protocol [of a judge issuing a decision] is
tacit — and not easily articulated — the judge may not experi-
ence his decisions as routine, but the machine learning model
makes the tacit protocol explicit as a mathematical combination
of characteristics taken from the case, which can then be used
to predict future judicial decisions.” (pg. 13) [Emphasis added]

3 A New Approach

3.1 A New Explanation

However, this current explanation is mistaken. It argues that ‘non-routine’
tasks can now be automated because new technologies are able to uncover
more of the tacit rules that human beings follow in performing those tasks.
Yet this neglects a critical fact — that many new technologies are performing
tasks by deriving and following rules which, on inspection, do not resemble
the rules that human beings follow at all, tacit or otherwise. This is a new
and important conceptual point.

To see this, take the task of making a medical diagnosis. According to
the original ALM hypothesis, this task could not be automated because
a human doctor, if asked, would struggle to articulate how she performs
the task. Yet researchers at Stanford, for instance, have developed a sys-
tem can predict as accurately as dermatologists whether a picture of a skin
discolouration is cancerous (Esteva et al. 2017). According to the revised
ALM hypothesis, the reason that this task can now be automated is that
this system is able to uncover the hidden rules that doctors follow. Yet this
is not right. This system works by running a pattern-recognition algorithm

through a database of 129,450 past cases, searching for similarities between



those cases and the particular discolouration in question. There is no rea-
son to think the rules that it derives from that exercise must necessarily
resemble those that human beings follow at all.

Or take AlphaGo, a system developed by DeepMind, at Google, to
play the Chinese board-game Go. In March 2016, it beat the best human
player, Lee Sedol, in a five-game series. Yet it did so not by trying to
uncover the tacit rules that human beings play. Instead it derived and
followed entirely distinct rules. (The original AlphaGo drew on the data
of 30 million past moves by expert human Go players; AlphaGo Zero, the
latest version of the system relied on data from three days of self-play
alone.) For instance, thousands of years of human tradition had created
a rule in Go that stipulated — ‘do not place a stone on the fifth line in
from the edge of the board’. This was widely held by human experts to
be an awful move. Yet on the 37" move in the 2"¢ game this is what the
system did — and won the game. That successful move has subsequently
overturned the rules that human beings follow when playing Go.

These cases are particular examples of a set of techniques known com-
monly and variously as ‘deep learning’, ‘machine learning’, ‘reinforcement
learning’, ‘neural networks’. These systems, rather than follow human rules
imposed top-down by programmers from above, instead use processing-
power, data storage capabilities, and improvements in algorithm design to
derive or ‘learn’ new rules from the bottom-up (for more cases, see Susskind
2016). And critically, these new rules do not necessarily resemble those
that human beings follow. Yet the ALM hypothesis, both in its original
and revised form, mistakenly assumes exactly this — that the only way to
automate a task is to understand, articulate, and replicate the rules that
a human being follow in performing that task. The only purpose of the
‘routine’ vs. ‘non-routine’ distinction is to distinguish between those tasks
for which human beings can articulate those rules and those they cannot.
And the basis for the claim that new technologies can only perform ‘rou-
tine’ tasks is that those are the only for which we can write instructions for
a machine to follow, since those are the only tasks for which human beings
can explain how they perform them. But when new technologies are able
to derive different rules to human beings, the ALM hypothesis no longer

holds. The inability of human beings to articulate their thinking processes



is no longer such a tight constraint on automation.

More fundamentally, the problem is that the ALM hypothesis draws
on very traditional reasoning about ‘artificial intelligence’ (AI). It relies
on what is known as the first generation of AI research, conducted from
the 1950s to 1980s.5 Called ‘expert systems’ or ‘knowledge-based systems’,
these required a human ‘domain specialist’ who was capable of articulating
how they performed a particular task and then representing this in a set
of rules for a machine to follow. Winston (1977), Hayes-Roth et al. (1983)
and Russell et al. (1995) provide an overview of these approaches.” But the
second generation of Al research, relying on the techniques set out before,
no longer requires an articulation of those human rules. These systems and
machines derive new rules to follow.

The fact that these new technologies do not necessarily follow rules that
resemble the ones that human beings follow has created new problems for
Al researchers. In the 1980s, one characteristic of Al research was that
systems and machines should be ‘transparent’, able to explain how they
reached a particular decision. At the time, this aspiration was relatively
easy to achieve — given the rules these early systems followed did reflect
the rules that human beings followed, it was straightforward to follow their
reasoning. However, today’s systems and machines are far more ‘opaque’
— given they derive and follow rules which do not necessarily reflect the
ones that human beings follow, understanding why a system reaches a
particular decision is far more difficult. This has led to a new research
programme in computer science, focused on developing techniques that
allow new systems and machines to ‘explain themselves’ (for instance, the
‘Explainable Artificial Intelligence’ program at DARPA in the US). In the
EU, in response, Article 15 of the General Data Protection Regulation
(GDPR) has made “meaningful information about the logic” of ”automated
decision-making” a legal right (see Selbst and Powles 2017).

This analysis does not imply at all that Polanyi’s distinction between
‘tacit’ and ‘explicit’ knowledge is wrong. But it does imply that Polanyi’s

distinction is the wrong constraint when thinking about the capabilities of

6See Susskind and Susskind (2015).

"See also Weizenbaum (1976) and Dreyfus (1976; 1992). These first generation Al
researchers also thought a Polanyi-type constraint, based on the inability to express
tacit knowledge, was important.



systems and machines that operate in very different ways to human beings.
Only when the way in which a system or machine performs a task must
exactly reflect the way in which a human being performs that same task

does a Polanyi-type constraint bind.

3.2 A New Hypothesis

These two explanations have very different implications for the rules that
systems and machines follow in performing ‘non-routine’ tasks. The current
explanation argues that these systems and machines are following the ‘tacit’
rules of human beings, which have been made ‘explicit’ — these ‘non-routine’
tasks were ‘routine’ after all. The new explanation I have set out suggests
that these new technologies are deriving and following rules that do not
reflect the rules that human beings follow — the ‘non-routine’ and ‘routine’
distinction no longer matters.

Given this new explanation, it follows that in thinking about the ca-
pabilities of technology the appropriate criteria is not whether a task is
‘routine’ or ‘non-routine’ from the standpoint of a human being, as under
the ALM hypothesis, but whether it has features that make it more or less
routinisable from the standpoint of a system or machine. If a task is rou-
tinisable, a routine can be composed that allows a system or machine to
perform it — but that routine may not necessarily reflect the way in which a
human being performs the task, as the ALM hypothesis assumes. Looked
at in this way, the problem with the ALM hypothesis is that it is exces-
sively anthropocentric — it focuses on the rules that human beings follow
in performing a task, and whether human beings find it hard to articulate
those rules. The new concept of ‘routinisability’ does neither of these — it
recognises that the set of all possible rules a machine could follow is larger
than the particular rules that human beings actually do follow. A new

general hypothesis follows.

HYPOTHESIS: (1) that systems and machines substitute for workers
wmn carrying out a set of tasks and activities that are ‘routinisable’; and
(2) that systems and machines complement workers in carrying out a set

of tasks that are ‘unroutinisable’. The set of tasks and activities that are



routinisable changes over time.

In the special case where the rules that a system or machine follows must
resemble those that human beings follow, the ‘routineness’ and the ‘roun-
tinisability” of a task coincide. In that special case, the general hypothesis
collapses to the ALM hypothesis. But in general, the routineness of a task
is only one signal of a task’s routinisability. This is what recent litera-
ture exploring the new limits on automation have found (see, for instance,
Brynjolfsson and Mitchell 2017; Brynjolfsson, Mitchell, and Rock 2018). In
turn, and most importantly, the set of tasks that were routinisable in the
past is likely to be far smaller than the set of tasks that are routinisable in

the future.

4 Conclusion

The traditional task-based literature that explores the effect of technolog-
ical change on the labour market, based on the ALM hypothesis, supports
an optimistic view about the threat of automation. This optimism relies
on the claim that there exists a large set of types of tasks that cannot
be automated and, in turn, that those “tasks that cannot be substituted
by automation are generally complemented by it” (Autor 2015). But if|
as argued in this paper, many ‘non-routine’ tasks can also be automated,
then the set of types of tasks that offer a ‘refuge’ for displaced labour will
be far smaller than this task-based literature has traditionally assumed.
Intuitively this suggests that the ALM hypothesis, and the firm boundary
it has imposed between what systems and machines can and cannot do,
may have created a misleading sense of optimism about the prospects for
labour. This is an important argument for that requires further theoretical
and empirical research. A first step towards this is an alternative hypothe-
sis about the capabilities of new technologies — that is what I have set out

in this paper.
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