Topological polarons, quasiparticle invariants, and their detection in one-dimensional symmetry-protected phases
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In the presence of symmetries, one-dimensional quantum systems can exhibit topological order, which in many cases can be characterized by a quantized value of the many-body geometric Zak or Berry phase. We establish that this topological Zak phase is directly related to the Zak phase of an elementary quasiparticle excitation in the system. By considering various systems, we establish this connection for a number of different interacting phases including the Su-Schrieffer-Heeger model, $p$-wave topological superconductors, and the Haldane chain. Crucially, in contrast to the bulk many-body Zak phase associated with the ground state of such systems, the topological invariant associated with quasiparticle excitations (above this ground state) exhibits a more natural route for direct experimental detection. To this end, we build upon recent work [F. Grusdt, et al., Nat. Commun. 7, 11994 (2016)] and demonstrate that mobile quantum impurities can be used, in combination with Ramsey interferometry and Bloch oscillations, to directly measure these quasiparticle topological invariants. Finally, a concrete experimental realization of our protocol for dimerized Mott insulators in ultracold atomic systems is discussed and analyzed.
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I. INTRODUCTION

Developments in the quantum control of individual atoms, ions, molecules, and photons have led to the exciting ability to realize certain topological phases of matter in ultracold quantum simulators [1–18]. One of the crucial new features of such systems is the ability to directly measure the nonlocal topological invariants that underlie these phases of matter, enabling, in principle, the direct experimental classification of topological phases. In this context, a particularly powerful approach has emerged, which combines Bloch oscillations and Ramsey interferometry in order to measure topological invariants in ultracold atomic systems [4]. The essence of this approach is summarized in Fig. 1(a): A particle can be moved through the Brillouin zone to directly measure the geometric Berry [19] or Zak [20] phase characterizing the underlying band structure. This approach has been generalized to multiband systems [21–23], where the Wilson loop can be directly measured using similar techniques [Fig. 1(b)], as well as to two-dimensional systems [24,25] and quantum random walks [26–28]. More recently, a tremendous amount of attention has focused on extending these interferometric schemes, as well as alternative approaches [29–32], beyond single-particle band structures to the measurement of many-body topological invariants [33–35].

In this paper, we present three main results related to this broader goal. First, building upon the protocol introduced in Ref. [33], we demonstrate that interferometry can be used to measure the many-body Zak phase of one-dimensional symmetry-protected topological (SPT) matter [36–42]. Second, we demonstrate that, in certain models, one can define a topological invariant associated with the quasiparticle excitations above the ground state, and that these excitations effectively inherit the ground state’s topology. Finally, we propose an experimental realization of our protocol that can be implemented in near-term ultracold atomic systems. Before jumping into the details, we provide an intuitive blueprint for how to understand our results.

The starting point of our work is always a gapped phase with symmetry-protected topological order, in an interacting one-dimensional (1D) quantum many-body system (i.e., a 1D SPT phase). While there exist a plethora of such phases [39–41], we will focus on cases that can be characterized by a quantized many-body Zak phase of the ground-state manifold. The latter is defined by introducing twisted boundary conditions [43] in a periodic system, which makes a direct experimental measurement extremely challenging and requires intensive ground-state degeneracy.

Instead of facing this challenge, we consider a single-quasiparticle excitation above the ground state, which carries a well-defined quantum number, e.g., spin or charge. The set of all many-body states with exactly one such excitation form a band at low energies, which can be labeled by the momentum of the quasiparticle. We will further assume that this quasiparticle band is separated by a gap from all other bulk excitations. Interestingly, it has recently been argued that this scenario is generic for strongly interacting systems in one spatial dimension [44].
To define a topological invariant characterizing the 1D SPT phase, we propose to treat the low-energy quasiparticle band analogous to the conventional band structure of a single-particle excitation. This allows one to naturally define the Zak phase of the quasiparticle band insulators. In Sec. IV we return to interacting many-body systems and discuss dimerized Mott insulators of bosons in other physical systems, including frustrated spin chains and other nontrivial band topology.

The topological polarons discussed in this paper constitute an example how interactions of a mobile quantum impurity with a topologically nontrivial many-body system can lead to the formation of a new quasiparticle which inherits the topological properties of the surrounding bath. Here, we focus on the case where the impurity binds to an additional quasiparticle excitation [33]. Recently, a similar situation has been discussed where a mobile impurity is dressed with particle-hole excitations of a Chern insulator [47], resembling the formation of Fermi polarons [48–50] but in the presence of nontrivial band topology.

This paper is organized as follows. We will begin by giving a brief overview of the method in Sec. II. In Sec. III we introduce some necessary theoretical background, define the quasiparticle Zak phase for noninteracting fermionic systems, and provide a brief review of the topological classification of band insulators. In Sec. IV we return to interacting many-body systems and discuss dimerized Mott insulators of bosons in one dimension. A concrete experimental setup is suggested, for which the required protocol is discussed in detail and exact numerical results are presented. In Sec. V we discuss how the method can be applied to detect topological order in other physical systems, including frustrated spin chains and topological superconductors. We close with a summary and outlook in Sec. VI.

II. OVERVIEW

In many cases, topological invariants of correlated systems can be formulated in terms of twisted periodic boundary conditions [43] [see Fig. 1(c)]. By adiabatically changing the phase \( \theta \), picked up by the system when a particle is taken around the system once, the many-body wave function acquires a geometric phase, the many-body Zak phase \( \phi_{\text{Zak}} \). The effect of changing \( \theta \) in the many-body system is similar to the effect of a force acting on a single particle in a lattice, as a consequence of which the particle picks up the Zak phase of the occupied Bloch band [4,20].

Because detecting the overall phase of a many-body wave function, and realizing twisted periodic boundary conditions,
This moreover paves the way for measurements of topological superconductors [59–61] [see Figs. 2(a) and 2(b)]. Examples discussed in this paper include dimerized Mott insulators [51–55], antiferromagnetic spin chains [56–58], and topological superconductors [59–61] [see Figs. 2(a) and 2(b)]. This moreover paves the way for measurements of topologically invariant Berry phases characterizing gapped quantum spin liquids [62,63], possibly also in higher dimensions.

To measure the many-body Zak phase directly, we suggest to couple a two-component mobile impurity (pseudospins ↑, ↓) to a topological excitation of the many-body system as in Ref. [33] [see Fig. 2(c)]. Then, a similar interferometric scheme as implemented in Ref. [4] can be applied to map out the topology of the resulting impurity wave function. The key idea in Ref. [4] was to combine Ramsey interferometry with Bloch oscillations to measure the Zak phase

\[
\psi_{Zak}^{2} = \int_{BZ} dk \langle u_{q}(k) | i \partial_{k} | u_{q}(k) \rangle = A_{q}(k) \tag{2}
\]

of a Bloch band \( |u_{q}(k)\rangle \). When opposite forces are applied to the two pseudospin components of an impurity in \( |u_{q}(k)\rangle \), they undergo Bloch oscillations in opposite directions. The relative phase picked up by the different spin components after crossing half the Brillouin zone (BZ) is equal to the Zak phase of the Bloch band.

The impurity serves as a coherent probe of the host many-body system. When it is coupled to elementary (topological) excitation, a quasiparticle is formed which we call a topological polaron (TP) [33] (see also Fig. 2). From the impurity, the TP inherits two pseudospin components which are used for Ramsey interferometry. From the elementary excitation in the many-body system, on the other hand, the TP inherits its topological properties which we want to detect. Now the key idea of the protocol is to measure the Zak phase characterizing the band structure of a single TP \( |\psi_{TP}(k)\rangle \),

\[
\phi_{Zak}^{TP} = \int_{BZ} dk \langle \psi_{TP}(k) | i \partial_{k} | \psi_{TP}(k) \rangle, \tag{3}
\]

in analogy to Eq. (2). We consider situations where the impurity is strongly coupled to the quasiparticle, such that their pair wave function factorizes. This ensures that the topology of the TP is dictated by the quasiparticle topology, i.e., \( \phi_{Zak}^{TP} = \phi_{Zak}^{q} \) (see Ref. [33] for a general discussion). Although for the theoretical analysis we focus on the case of a single impurity, the results carry over to situations of sufficiently low impurity concentration (their mutual interactions should be negligible).

We propose a concrete experimental realization of the scheme with ultracold atoms. To this end, we consider the half-filling Mott insulating (MI) phase of the Bose-Hubbard model for a Rice-Mele lattice [64]. This system has recently been realized with ultracold atoms [65]. For regions in parameter space where the Hamiltonian is invariant under spatial inversion, it has symmetry-protected topological order characterized by a quantized many-body Zak phase and topological edge states [53]. In addition, the model realizes a topological Thouless pump [66–68] where a quantized amount of charge is pumped in each cycle [65,69]. It is related to the many-body Chern number \( C \), defined as a winding of the many-body Zak phase along the loop in parameter space. We demonstrate that both the quantized many-body Zak phases as well as the Chern number characterizing the Thouless pump can be directly measured using TPs.
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III. THEORETICAL BACKGROUND: BAND INSULATORS

We begin by discussing many-body Zak phases \( \phi_{Zak} \) for band insulators of free fermions in one dimension. When \( \hat{e}_{\alpha} \) creates a fermion in band \( \alpha \) and at quasimomentum \( k \) in the Brillouin zone, the band insulator state can be written as

\[
|\psi_{BI}(k)\rangle = \prod_{\alpha \text{occ.}} \prod_{k \in \text{BZ}} \hat{e}_{\alpha}^{\dagger} |0\rangle
\]  

(see Fig. 3). Here, the product \( \prod_{\alpha} \) includes all occupied bands and we consider periodic boundary conditions.

Now, we calculate the many-body Zak phase for the band insulator and review how it is related to the Zak phase, Eq. (2), of the underlying Bloch wave functions \( |u_{\alpha}(k)\rangle \). Then, we generalize the calculation for single-hole excitations of the band insulator.

A. Many-body Zak phase and twisted boundary conditions

The many-body Zak phase characterizing the band insulator \( |\psi_{BI}\rangle \) can be defined by introducing twisted periodic boundary conditions [43,46] [see Fig. 2(a)]. For all particles \( j = 1, \ldots, N \), with \( N \) denoting the total particle number and \( L \) the system size, it holds

\[
\psi_{BI}(x_1, \ldots, x_j + L, \ldots, x_N) = e^{i\vartheta} \psi_{BI}(x_1, \ldots, x_j, \ldots, x_N).
\]  

(5)

When the twist angle \( \vartheta \) is varied adiabatically from 0 to \( 2\pi \), the gapped band insulator state \( |\psi_{BI}(\vartheta)\rangle \) returns to itself because a \( 2\pi \) phase corresponds to a pure gauge transformation \( \hat{U} \) [70]. The wave functions \( |\psi_{BI}(0)\rangle \) before and \( |\psi_{BI}(2\pi)\rangle \) after introducing \( 2\pi \) twist are thus related by a global gauge transformation,

\[
|\psi_{BI}(2\pi)\rangle = e^{i\vartheta_{Zak}} \hat{U} |\psi_{BI}(0)\rangle,
\]  

(6)

up to a phase \( \vartheta_{Zak}^{BI} \) which defines the many-body Zak phase [20,46]. When a gauge choice is made where \( \hat{U} = 1 \), it simply reads as

\[
\vartheta_{Zak}^{BI} = \int_0^{2\pi} d\vartheta \langle \psi_{BI}(\vartheta) |i\partial_\vartheta |\psi_{BI}(\vartheta)\rangle.
\]  

(7)

Inversion symmetry has been shown to lead to a quantization of the many-body Zak phase to values \( \phi_{Zak} = 0, \pi \) [4,20,53]. This is one example for symmetry-protected topological order characterized by the Zak phase, but other symmetries can also be sufficient for a quantization of \( \vartheta_{Zak} \) (see, e.g., Refs. [36,62]).

To gain better understanding of the effect of twisted boundary conditions on the band insulator (4), we consider the single-particle Bloch states for \( \vartheta = 0 \),

\[
\psi_{\alpha,k} = e^{ik} u_{\alpha,k}(x), \quad k = \frac{2\pi}{L} n, \quad n \in \mathbb{Z}
\]  

(8)

which fulfill periodic boundary conditions, i.e., \( \psi_{\alpha,k}(x + L) = \psi_{\alpha,k}(x) \). As usual, we make the gauge choice \( \psi_{\alpha,k} = \psi_{\alpha,k+2\pi/L}(x) \). To construct the corresponding eigenfunctions for twisted boundary conditions \( \vartheta \neq 0 \) we displace the quasimomentum by \( \vartheta/L \),

\[
\psi_{\alpha,k}(\vartheta, x) = e^{i(k+\vartheta/L)x} u_{\alpha,k+\vartheta/L}(x).
\]  

(9)

Thus, a time-dependent twist angle corresponds to a force \( F = -\vartheta/L \) acting on the fermions in the BI. The wave functions (9) have the property that \( \psi_{\alpha,k}(\vartheta, x + L) = e^{i\vartheta} \psi_{\alpha,k}(\vartheta, x) \), and one easily checks that they are proper eigenfunctions of the lattice Hamiltonian. Moreover, they satisfy the gauge convention \( \psi_{\alpha,k+2\vartheta/L}(\vartheta, x) = \psi_{\alpha,k}(\vartheta, x) \). Most importantly, we observe that a \( 2\pi \) twist of \( \vartheta \) results in an adiabatic change of the momentum by \( \Delta k = 2\pi/L \).

Now, we use the Bloch wave functions (9) to calculate the many-body Zak phase \( \phi_{Zak}^{BI} \) of the band insulator (4), i.e., the Slater determinant state constructed from \( \psi_{\alpha,k}(\vartheta, x) \). We obtain

\[
|\psi_{BI}(\vartheta)\rangle = e^{i\vartheta_{Zak}^{BI}} e^{i\sum_{i=1}^{N} q_i/L} |\psi_{BI}(0)\rangle.
\]  

(10)

When \( \vartheta \) is a multiple of \( 2\pi \), the exponential \( e^{i\vartheta} \sum_{i=1}^{N} q_i/L = \hat{U}(\vartheta) \) is a pure gauge transformation. The many-body Zak phase can now be calculated from

\[
\vartheta_{Zak}^{BI} = \sum_{\alpha \text{occ.}} \vartheta_{Zak}^{\alpha}.
\]  

(12)

B. Zak phases of hole excitations

Next, we consider hole excitations in the band insulator, and show that their Zak phases are directly related to the many-body Zak phase of the hosting band insulator. This one-to-one relation is at the heart of the interferometric measurement scheme, where the Zak phase of the hole is detected by coupling it to a mobile impurity which serves as a coherent probe.

Hole excitations in the band insulator exist in every band \( \alpha \) and we can write them as (see also Fig. 3)

\[
|\Phi_{\alpha}(k)\rangle = \hat{c}_{\alpha,k} |\psi_{BI}\rangle.
\]  

(13)

To define the Zak phase of the hole as in Zak’s original paper [20], a force \( F \) should be applied directly to the hole. Then, its quasimomentum changes adiabatically in time, \( k(t) = k - Ft \). After completing a full Bloch cycle in the Brillouin zone the hole wave function \( |\Phi_{\alpha}(k)\rangle \) returns to itself up to a gauge
transformation and a phase factor $\phi^a_{\text{Zak}}(\alpha)$ defining the Zak phase of the hole excitation $\phi^a_{\text{Zak}}(\alpha)$.

To make use of the twisted periodic boundary conditions discussed in the previous section, we include the force $F$ acting on the hole. Projecting it onto the occupied bands we can write it as

$$\hat{H}_F = - \sum_{\alpha \text{ occ.}} \sum_j FX_{j,\alpha} (1 - \hat{n}_j^a) .$$

(14)

Here, $X_{j,\alpha} = \langle \psi_j^\alpha | \hat{x} | \psi_j^\alpha \rangle$ denotes the center of mass of the Wannier function $| \psi_j^\alpha \rangle$ at site $j$ corresponding to band $\alpha$ ($\hat{x}$ is the position operator).

The second term in Eq. (14) describes a force $-F$ acting on all fermions in the BI. To understand its effect on the hole state of the Jordan-Wigner transformation. From the last section of many-body Zak phases can be applied to interacting bosons transformation and a phase factor
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combined Zak phase of hole excitations from all sectors can write it as

$$\phi_2 = - \frac{L}{a} \sum_{\beta \text{ occ.}} \phi^\beta_{\text{Zak}} + \phi^\alpha_{\text{Zak}} .$$

(15)

Here, we assumed for simplicity that hole bands are all separated by gaps, but the argument can be generalized.

The first term in Eq. (14) adds an additional geometric phase given by $\phi_1 = TF \sum_{\beta \text{ occ.}} X_{j,\beta}$. To calculate this term, we make use of a well-known theorem by King-Smith and Vanderbilt [45] which relates the Wannier center $X_{j,\beta}$ to the Zak phase:

$$X_{j,\beta} = \langle \psi_j^\beta | \hat{x} | \psi_j^\beta \rangle = \frac{a}{2\pi} \phi^\beta_{\text{Zak}} .$$

(16)

Using this expression we obtain

$$\phi_1 = \sum_{j} \sum_{\beta \text{ occ.}} \phi^\beta_{\text{Zak}} = \frac{L}{a} \sum_{\beta \text{ occ.}} \phi^\beta_{\text{Zak}} .$$

(17)

This term exactly cancels the first term in Eq. (15).

Combining our results, we conclude that the Zak phase of the hole $\phi^0_{\text{Zak}}(\alpha) = \phi_1 + \phi_2$ is given by

$$\phi^0_{\text{Zak}}(\alpha) = \phi^\alpha_{\text{Zak}} .$$

(18)

Therefore, the many-body Zak phase of the BI is related to the combined Zak phase of hole excitations from all sectors

$$\phi^\text{BI}_{\text{Zak}} = \sum_{\alpha \text{ occ.}} \phi^\alpha_{\text{Zak}}(\alpha) .$$

(19)

IV. DIMERIZED MOTT INSULATORS

In this section we show how the method for the detection of many-body Zak phases can be applied to interacting bosons in a one-dimensional (1D) lattice. In the hard-core limit the system is equivalent to noninteracting fermions by virtue of the Jordan-Wigner transformation. From the last section we know that in this limit the Zak phase of quasiparticle excitations is directly related to the many-body Zak phase of the ground state. Here, we study dimerized Mott insulators (MIs) which are generic examples for states with nontrivial many-body Zak phases [53,71,72].

In the calculations we include a mobile impurity interacting with the host many-body system. It binds to a quasiparticle excitation and forms a TP [see Fig. 4(a)]. By exact numerical simulations we demonstrate that the Zak phase of the TP is a direct measure for the many-body Zak phase of the MI.

A. Model

We consider the 1D superlattice Bose-Hubbard model described by the following Hamiltonian:

$$\hat{H}_B = - \sum_j \left( t_{1j} \hat{b}^\dagger_{j+1} \hat{b}_{j} + t_{2j} \hat{b}^\dagger_{j} \hat{b}_{j+1} + \text{H.c.} \right) + \frac{\Delta}{2} \sum_j (-1)^j \hat{b}^\dagger_j \hat{b}_j + \frac{U}{2} \sum_j \hat{b}^\dagger_j \hat{b}_j \hat{b}^\dagger_j \hat{b}_j - 1 .$$

(20)

Here, $t_{1,2}$ denote alternating hopping amplitudes, $\Delta$ is the strength of a staggered potential, and $U$ is the interaction energy of two bosons (annihilation operator $\hat{b}_j$ occupying the same lattice site.

We calculated the phase diagram of the model (20) at half-filling using lowest-order perturbation theory in Fig. 4(b). It consists of a gapless superfluid phase for small $U$, $\Delta$, or $|t_1 - t_2|$ and a gapped Mott insulating phase (MI) otherwise. This system has recently been implemented experimentally using ultracold atoms [65], and its phase diagram was studied more accurately by numerical density matrix renormalization group (DMRG) simulations [68].

In the MI phase the ground state of Eq. (20) realizes a many-body topological Thouless pump [65–68]. Changing the model parameters adiabatically in such a way that the superfluid phase is encircled leads to a quantized current.

FIG. 4. We consider a 1D model of interacting bosons in a superlattice potential at half-filling, solid red in (a). For large enough $|\Delta|$ and $|t_1 - t_2|$, a gapped Mott insulating (MI) phase is realized, while for small $|\Delta|$ or $|t_1 - t_2|$ the system is superfluid (SF) [see (b)]. By adiabatically changing $\Delta$ as well as $t_1$ and $t_2$ along a loop within the MI phase [parametrization $\varphi$, solid blue in (b)] a topological Thouless pump can be realized [68] which is characterized by a many-body Chern number. To measure this Chern number directly we couple a hole excitation of the MI to a two-component impurity in a conventional lattice, with lattice constant 2a (indicated by blue and green lines for the two different spin states). This leads to the formation of a topological polaron (TP). Then, using a combination of Ramsey interferometry and Bloch oscillations of the impurity (driven by gradient potentials $V_{\text{pot}} = \pm F x$), the Zak phase of the TP can be measured. As indicated by arrows in (b), the winding of the Zak phase over parameter space yields the many-body Chern number. The perturbative results in (b) are given in units of min ($t_1$, $t_2$).
Trajectories through parameter space of this type can be described by the angle $\varphi$ as shown in Fig. 4(b). The current is directly proportional to the winding of the many-body Zak phase [73], which defines the integer Chern number

$$C = \frac{1}{2\pi} \int_0^{2\pi} d\varphi \, \partial_\varphi \phi_{Zak}(\varphi).$$

(21)

When the system is inversion symmetric, realized for either $\Delta = 0$ or $t_1 = t_2$ in Eq. (20), the MI phase comes in two different symmetry-protected topological phases [53,74]. They can be distinguished by the quantized value of the many-body Zak phase $\phi_{Zak} = 0, \pi$ as will be explained in detail in Sec. IV F below.

Now, we introduce two-component impurities (annihilation operators $\hat{c}_{j,\sigma}$) which will be coupled to hole excitations of the MI. We place them into a long lattice with period $2a$ (see Fig. 4). Their dynamics is described by

$$\hat{H}_t = -J \sum_{j,\sigma} (\hat{c}_{j,\sigma}^\dagger \hat{c}_{j+1,\sigma} + \text{H.c.}) - F \sum_{j,\tau,\sigma} 2a j \hat{c}_{j,\tau,\sigma}^\dagger \sigma_{\tau,\sigma} \hat{c}_{j,\tau,\sigma},$$

(22)

where $J$ labels the unit cells and $\sigma, \tau = \uparrow, \downarrow$ are pseudospin indices. $J$ is the tunneling rate of the impurities in the long lattice. We also included external forces $\pm F$ acting differently on the two components. In experiments this could be realized by magnetic field gradients when the pseudospin components are realized by hyperfine states [4]. The case when the impurity lattice is replaced by a continuous model can be discussed, e.g., using the strong-coupling approximation of Ref. [33].

To achieve strong coupling between the impurity and the hole excitation we consider repulsive interactions between the impurity and the host bosons, which we describe by

$$\hat{H}_{\text{int}} = V \sum_{j,\sigma} \hat{c}_{j,\sigma}^\dagger \hat{c}_{j,\sigma} (\hat{b}_{j+1}^\dagger \hat{b}_{j+1} + \hat{b}_{j+1} \hat{b}_{j+1}^\dagger).$$

(23)

We take into account only the local interaction between an impurity at site $j$ and bosons in the two neighboring sites $i = j$ and $i = j + 1$ of the boson lattice [see Fig. 4(a)]. When the system is realized using ultracold atoms in optical lattices with contact interactions, these terms are most relevant because the overlaps of the corresponding Wannier orbitals are maximal in this case.

### B. Protocol

We start by describing the protocol for the measurement of the TP Zak phase in detail. The theoretical analysis follows in the subsequent sections. Here we discuss a specific situation relevant for ultracold atoms, but the basic ideas carry over to more general systems.

The first step consists of preparing the TP. If the impurity atoms ($\hat{c}_j$) are realized as long-lived electronic excited states of the ground-state bosons ($\hat{b}_j$), radio frequency pulses can be used to create a small concentration of TP wave packets with a given pseudospin (say $\uparrow$). We will assume that these TPs are initially at rest, i.e., their average momentum is $q = 0$. The experimental feasibility of a similar preparation scheme has been demonstrated [75]. Note, however, that exact momentum resolution is not a necessary requirement. Next, applying a Ramsey $\pi/2$ pulse leads to a coherent superposition of $\uparrow$ and $\downarrow$ TPs and the single-TP state is described by

$$|\Phi_{\text{TP}}(0)\rangle = (|\uparrow, q = 0\rangle + |\downarrow, 0\rangle)/\sqrt{2}.$$

(24)

Next, we apply a magnetic field gradient which realizes the linear, spin-dependent potential (force $\pm F$) in Eq. (22) when $\uparrow, \downarrow$ correspond to different hyperfine states with $n_F = \pm 1$ [4]. This drives Bloch oscillations of the TP, and we keep the force switched on for one Bloch period $T_0$. Meanwhile, each TP component crosses one Brillouin zone (BZ) and picks up a dynamical phase as well as a geometric Zak phase:

$$|\Phi_{\text{TP}}(T_0)\rangle = \frac{e^{i\phi_{\text{B}}}}{\sqrt{2}} (|\uparrow, -2\pi\rangle e^{i\phi_{\text{Zak}}} + |\downarrow, 2\pi\rangle e^{-i\phi_{\text{Zak}}}).$$

(25)

We note that this Zak phase $\phi_{\text{Zak}}$ is a true many-body Zak phase because the TP is a many-body excitation of the MI. A second $\pi/2$ Ramsey pulse can finally be used to read out the accumulated relative phase, i.e., $\Delta\phi = 2\phi_{\text{Zak}}$. Because each spin crossed the entire BZ, we obtain twice the many-body Zak phase of the TP, while the dynamical phases of both components cancel. Notice that this result is true also if we start from TPs with a broad distribution of quasimomenta $q$.

When the system is inversion symmetric, it is sufficient to move every pseudospin component across half the BZ. The dynamical phases of both components are equal due to the symmetry $\omega_{\text{TP}}(-k) = \omega_{\text{TP}}(k)$ of the TP dispersion relation. In this case it is important to start from a sharp distribution of TP quasimomenta around $q = 0$. The corresponding Ramsey signal equals the many-body Zak phase of the TP, $\Delta\phi = \phi_{\text{Zak}}$. In systems without inversion symmetry, spin-echo techniques as suggested in Ref. [24] can also be applied to improve the protocol.

So far, we have presented a measurement scheme for the many-body Zak phase $\phi_{\text{Zak}}$ of the TP. The calculations in the next section confirm that it allows to measure the many-body Zak phase $\phi_{\text{Zak}}$ of the host system. We will demonstrate that the inversion symmetry-protected many-body Zak phase [53] is equal to the TP Zak phase, which is also quantized by the inversion symmetry in this case. Moreover, the many-body Chern number $C$ characterizing the Thouless pump [see Eq. (21)] can be extracted from its TP counterpart $C_{\text{TP}}$. Here the Chern number of the TP is defined by the winding of its Zak phase

$$C_{\text{TP}} = \frac{1}{2\pi} \int_0^{2\pi} d\varphi \, \partial_\varphi \phi_{Zak,\text{TP}}(\varphi).$$

(26)

when the Hamiltonian is adiabatically changed, following the loop in parameter space described by the angle $\varphi$ in Fig. 4(b).

For the protocol to work, the TP should be close to the strong-coupling regime. As discussed in Ref. [33], this allows to describe the TP using a product wave function

$$|\Phi_{\text{TP}}(q, \sigma)\rangle \approx |\Phi_{\text{B}}(q)\rangle \otimes |\psi_\varphi(\sigma)\rangle,$$

(27)

where the impurity follows the motion of the hole adiabatically. Here, $|\Phi_{\text{B}}(q)\rangle$ denotes the wave function of a hole excitation at quasimomentum $q$ while $|\psi_\varphi\rangle$ describes the wave function of the impurity bound to the hole. If the strong-coupling wave function (27) applies, where $|\psi_\varphi\rangle$ is independent of $q$, it follows that the TP Zak phase is equivalent to the Zak phase of the hole (see Ref. [33] for further discussion).
Being in the strong-coupling regime requires the impurity to be sufficiently mobile \( J \gg t_{1,2} \) [see also Eq. (35) below]. The impurity-boson interaction \( V \) has to be sufficiently small not to open the bulk gap of the MI because this could destroy the topological phase completely around the impurity. On the other hand, \( V \) has to be sufficiently large to bind the impurity to the hole. Specific conditions for the model under consideration are discussed below [see discussion around Eq. (35)].

C. Polaron transformation

A powerful tool developed for the description of polarons in polarizable crystals is the Lee-Low-Pines (LLP) unitary transformation [76]. It makes use of translational invariance and explicitly yields the total momentum \( q \) as a conserved quantum number. The basic idea is to translate the entire Bose system by the impurity position

\[
\hat{U} = e^{i\delta}, \quad S = \sum_j 2ja\hat{c}_j^\dagger \hat{c}_j \int_{BZ} dk \sum_{\alpha=1,2} \hat{b}_{k,\alpha}^\dagger \hat{b}_{k,\alpha} \cdot \tag{28}
\]

Here, \( \alpha = 1, 2 \) is a band index and \( \hat{b}_{k,\alpha} \) denotes the \( k \)th Fourier component of the boson operators \( \hat{b}_{j,\alpha} (\alpha = 1) \) and \( \hat{b}_{j+1,\alpha} (\alpha = 0) \), respectively. For simplicity, we suppress the spin label of the impurity from now on.

To calculate the Zak phase of TPs in our model, we apply the LLP transformation. To this end, we simplify the impurity Hamiltonian first \( \hat{H}_I = -2J \int_{BZ} dq \cos(q - \omega_B) \hat{c}_q^\dagger \hat{c}_q \). Here, we introduced the Bloch oscillation frequency \( \omega_B = 2aF \) and eliminated the linear potential by performing a time-dependent gauge transformation. This is a standard trick to describe Bloch oscillations in finite systems with periodic boundary conditions. Note that this is also equivalent to imposing twisted boundary conditions [43] for the impurity, with a time-dependent twist angle given by \( \vartheta = \omega_B t \).

Applying the LLP transformation \( \hat{U} \) to the full Hamiltonian \( \hat{H} = \hat{H}_I + \hat{H}_B + \hat{H}_{IB} \) with exactly one impurity yields

\[
\tilde{H} = \hat{U} \hat{H} \hat{U}^\dagger = \int_{BZ} dq \hat{c}_q^\dagger \hat{c}_q [\hat{H}_B + V(\hat{b}_0^\dagger \hat{b}_0 + \hat{b}_1^\dagger \hat{b}_1)] - 2J \cos(q - \omega_B t - \tilde{H}_I) =: \int_{BZ} dq \hat{c}_q^\dagger \hat{c}_q H_q(t). \tag{29}
\]

This Hamiltonian is block diagonal in the total system momentum \( q \), which can be changed in time by the driving force \( F \). The ground state of \( \tilde{H} \) is the TP state \( \Phi_{\overline{TP}}(q) \). Its energy \( \omega_{\overline{TP}}(q) \) yields the TP dispersion relation, and the gap to the first excited state \( \Delta_{\overline{TP}}(q) \) can be used as a measure for the TP binding energy.

The Zak phase of the TP can be easily calculated in the LLP frame by adiabatically changing the total momentum \( q \):

\[
\phi_{\overline{TP}} = \int_{BZ} dq \langle \Phi_{\overline{TP}}(q) | i\partial_q | \Phi_{\overline{TP}}(q) \rangle. \tag{30}
\]

To avoid issues related to the freedom in choosing the global phase of \( \langle \Phi_{\overline{TP}}(q) \rangle \) in the numerics we use a gauge-invariant discrete expression for the Berry phase (see, e.g., Ref. [77]).

Equation (30) for the TP Zak phase after application of the LLP transformation is manifestly gauge invariant. Unlike in the case of the many-body Zak phase of the MI the definition of the unit cell is fixed by the position of the impurity lattice. Hence, the scheme does not suffer from fluctuations \( \delta V \) of the overall potential \( V = -F \delta \sphericalangle \chi_t + \delta V \) acting on the impurity (at position \( \chi_t \)), which needed to be overcome in previous Zak phase measurements with a Bose-Einstein condensate [4].

D. Numerical results

In Fig. 5(a) we show the results obtained from exact diagonalization (ED) of \( \hat{H}_B \) for realistic model parameters. We find that the TP Zak phase qualitatively follows the many-body Zak phase of the bulk as we change model parameters. Importantly, the windings of both quantities over the Thouless pump cycle (i.e., the corresponding Chern numbers) coincide,

\[
C_{\overline{TP}} = C. \tag{31}
\]

In Fig. 5(b) we compare the TP gap and find that it is of the same order as the bulk gap of the MI. This is an important requirement to guarantee adiabaticity throughout an experiment. A simple perturbative analysis yields reasonable results, but we find large deviations when the bulk gap is too small. This is not surprising because in the perturbative analysis we did not take into account particle-hole fluctuations in the MI phase.

In Fig. 6(a) we show what happens in the case when the TP is not in the strong-coupling regime. We have chosen a much smaller hopping \( J = 0.2 \min(t_{1,2}) \). In this case the TP Zak phase does not wind when \( \phi \) is changed around the pumping cycle, unlike the many-body Zak phase of the MI. A more detailed discussion will be provided below, but essentially the impurity is not light enough to follow the hole excitation adiabatically.

In Fig. 6(b) we investigate the interaction dependence of the TP Zak phase at inversion-invariant points \( \Delta = 0 \). We observe that in the MI regime the TP Zak phase correctly reflects the bulk topological invariant \( \phi_{\overline{TP}} = \pi \). On the superfluid side, on the other hand (we estimated the transition perturbatively), particle-hole fluctuations destroy the TP. The

FIG. 5. Numerical results from ED of (29) along the Thouless pump cycle parametrized by \( \phi \). (a) Many-body Zak phases of the bulk (solid) for five bosons and the TP (dashed) for four bosons. For comparison, the perturbative result for the TP is shown (dotted). Insets show the effective single-hole models. (b) Gaps of the many-body ground states, with same notations as in (a). We simulated 10 sites and used \( U = 20, V = 10, J = 2 \) and a radius \( \sqrt{\ell_2^2 - t_1^2} + \Delta^2 = 5 \) for the Thouless pump cycle shown in Fig. 4(b), all in units of \( \min(t_{1,2}) \).
E. Single-hole approximation

To get a better understanding of the numerical results presented above, we will now restrict ourselves to only a single-hole excitation of the MI. This is justified as long as no particle-hole pairs can be created in the vicinity of the mobile impurity. Furthermore, we use a lowest-order cell strong-coupling perturbative expansion technique [78,79] to describe the MI. Albeit simple, this method yields good results for the symmetry-protected version of our model [53]. The key idea is to choose unit cells coupled by the smaller of the two couplings (chosen to be \( t_2 \) here), and start by solving the single-particle problem of one boson occupying each unit cell. The coupling \( t_2 \) can then be treated perturbatively. Using this technique we calculated the phase diagram and polarization vectors in Fig. 4(b).

Using the same technique, we obtain the following effective Hamiltonian describing the dynamics of holes in the MI:

\[
\hat{H}_H \approx -\hbar \sum_j (\hat{d}_j \hat{\dagger}_j + \text{H.c.}), \quad \hbar = \frac{t_1 t_2}{\sqrt{4t_1^2 + \Delta^2}}. \tag{32}
\]

Here, \( \hat{d}_j \) annihilates a hole in unit cell \( j \). To describe the binding to the impurity, we apply the LLP transformation to the simplified hole Hamiltonian (32). For a defect-free MI the total momentum vanishes, \( \hat{P}_h|\text{MI}\rangle = 0 \), and we may write \( \hat{P}_h = \int d\vec{k} \hat{d}_\vec{k} \hat{\dagger}_\vec{k} \) in the subspace of small hole density.

When only a single hole is considered, we obtain the kinetic hole Hamiltonian after applying the LLP transformation

\[
\hat{H}_{q,\text{kin}} = -\sum_j \Omega_q \hat{d}_{j+1} \hat{d}_j + \text{H.c.}, \tag{33}
\]

where the effective nearest-neighbor hopping is given by

\[
\Omega_q = \hbar + J e^{i(q-n_q)} \tag{34}
\]

The second term is a manifestation of the impurity kinetic energy in the LLP frame. The potential energy term will be included below.

To measure the Zak phase of the TP, a constant force \( F \) is applied to the impurity for one Bloch cycle. In the LLP frame this gives rise to a force acting on the hole: As can be seen from Eq. (34) the complex phase of the hole hopping \( \arg \Omega_q \) changes in time. This corresponds to an artificial electric field which can give rise to the nontrivial Zak phase of the TP. Nontrivial Zak phases are only possible, however, if the complex phase of \( \Omega_q \) changes adiabatically from 0 to \( 2\pi \) in one Bloch cycle, corresponding to a full twist of boundary conditions for the hole in the LLP frame. We thus require

\[
t_h < J \quad (\text{mobile impurity}), \tag{35}
\]

i.e., the TP has to be in the strong-coupling regime. For \( t_h > J \) the impurity will be called quasistatic. In this case the heavy impurity can not follow the dynamics of the hole and it is thus not possible to map out the underlying topology of the MI.

To include the effect of boson-impurity interactions \( V \) in the perturbative theory, we distinguish between a trivial case, when the hopping \( t_2 \) between interacting lattice sites \( i \) is \( 0, 1 \) in Eq. (29) is the larger one \( (t_2 > t_1) \), and a nontrivial case when it is the smaller one \( (t_2 < t_1) \). In the trivial case, the effective hole potential reads as

\[
\hat{H}_q^{\text{pot}} = -V \hat{n}_0, \tag{36}
\]

where \( \hat{n}_j = \hat{d}_j \hat{\dagger}_j \) denotes the hole density in unit cell \( j \). In the nontrivial case in contrast, the hole at both \( j = 0, 1 \) is affected by the potential

\[
\hat{H}_q^{\text{pot}} = -V_0 \hat{n}_0 - V_1 \hat{n}_1. \tag{37}
\]

These effective hole potentials are depicted in the inset of Fig. 5(a). To zeroth order in \( t_2 \), they are given by

\[
V_{0,1} = \frac{V}{2} \left( 1 \pm 2\sqrt{4t_1^2 + \Delta^2} \right). \tag{38}
\]

This perturbative result is valid for \( V \ll \sqrt{4t_1^2 + \Delta^2} \).

Using perturbation theory in the effective hole hopping \( \Omega_q \), we can calculate the polarization in the ground state of \( \hat{H}_q^{\text{pot}} + \hat{H}_q^{\text{kin}} \). The hole is bound to the impurity which is localized in the center of the LLP frame. In the nontrivial case (37) the bound-state wave function is polarized due to the different potentials \( V_0 \neq V_1 \) acting on neighboring sites [see inset of Fig. 5(a)]. On the other hand, in the trivial case the ground-state wave function is symmetric around the origin and the TP ground state is unpolarized.

The polarization of the hole wave function in the LLP frame gives rise to a geometric phase, the TP Zak phase, when the force \( F \) is applied. We calculated this geometric phase using the perturbative TP wave function and compare with exact numerics in Fig. 5(a). The simple perturbative analysis yields reasonable results for the Zak phases and predicts the correct winding as \( \varphi \) changes continuously from 0 to \( 2\pi \).
F. Symmetry-protected topological order

In Ref. [53] it was pointed out that the half-filled superlat-
tice Bose-Hubbard model supports an (inversion-) symmet-
ry-protected topological phase: For $\Delta = 0$ the many-body Zak
phase can only have two quantized values,
\[ \phi_{Zak} = 0, \pi. \]  
(39)

This quantization is a direct consequence of the inversion
symmetry: If $\hat{\mathcal{H}}(\vartheta)$ denotes the Hamiltonian for twisted
boundary conditions with twist angle $\vartheta$, then
\[ \hat{I} \hat{\mathcal{H}}(\vartheta) \hat{I} = \mathcal{H}(\vartheta), \]  
(40)

where $\hat{I}$ is the inversion operator. Hence, we obtain for the
nondegenerate ground state that $|\psi(-\vartheta)\rangle = e^{i\phi_{Zak}}|\psi(\vartheta)\rangle$, for a
real function $\chi_\vartheta$. Using this result it follows for the Berry
connection $A(\vartheta) = \langle \psi(\vartheta)||\partial_\vartheta|\psi(\vartheta)\rangle$
\[ A(-\vartheta) = -A(\vartheta) + \partial_\vartheta \chi_\vartheta. \]  
(41)

Therefore, we get $\phi_{Zak} = \chi_\vartheta - \chi_0 \in [0, \pi]$. In the last step we
used that $\hat{I}|\psi(q)\rangle = \pm |\psi(q)\rangle$ for $q = 0, \pi$ such that $e^{i\phi_{Zak}} = \pm 1$
devalues the eigenvalue of the inversion operator at $q = 0, \pi$, respectively.

The quantized Zak phase (39) allows to distinguish the
two possible dimerizations of the MI [see Fig. 2(a)]. This
becomes clear from an explicit calculation of the many-body
Zak phase. To this end, we consider the trivial limit where one
of the hopping elements is zero, $t_2 = 0$ say. Here, the ground
state is a product state with one boson per dimer. Introducing
modified (say from site $i = 1$ to $i = L$) becomes $t_1 e^{i\vartheta}$. The
dimer Hamiltonian for the boson corresponding to this bond
now reads as $-t_1 e^{i\vartheta} \hat{b}_L^\dagger \hat{b}_1 + \text{H.c.}$ and its ground state is
\[ |\psi_0(\vartheta)\rangle = (\hat{b}_1^\dagger + e^{i\vartheta} \hat{b}_L^\dagger)|0\rangle. \]  
(42)

Because this is the only dimer appearing in the product state
which depends on $\vartheta$, we obtain the many-body Zak phase
$\phi_{Zak} = \pi$. If, on the other hand, the second dimer configuration
is realized where $t_1 = 0$ and $t_2 > 0$, the twisted boundary conditions have no effect at all (because $t_1 e^{i\vartheta} = 0 \times e^{i\vartheta} = 0$) and thus $\phi_{Zak} = 0$.

Because the setup including the impurity is inversion sym-
metric for $\Delta = 0$, the same arguments as above apply and it follows that the TP Zak phase is quantized as well:
\[ \phi_{Zak}^{TP} = 0, \pi. \]  
(43)

This explains why TP and bulk Zak phases at $\Delta = 0$ (i.e.,
$\varphi = 0, \pi$) in Fig. 5(a) are strictly quantized. The simple calcu-
lations based on the single-hole approximation (see Sec. IV E)
demonstrate again that the TP determines the dimerization pattern of the MI. We conclude that the protocol can be used to
detect symmetry-protected topological invariants, as long as
the system is in the MI phase [see Fig. 6(b)].

V. OTHER SYSTEMS WITH TOPOLOGICAL ORDER

Now, we turn our attention to more general many-body
systems in one dimension which have (symmetry-protected)
topological order [see Fig. 2(b)]. We start by considering
exactly solvable toy models for which we demonstrate that
their many-body Zak phases can be measured by the use of topological polarons. Specifically, we discuss topological superconductors supporting Majorana edge states (Sec. VA) and antiferromagnetic chains of spin $S = \frac{1}{2}$ and 1 particles (Sec. VB). Away from the analytically tractable points of these models we use exact numerical diagonalization to cal-
culate the properties of topological polarons.

The goal of this section is to demonstrate that the topo-
logical polaron concept can be used to detect the topological
order in generic one-dimensional systems. The development
of realistic schemes to implement the topological polarons experimentally will be devoted to future work.

A. Topological superconductors

Read and Green [59] have shown that fully gapped $p_x -
ip_y$ spin-polarized superconducting states can be constructed
in two dimensions which are characterized by a nonzero
Chern number of their Bogoliubov quasiparticle excitations.
Following Ref. [33] this Chern number of the Bogoliubov
quasiparticles could be measured by coupling them to mobile
impurities serving as coherent probes of the many-body sys-

Here, we consider a simpler scenario and study $p$-wave
superconductors in one dimension. Kitaev [61] has general-
ized Read and Green’s scenario to one-dimensional chains and
predicted a topological phase transition from a trivial strong-pairing phase to a nontrivial weak-pairing phase. His second
prediction that isolated Majorana fermions are localized at
the edges of the chain in the weak-coupling phase has raised
considerable interest because of their potential importance
for robust quantum information processing. Following theoretical proposals [80–82], first experimental signatures for Majorana
fermions have been found in different systems [83,84]. How-
ever, an unambiguous proof of the topological nature of these
systems is still lacking.

1. Kitaev chain, its excitations, and their many-body Zak phase

The Kitaev model [61] describes a chain of fermions $\hat{a}_j$ by
the following BCS mean-field Hamiltonian:
\[ \hat{\mathcal{H}} = \sum_j \left[ -w (\hat{a}_j^\dagger \hat{a}_{j+1} + \hat{a}_{j+1}^\dagger \hat{a}_j) - \mu (\hat{a}_j^\dagger \hat{a}_j - 1/2) + \Delta \hat{a}_j \hat{a}_{j+1}^\dagger + \Delta^* \hat{a}_{j+1}^\dagger \hat{a}_j \right]. \]  
(44)

Assuming periodic boundary conditions, the Hamiltonian (44)
can be solved by a Bogoliubov transformation. As a result, one obtains
$\hat{\mathcal{H}} = -\sum \hat{b}_k^\dagger \hat{b}_k \text{e}^{ik\varphi}$ where $\text{e}^{ik\varphi} = \{(2w \cos k + \mu)^2 + 4|\Delta|^2 \sin^2 k\}^{1/2}$ [61].
The new fermions $\hat{b}_k = u_k \hat{a}_{-k} + v_k \hat{a}_k$ in momentum space are related to the original fermions $\hat{a}_k$ and $\hat{a}_{-k}$
by a Bogoliubov transformation. In terms of the new fermions
$\hat{b}_k$ the ground state of the Kitaev chain $|\psi_K\rangle = \prod \hat{b}_k^\dagger |0\rangle$ corresponds to a band insulator (see Sec. III).

The topological order of the Kitaev chain is determined by the Bloch vector $[\mu(k) = (u_k, v_k)^T$ which appears in the
Bogoliubov transformation. It is an eigenvector of the Hamilton-
ian $\hat{h}_k = [2w \cos k + \mu] \sigma_z + \Delta \sin k \sigma_y$, where we as-
sumed that $\Delta$ is real. Because of its particle-hole symmetry,
\( \phi_{Zak}^{K} = \int_{BZ} d k \langle u(k)|i\partial_k|a(k)\rangle = 0, \pi. \)

An alternative classification of the two resulting topological phases was introduced by Kitaev \[61\], who introduced the number of unpaired Majorana fermions in a system with open boundaries as a topological invariant. It was shown explicitly in Ref. \[85\] that the two definitions are equivalent.

The Bogoliubov quasiparticle excitations of the Kitaev chain correspond to hole excitation of the new fermions \( \tilde{b}_k \):

\[
|\Phi_B(k)\rangle = \hat{\tilde{b}}_k |\psi_K\rangle. \tag{46}
\]

From the discussion of band insulators in Sec. III it follows that their Zak phase is identical to the Zak phase of the Kitaev chain \( \phi_{Zak}^{B} = \phi_{Zak}^{K} \).

2. Topological polarons in the Kitaev chain

To bind a mobile impurity to a quasiparticle excitation in the Kitaev chain and form a TP, an adequate interaction between the impurity and the underlying fermions has to be realized. A natural choice would be a simple point interaction, which allows to discard the pairing terms \( V \) in the absence of the force \[see Fig. 7(b)\]. In the ground state for \( V \gg J \) the impurity is localized on the link between sites \( j = 0 \) and \( 1 \) and forms a dimer, i.e., (an immobile) TP is formed, described by the wave function

\[
|\Phi_{TP}\rangle = \frac{1}{\sqrt{2}} (|\tilde{c}_0^\dagger + \tilde{c}_1^\dagger\rangle |0\rangle \otimes \tilde{a}_0^\dagger |\psi_{SC}\rangle. \tag{51}
\]

In the topologically trivial phase, Majorana fermions belonging to neighboring fermions are paired \( \hat{\tilde{H}}_{K} = 2w \sum \tilde{a}_j^\dagger \tilde{a}_j \) with

\[
\tilde{c}_j = \frac{1}{2}(\tilde{a}_j + i\tilde{b}_j), \quad \tilde{c}_j^\dagger = \frac{1}{2}(\tilde{a}_j^\dagger - i\tilde{b}_j^\dagger). \tag{48}
\]

The superconductor ground state is the vacuum of these new fermions \( \tilde{a}_j |\psi_{SC}\rangle = 0 \).

To construct TPs we consider a two-component mobile impurity \( \hat{\tilde{c}}_{j,\sigma} \) described by the Hamiltonian \( \hat{\tilde{H}}_{I} \) in Eq. (22). It can tunnel between neighboring sites of a lattice (hopping amplitude \( J \)) which has the same orientation as the Kitaev chain (44). To measure the TP Zak phase interferometrically, a force is included which has opposite signs for the two internal states \( \sigma = \uparrow, \downarrow \) of the impurity.
the impurity hopping all together and obtain the lowest-order ground states [see Fig. 7(b)]

$$|\Phi_{TP}(j)\rangle = \hat{c}_j^\dagger |0\rangle \otimes \frac{1}{\sqrt{2}} (\hat{a}_{j-1} - \sqrt{2} \hat{a}_j + \hat{a}_{j+1}) |\psi_{BI}\rangle.$$  \hspace{1cm} (54)

We include small $J \ll V$ by using degenerate perturbation theory and obtain the following effective TP Hamiltonian:

$$\hat{H}_{TP}^{\text{eff}} = \frac{J}{\sqrt{2}} \sum_j |\Phi_{TP}(j+1)\rangle \langle \Phi_{TP}(j)| + \text{H.c.}$$  \hspace{1cm} (55)

When the weak force $F$ acting on the impurity is switched on for one Bloch period, the TP picks up the Zak phase. Because (55) describes a pure nearest-neighbor hopping Hamiltonian, the TP Zak phase is trivial $\phi_{Zak}^{TP} = 0$. It coincides with the Zak phase of the Bogoliubov quasiparticle $\phi_{Zak} = 0$.

In summary, we have shown for Kitaev chains with immobile Bogoliubov quasiparticles that TPs can be formed whose Zak phase allows a direct measurement of the quasiparticle topology

$$\phi_{Zak}^{TP} = \phi_{Zak}^K.$$  \hspace{1cm} (56)

This represents a direct probe of the topological order in the system. Because the TP Zak phase is quantized [see Eq. (52)], the result also holds more generally even when the quasiparticles become mobile or the couplings in the Hamiltonian are changed, as long as the system does not undergo a phase transition. We demonstrate this now by exact numerical calculations.

### 3. Numerical simulations

In Fig. 8 we show the TP band structure, calculated for the impurity-fermion interaction $\hat{H}_{IF}$ defined in Eq. (33). We used the same numerical techniques as presented in Sec. IV C and extracted the Zak phase of the interacting mobile impurity.

Results for $L = 10$ are shown, but similar results are found for odd chain lengths.

The lowest band corresponds to an unbound impurity propagating through the ground state of the Kitaev chain, with a bandwidth of $4J$. The Zak phase is trivial in this case, $\phi_{Zak} = 0$, independent of the parameters for the Kitaev chain. The first excited state has one Bogoliubov excitation, and hence a different fermion number parity

$$\hat{\rho} = \sum_j \hat{c}_j^\dagger \hat{c}_j \mod 2$$  \hspace{1cm} (57)

from the ground state. Therefore, the first band is stable and can not decay into the ground state without violating parity conservation. For every total conserved momentum $k$ there are $L/a$ states, corresponding to the number of quasiparticle positions for a given impurity configuration. The lowest of these states corresponds to the TP bound state which we are interested in. It is protected by a gap of order $\sim V$ from the remaining $L/a - 1$ states in the scattering continuum.

In Fig. 8(a) the topologically nontrivial case discussed in the text is shown. As expected for $w = \Delta > 0$ and $\mu = 0$, we find a flat band corresponding to a localized TP, with a nontrivial Zak phase $\phi_{Zak} = \pi$. In Fig. 8(b) we included a finite chemical potential, such that the Bogoliubov quasiparticles become dispersive. As a result also the TP band has a finite dispersion, while its topological properties remain unchanged. In Fig. 8(c) the topologically trivial case is shown. Although the Bogoliubov quasiparticles are localized in this case, the TP is dispersive as predicted in Eq. (55). Its Zak phase is trivial, $\phi_{Zak}^{TP} = 0$, and provides a direct measure of the topology in the Kitaev chain.

### B. Spin chains with topological order

Now, we turn our attention to gapped antiferromagnetic (AFM) spin chains in one dimension. Haldane conjectured
that the ground state of the integer spin \(S = 1, 2, \ldots\), Heisenberg model is gapped [57]. For the simplest case \(S = 1\), degenerate edge states were found on the ends of systems with open boundary conditions [88], each corresponding to a spin \(\frac{1}{2}\). These provide a clear signature for the existence of topological order in this model. Indeed the Haldane \(S = 1\) phase can be distinguished from other \(S = 1\) phases without degenerate edge states by a nonlocal string order parameter [89–91]. Here, instead, we use twisted periodic boundary conditions to quantify and detect the topological order of gapped spin models.

Important insight in the topological order of AFM spin chains can be obtained by employing the valence bond picture. It is based on the observation that the ground state of two antiferromagnetically coupled spin-\(\frac{1}{2}\) particles

\[
\hat{H} = J \left( \hat{S}_i^z \hat{S}_j^z + \hat{S}_i^+ \hat{S}_j^- + \hat{S}_i^- \hat{S}_j^+ \right),
\]

(58)

with an arbitrary phase \(\theta\), is a singlet state

\[
|\text{VB}(\theta)\rangle = \left( |\uparrow \downarrow\rangle - e^{i\theta} |\downarrow \uparrow\rangle \right)/\sqrt{2}
\]

(59)

also referred to as a valence bond (VB) state.

Like the atomic dimer states discussed above [see Eq. (42)], the VB state has a nontrivial Berry (or Zak) phase

\[
\beta_{\text{Zak}} = \int_0^{2\pi} d\theta \langle \text{VB}(\theta) | i \partial_\theta | \text{VB}(\theta) \rangle = \pi
\]

(60)

when \(\theta\) is varied adiabatically by \(2\pi\). Hatsugai [62,63] has shown that in this case the Zak phase is quantized, e.g., by time-reversal symmetry and he suggested that it can be used as a local topological order parameter for gapped spin chains. Similar to the cases of topological superconductors and dimerized Mott insulators discussed previously, topologically inequivalent states differ by their VB patterns [see illustration in Fig. 2(a)]. Different patterns reflect themselves in the pattern of local Berry phases [62]. An equivalent theory based on twisted periodic boundary conditions is summarized in Appendix B.

One of the simplest spin models with topological order is the VB solid constructed by Majumdar and Gosh [56,92]. They provided an exact solution, in terms of VB states, of an AFM spin-\(\frac{1}{2}\) model and the AFM \(S = 1\) Heisenberg model are in the same topological class [42]. The AKLT model is briefly discussed in Appendix C.

**Majumdar-Gosh model**

The Majumdar-Gosh model [56] is defined by the following AFM spin-\(\frac{1}{2}\) Hamiltonian:

\[
\hat{H}_{\text{MG}} = \frac{J}{2} \sum_{j=1}^{N} \hat{S}_j \cdot \hat{S}_{j+1} + \frac{t}{4} \sum_{j=1}^{N} \hat{S}_j \cdot \hat{S}_{j+2}
\]

(61)

with periodic boundary conditions (we assume \(N\) is even for now). In its ground state every three subsequent spins couple to the minimum possible total spin \(\hat{S}_j := (\hat{S}_j + \hat{S}_{j+1} + \hat{S}_{j+2})^2 = 3/4\). Majumdar has shown that there exist exactly two VB configurations with this property, which are separated by a finite gap from all other eigenstates [92]. In the first case, \(\hat{S}_{2l}\) and \(\hat{S}_{2l-1}\) form a VB for all \(l = 1, \ldots, N/2\), whereas in the second case \(\hat{S}_{2l}\) and \(\hat{S}_{2l+1}\) are paired in a VB state. That is, the two states correspond to different VB configurations as illustrated in Fig. 2(a). They are topologically distinct and give rise to different spin-Zak phases \(\beta_{\text{Zak}}^a = 0\) and \(\beta_{\text{Zak}}^b = \pi\) (see definition in Appendix B), quantized by the inversion symmetry in this case.

**Topological excitations.** To investigate the topological order in the Majumdar-Gosh model, we consider its topological excitations which correspond to domain walls between two different VB configurations (see Fig. 9). The first type of quasiparticle \((a)\) is located between a bulk VB solid with \(\beta_{\text{Zak}}^a = 0\) to the left and \(\beta_{\text{Zak}}^b = \pi\) to the right. For the second type of quasiparticle \((b)\), the other way around, the VB solid to the left has \(\beta_{\text{Zak}}^a = \pi\) and the one to the right has \(\beta_{\text{Zak}}^b = 0\). Note that unlike the overall values of the spin-Zak phases, their differences are independent of the gauge choice and can be measured.

The spin-Zak phases of the two types of quasiparticle excitations differ by

\[
\beta_{\text{Zak}}^b - \beta_{\text{Zak}}^a = \pi
\]

(62)

and thus allow to distinguish between the two topologically inequivalent configurations. To show this, we note that one type of quasiparticle can be transformed into another by a global translation of the system by one lattice site. This changes the spin-Zak phase by \(\pi\), as a consequence of the (generalized) King-Smith and Vanderbilt theorem [45,93] stating that the polarization \(P\) in units of the lattice constant \(d\) is directly related to the Zak phase \(P = d \phi_{\text{Zak}} / 2\pi\). Formulated in terms of spins it reads as

\[
\sum_{j} j(S_{j}^z)/N = \phi_{\text{Zak}}/2\pi,
\]

(63)

as can be shown directly from Eq. (B4) in the Appendix. Using the same techniques as in Sec. III A it follows for a single spin \((S_{\text{tot}}^z = \frac{1}{2}\) in a Bloch band consisting of \(N\) states that \(\Delta \phi_{\text{Zak}} = \pi\) for a translation by half a unit cell.
b. Topological polarons. To construct TPs which allow a direct measurement of the quasiparticle spin-Zak phases, we consider an impurity hopping on a lattice with twice the period $a$ of the host spin system. Because the translational invariance is explicitly broken by the Majumdar-Gosh VB solid, this defines the true size of the unit cell of the system. Aside from the free impurity Hamiltonian $\hat{H}_I$ from Eq. (22) we consider an impurity-spin interaction allowing to bind the impurity to the topological excitation and form a TP. The basic strategy is to couple to the excess spin $\frac{1}{2}$ of the quasiparticle excitation (see Fig. 9).

Here, we construct an interaction Hamiltonian in the strong-coupling regime in which the quasiparticle tunneling (of the order $t$) is much smaller than the impurity energies, $t \ll J, V$. While this simplifies the analysis considerably and allows us to derive the TP ground state and its Zak phase perturbatively, it should be considered as a necessary requirement for realizing TPs in spin systems.

We consider the following coupling:

$$\hat{H}_{\text{IS}} = -V \sum_{j,\sigma} \hat{c}^\dagger_{j,\sigma} \hat{c}_{j,\sigma} \left[ \frac{1}{2} \hat{L}^2_{j-2} + \hat{L}^2_{j-1} + \frac{1}{2} \hat{L}^2_{j} \right],$$  

(64)

which commutes with the Majumdar-Gosh Hamiltonian, $[\hat{H}_{\text{IS}}, \hat{H}_{\text{MG}}] = 0$. For $V \gg J$ it binds the impurity to the topological defect as sketched in Fig. 9. Because $t \ll J$ we can treat the quasiparticle tunneling perturbatively and solve for the bound state of the impurity in the TP for a stationary topological excitation. For (a)-type quasiparticles, the resulting potential seen by the impurity leads to a tightly bound TP with a trivial Zak phase $\phi_{\text{Zak}}^{\text{TP,a}} = 0$ [see Fig. 9(a)]. The effective Hamiltonian which can be solved perturbatively becomes

$$\hat{H}_{\text{eff}} = \begin{pmatrix} \cdots & 0 & -J & 0 \\ -J & 0 & -V & -J \\ 0 & -V & 0 & -J \end{pmatrix},$$

(65)

in this case. For (b)-type quasiparticles, on the other hand, the impurity remains delocalized over the two lattice sites around the domain wall and thus the corresponding TP Zak phase is non-trivial, $\phi_{\text{Zak}}^{\text{TP,b}} = \pi$. The effective Hamiltonian which can be solved perturbatively becomes

$$\hat{H}_{\text{eff}} = \begin{pmatrix} \cdots & 0 & -J & 0 & 0 \\ -J & -V/2 & 0 & -J \\ 0 & -J & -V/2 & -J \\ 0 & 0 & -J & 0 \end{pmatrix},$$

(66)

in this case. As expected from Eq. (62) the difference of the two TP Zak phases is

$$\phi_{\text{Zak}}^{\text{TP,b}} - \phi_{\text{Zak}}^{\text{TP,a}} = \pi.$$  

(67)

VI. SUMMARY AND OUTLOOK

In summary, we discussed various gapped models of interacting particles in one dimension which have symmetry-protected topological order described by the many-body Zak phase. This includes band insulators, dimerized Mott insulators, topological superconductors, and antiferromagnetic spin chains. We introduced a scheme for the direct measurement of their many-body Zak phases, based on two key ideas. First, an identification of the many-body Zak phase of the bulk system with the Zak phase corresponding to elementary excitations. We established such relations for all the models mentioned above. Second, the binding of a mobile impurity to the elementary excitation, which serves as a coherent probe of the many-body system. In this step a new quasiparticle is formed, the topological polaron [33]. By applying different forces to the internal states of the impurity, Ramsey interferometry allows to measure the Zak phase of the topological polaron. We have shown by explicit calculations that the topological order of the host many-body system can be mapped out in this way. Notably, there is no need to realize twisted periodic boundary conditions experimentally, which are used as a theoretical tool to define many-body Zak phases in the first place.

As a concrete experimentally relevant example, we considered the 1D superlattice Bose-Hubbard model at half-filling. It has a dimerized Mott insulating phase with topological order characterized by the many-body Zak phase. The Hamiltonian has inversion symmetry, this many-body Zak phase constitutes a symmetry-protected topological invariant which is strictly quantized. We demonstrated that the many-body Chern number, characterizing a topological Thouless pump in the model [68], can also be measured using the interferometric scheme. This Thouless pump has recently been realized experimentally [65] (see also [69]), but the many-body Chern number was measured only indirectly through transport so far. The scheme discussed here offers a complementary perspective, based on the direct detection of the underlying geometric phases in the many-body wave function.

The method can be generalized to topological superconductors, whose Bogoliubov quasiparticle excitations are characterized by a nontrivial Bloch band topology. For the Kitaev chain, which is in the focus of current research because it hosts isolated Majorana edge states, we demonstrated that the topological Majorana number can be measured directly in the bulk of the system. Such measurements could provide an important step toward a complete understanding of current experiments searching for isolated Majorana edge states [83,84].

For the discussion of topological order in spin chains we introduced the spin-Zak phase as a generalization of Hatsugai’s local Berry phase [62] and explained its one-to-one relation to the many-body Zak phase. We showed that topological polarons can be used to detect the topological order of spin chains and gain insights into the pattern of valence bonds in the ground state. This work can be extended to the investigation of topological order in frustrated magnets and gapped quantum spin liquids using topological polarons.
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APPENDIX A: TOPOLOGICAL ZAK PHASE OF SHIBA STATES

In this Appendix we discuss Shiba states in a \( p \)-wave superconductor, obtained by assuming local contact interactions between the impurity and the host fermions. Instead of the interaction in Eq. (53) we consider

\[
\hat{H}_{IF} = V \sum_{j,\sigma} \hat{c}^\dagger_{j,\sigma} \hat{c}_{j+1,\sigma} \hat{a}_{j}^\dagger \hat{a}_{j}.
\]  

(A1)

In the topologically trivial phase, this interaction allows to bind quasiparticle excitations to the impurity [see Fig. 10(a)].

The resulting bound state is topologically trivial with the Zak phase \( \phi_{Zak}^{TP} = 0 \).

To understand the topologically nontrivial phase, we consider the limit \( \mu = 0 \) and \( w = \Delta > 0 \) as in the main text. In terms of the new fermions [see Eq. (48)], the interaction can be expressed as

\[
\hat{H}_{IF} = \frac{V}{2} \sum_{j,\sigma} \hat{c}^\dagger_{j,\sigma} \hat{c}_{j,\sigma} [1 - \hat{a}_{j}^\dagger \hat{a}_{j} - \hat{a}_{j-1}^\dagger \hat{a}_{j} + \hat{a}_{j-1} \hat{a}_{j} + \hat{a}_{j-1}^\dagger \hat{a}_{j}^\dagger].
\]  

(A2)

Let us consider a state with a single Bogoliubov quasiparticle excitation. In the limit where \( w \gg V, J \), where \( J \) is the nearest-neighbor impurity hopping, we can neglect the pairing terms in the second line. We remain with the first line, which corresponds to an impurity-induced hopping of the Bogoliubov quasiparticle. For \( V \gg J \) it is easy to see that this interaction leads to the formation of a topological polaron, where the quasiparticle is bound to the impurity.

As sketched in Fig. 10(c), the quasiparticle is delocalized over the two bonds neighboring the impurity in the resulting bound state. The approximate wave function in the limit \( w \gg V \gg J \) reads as

\[
|\Phi_{TP}(j)\rangle = \frac{1}{\sqrt{2}} (\hat{a}_{j}^\dagger \hat{a}_{j-1}^\dagger |\psi_K\rangle \otimes \hat{c}^\dagger_{j} |0\rangle).
\]  

(A3)

when the impurity is localized on site \( j \).

FIG. 10. (a) The TP wave function of an impurity (blue) bound to a Bogoliubov quasiparticle (gray) by point interactions is shown for a topologically trivial case. Black dots correspond to Majoranas, constructed from the original fermions (dashed circles). In (b) the corresponding band structure is shown, assuming impurity-fermion interactions as in Eq. (A1). The fermion parities of the eigenstates are color coded (red: \( P = 1 \), black: \( P = 0 \)), and the TP bound state of interest is marked by blue arrows. Parameters are \( w = \Delta = 0, \mu = 1 \) for \( V = \mu \) and \( J = 0.1 \mu \). In (c) the TP wave function is sketched for a topologically nontrivial case. The corresponding band structure is calculated in (d) for \( w = \Delta, \mu = 0 \) and \( V = w, J = 0.1 w \).
For $J = 0$ it is easy to show that this state has a trivial TP Zak phase $\phi_{\text{Zak}}^\text{TP} = 0$, even though the Bogoliubov quasiparticles are topologically nontrivial $\phi_{\text{Zak}} = \pi$. In contrast to the situation in Fig. 7(a), the quasiparticle is delocalized over two consecutive bonds. This nontrivial internal structure of the TP bound state makes it impossible for the impurity to distinguish between quasiparticles residing on the sites (topologically trivial case) and on the bonds (nontrivial case).

For $J > 0$ the TP acquires a dispersion, but as long as $J \ll w, V$ the band gap does not close. Therefore, the TP Zak phase does not change and remains trivial, $\phi_{\text{Zak}}^\text{TP} = 0$. We confirmed these predictions by exact numerical simulations shown in Figs. 10(b) and 10(d). Here, as in Fig. 8, there are two low-lying bands with different fermion parities $P$. One corresponds to an unbound impurity, whereas the second represents a TP bound state. Its Zak phase is always found to be trivial.

**APPENDIX B: TWISTED PERIODIC BOUNDARY CONDITIONS IN SPIN CHAINS AND MANY-BODY SPIN-ZAK PHASE**

In this Appendix we show how twisted periodic boundary conditions can be used to classify symmetry-protected topological order in gapped spin systems. We consider models in which the spin along one direction, say $\hat{S}_z$, is conserved, $[\hat{H}, \hat{S}_z] = 0$. This symmetry is equivalent to particle-number conservation, which we used in Sec. III A to construct twisted periodic boundary conditions for band insulators and interacting bosons/fermions.

1. Spin $\frac{1}{2}$

First consider a spin-$\frac{1}{2}$ chain, $S = \frac{1}{2}$, with a total number of spins $N$. When $\hat{S}_z$ is conserved we can express the many-body spin wave function $\psi_S(x_1, \ldots, x_M)$ describing the spin system in the $\hat{S}_z$ basis. Here, $x_j = 1, \ldots, N$ denote the coordinates of spin $\uparrow$ particles, where $j = 1, \ldots, M$ and $M = NS + S_z^{\text{tot}}$ is the number of $\uparrow$ spins. Twisted periodic boundary conditions are defined by imposing

$$
\psi_S(x_1, \ldots, x_j + N, \ldots, x_M) = e^{i\theta} \psi_S(x_1, \ldots, x_j, \ldots, x_M)
$$

(B1)

for all $j = 1, \ldots, M$ [see Eq. (5)].

When the twisted periodic boundary conditions are adiabatically changed from $\theta = 0$ to $2\pi$, the spin wave function $|\psi(S)\rangle$ picks up a geometric phase up to a gauge transformation $\hat{U}(\theta)$. For $\hat{U}(2\pi) = 1$ this gives rise to the following definition of the many-body spin-Zak phase:

$$
\phi_{\text{Zak}}^S = \int_0^{2\pi} d\theta \langle \psi_S(\theta) | i\partial_\theta | \psi_S(\theta) \rangle.
$$

(B2)

As in the case of band insulators, the value of the spin-Zak phase depends on the gauge choice [see Eqs. (7) and (11)].

2. Arbitrary spin

Equation (B1) can be generalized for arbitrary spin $S$ by introducing Schwinger bosons (SB) $\hat{a}_j, \hat{b}_j$ (see, e.g., Ref. [94] for an introduction to SBs). When $\hat{S}_z = S_z^{\text{tot}}$ is conserved we obtain $\hat{S}_j = \hat{a}_j^\dagger \hat{a}_j - \hat{b}_j^\dagger \hat{b}_j = 2S_z^{\text{tot}}$. Because the total number of SBs is always conserved, $\sum_j (\hat{a}_j^\dagger \hat{a}_j + \hat{b}_j^\dagger \hat{b}_j) = 2NS$, both $\hat{a}$- and $\hat{b}$-type SB numbers $\sum_j \hat{a}_j^\dagger \hat{a}_j$ and $\sum_j \hat{b}_j^\dagger \hat{b}_j$ are individually conserved. This gives rise to two continuous U(1) gauge symmetries $\mu = a, b$, each of which allows to define a set of twisted periodic boundary conditions. To this end an integer number $n_{a,b}$ of $\mu$-flux quanta is adiabatically introduced into the system [70] as shown in Fig. 2(a). The corresponding unitary operator can be written as

$$
\hat{U}(\vartheta_a, \vartheta_b) = \exp \left[ i \sum_{l=1}^{N} \left( \vartheta_a \frac{j}{N} \hat{a}_j^\dagger \hat{a}_j + \vartheta_b \frac{j}{N} \hat{b}_j^\dagger \hat{b}_j \right) \right].
$$

(B3)

Note that we have made a particularly simple gauge choice at this point. As in Eq. (10) it corresponds to constant forces acting on the SBs, respectively. Importantly, for twist angles $\vartheta_a = 2\pi n_a, \vartheta_b$ an integer multiple of $2\pi$, this corresponds to a pure gauge transformation. We refer to $n_a, n_b$ as the integer $S_z$ fluxes.

The most important case for us corresponds to a situation where, say, $\vartheta_a = 0$ and $\vartheta_b = \vartheta$. Using $\hat{a}_\uparrow^\dagger \hat{a}_\uparrow = 2S - \hat{b}_\uparrow^\dagger \hat{b}_\uparrow$ we can write

$$
\hat{U}(\vartheta) = e^{i\vartheta \sum_{l=1}^{N} \hat{S}_j^{\dagger} \hat{S}_j}
$$

(B4)

which corresponds to the dynamics generated by a magnetic field gradient across the sample. For $\vartheta = 2\pi$ this corresponds to a pure gauge transformation and we say that one unit of $S_z$ flux (recall that $n_a = 1$) has been introduced into the system. This allows to generalize the definition of the spin-Zak phase to arbitrary $S$:

When one unit of $S_z$ flux is adiabatically introduced in a system with periodic boundary conditions (i.e., when the phase $2\pi S_z$ is picked up by one spin $\hat{S}_z$ when encircling the system once), the many-body spin wave function $|\psi_S\rangle$ returns to itself up to a gauge transformation $\hat{U}$ and a phase, $|\psi_S\rangle \rightarrow e^{-i\vartheta} \hat{U} |\psi_S\rangle$. The geometric contribution to the phase defines the many-body spin-Zak phase $\phi_{\text{Zak}}^S = \vartheta - \vartheta_{\text{dyn}}$.

Here, the dynamical phase $\vartheta_{\text{dyn}}$ is defined as the contribution to $\vartheta$ which depends on the duration $T$ required for the adiabatic protocol.

For the VB states discussed in the main text, the spin-Zak phase $\phi_{\text{Zak}}^S$ and Hatsugai’s local Berry phase [62,63] coincide. Indeed, the phase $\vartheta$ in Eq. (59) is obtained by applying a magnetic field gradient along the VB. This formalism represents a generalization of Hatsugai’s construction where only the complex phase $e^{i\vartheta}$ of the term $i\hat{a}_\uparrow^\dagger \hat{a}_\uparrow \hat{S}_\uparrow^\dagger \hat{S}_\uparrow$ was modified “by hand.” We have shown here that this procedure can be understood as a direct analog of the Zak phase for spin systems.

Hatsugai [63] discussed a scenario where the gap of the system closes when $\vartheta$ is modified, corresponding to an adiabatic change of the $S_z$ flux in the language used here. Note that the spin-Zak phase is well defined for an arbitrary state with a finite gap $\Delta > 0$ in the thermodynamic limit. In the present case, a finite amount of $S_z$ flux can always be eliminated by a gauge transformation in the bulk of the system and hence its bulk gap can not close.
\begin{figure}[h]
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\includegraphics[width=0.5\textwidth]{fig11.png}
\caption{The TP wave function of an impurity (blue) bound to a spin-1 crackion excitation of the AKLT model is sketched. We expect that this allows to measure the nontrivial spin-Zak phase $\phi_{\text{Zak}}^S = \pi$, as shown by Hirano et al. [95] using Hatsugai’s method [62,63]. Note the close similarity between the AKLT and Majumdar-Gosh models.}
\end{figure}

To detect the topological order in the AKLT model, we suggest to couple a mobile impurity to an elementary bulk excitation and form a TP. Unlike the ground state of the AKLT model, its excited states cannot be written in closed analytical form. It has been suggested by Knabe [96] that the elementary excitations, termed crackions, correspond to a broken VB dimer and carry spin $S_\text{t} = 1$, as illustrated in Fig. 11. Numerical calculations have confirmed that the variational energy of such crackion states is in good agreement with exact results [97]. By coupling an impurity to triplets, in the spirit of Eq. (64), we expect that the nontrivial TP spin-Zak phase of crackions should be observable. We expect that a detailed investigation, which we devote to future investigations, can shed new light on the elementary excitations of the AKLT model.

The AKLT model is in the same topological class as the spin-1 Haldane model [57]. Therefore, we expect that the method can also be applied in this case. TPs in these systems can then be used to explore topological quantum phase transitions, as studied, e.g., in Refs. [42,95], experimentally. This includes transitions to topologically distinct phases of the dimerized Heisenberg Hamiltonian [95], or to fully polarized states in the presence of an external magnetic field [97].

**APPENDIX C: TPs in Spin $S = 1$ Chains**

In this Appendix we briefly discuss how TPs can be generalized from the spin-$\frac{1}{2}$ Majumdar-Gosh model to spin-1 chains. We start with the AKLT model [58]

$$\hat{H}_{\text{AKLT}} = \sum_j P_2(\hat{S}_j + \hat{S}_{j+1}).$$

(C1)

In its ground state every pair of neighboring spin-1 particles has total spin $S = 0$ or 1, which is achieved by the projection operator $P_2(\hat{S})$ on the total $S = 2$ subspace of $\hat{S}$. The unique ground state of the AKLT model is a VB solid which can be understood by writing every spin 1 as a sum of two spin $\frac{1}{2}$ (and projecting out their singlet sector). This is shown pictorially in Fig. 11. The presence of VB states gives rise to a nontrivial spin-Zak phase $\phi_{\text{Zak}}^S = \pi$, as shown by Hirano et al. [95] using Hatsugai’s method [62,63]. Note the close similarity between the AKLT and Majumdar-Gosh models.