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ABSTRACT
People tend to anthropomorphize agents that look and/or act
human, and further, they tend to evaluate such agents more
positively. This, in turn, has motivated the development of
robotic agents that are humanlike in appearance and/or be-
havior. Yet, some agents – often those with highly humanlike
appearances – have been found to elicit the opposite, wherein
they are evaluated more negatively than their less humanlike
counterparts. These trends are captured by Masahiro Mori’s
uncanny valley hypothesis, which describes a (uncanny) val-
ley in emotional responding – a switch from affinity to dislike
– elicited by agents that are “too humanlike”.

However, while the valley phenomenon has been repeatedly
observed via subjective measures, it remains unknown as
to whether such evaluations reflect a potential impact to a
person’s behavior (i.e., aversion). We attempt to address
this gap in the literature via a novel experimental paradigm
employing both traditional subjective ratings, as well as
measures of peoples’ behavioral and phsyiological respond-
ing. The results show that not only do people rate highly
humanlike robots as uncanny, but moreover, they exhibit
greater avoidance of such encounters than encounters with
less humanlike and human agents. Thus, the findings not
only support Mori’s hypothesis, but further, they indicate the
valley should be taken as a serious consideration for peoples’
interactions with humanlike agents.

Author Keywords
Human-robot interaction; uncanny valley; emotion
regulation; situation selection/modification; attentional
deployment; anthropomorphism; embodied conversational
agents; virtual agents

ACM Classification Keywords
H.4 Information Systems Applications: Miscellaneous

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full cita-
tion on the first page. Copyrights for components of this work owned by others than
ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or re-
publish, to post on servers or to redistribute to lists, requires prior specific permission
and/or a fee. Request permissions from Permissions@acm.org.
CHI 2015, April 18 - 23 2015, Seoul, Republic of Korea
Copyright 2015 ACM 978-1-4503-3145-6/15/04$15.00
http://dx.doi.org/10.1145/2702123.2702415

INTRODUCTION
Based on the “like me” premise that people respond more
positively towards agents similar to themselves ([27]), devel-
opment of humanlike agents has been of growing interest to
researchers in human-robot and human-computer interaction
alike. For both robots and virtual agents, humanlike appear-
ances and/or behaviors have been found to improve percep-
tions and increase rapport (e.g., [1, 9, 40]). Thus, by capital-
izing on traits that are more familiar and intuitive to people,
humanlike agents can offer more natural and effective inter-
actions than their less humanlike counterparts [11].

However, agents that are “too humanlike” can produce the
opposite effect. For instance, a recent exhibit by artist Tony
Matelli – the Sleepwalker – was a highly realistic statue in-
tended to depict a man “who is hopelessly lost” and “vulner-
able”1 amidst the open landscape of Wellesley College (see
Figure 1). While the statue itself is obviously inanimate and
therefore unable to do any physical harm, the unnerving na-
ture of the statue’s appearance resulted in a petition2 that gar-
nered over 1000 signatures for its removal – so that people
“don’t have to confront him as they go about their daily lives”.

This response to the statue is consistent with Mori’s uncanny
valley hypothesis (UVH), which posits that people will gen-
erally respond with increasing affinity towards increasingly
humanlike agents until a certain point. At that point, the de-
gree of human likeness becomes “too much”, evoking aver-
sive responses instead of affinity [29]. This change in emo-
tional responding is referred to as the uncanny valley. Though
its nature and governing mechanisms continue to be of debate
(e.g., [3, 8, 10, 17, 31]), there is substantial evidence confirm-
ing its existence (e.g., [14, 22, 24, 28, 33]). Moreover, the ev-
idence extends beyond human adults to infants/children [21,
26] and even macaque monkeys [35], suggesting the general
phenomenon is relatively pervasive, if not robust.

However, many question whether the uncanny valley presents
a serious consideration for human-agent interactions. In par-
ticular, as the evidence to-date is primarily based on sub-
jective evaluations, the bearing an agent’s appearance may
or may not have on a person’s behavior remains unknown.
Specifically, consistent with the UVH, highly humanlike

1http://goo.gl/BxZBe6
2http://goo.gl/2ttL7m
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Figure 1. Artist Tony Matelli’s Sleepwalker installation on the Wellesley
College campus in Wellesley, MA. Photo credit: Megan Strait.

agents are often described as “eerie”, “macabre”, “unnerv-
ing” (e.g., [18]) – generally less likable than their less hu-
manlike counterparts. But, could an agent’s unnerving ap-
pearance be so emotionally motivating that it causes a person
to act aversively (i.e., avoid interacting)?

In response to this questioning, reactions to Matelli’s Sleep-
walker would suggest yes. Though unintentional, its appear-
ance nevertheless had significant consequences on how, and
moreover, whether people would interact with it. For in-
stance, proponents of the statue’s removal report using strate-
gies such as modifying its appearance (e.g., dressing it up) to
“make him less intimidating”, or even taking a different path
to avoid the statue entirely. These are two examples – situa-
tion modification (dressing up the statue) and situation selec-
tion (taking a different path) of ways people regulate a signif-
icant emotional response (e.g., fear, apprehension, stress).

While emotions can be useful in certain situations (e.g., a
fight or flight response to a dangerous stimulus), the stress
elicited by an unnerving agent such as the Sleepwalker might
not be particularly appropriate for students’ daily lives on the
campus surrounding the statue. Hence, regulatory mecha-
nisms can be engaged to help modulate the emotions trig-
gered by such a negative stimulus. According to the process
model of emotion regulation (ER; [15]), there are five fam-
ilies of processes that help regulate aspects of the emotion
generative cycle ([16]). For example, one can select the situ-
ations in which one puts themself (situation selection) based
on the anticipated emotions resulting from the various con-
texts (e.g., selecting a different route around campus to avoid
a stressful encounter with the Sleepwalker). Alternatively,
if a person is already in a certain situation, one can change
the emotion-provoking aspects (situation modification; e.g.,
dressing up the statue) or attend to different aspects of the en-

vironment (attentional deployment; e.g., averting one’s gaze
from the statue), thereby changing the emotional experience.

The implications of these effects and potential responses are
particularly important to human-computer and human-robot
interaction. If the Sleepwalker is any indication, an agent’s
appearance can thus pose particular interference with how
and, moreover, whether a person interacts with it. Thus, while
increasing human likeness has shown promise towards im-
proving interactions, it also remains crucial to gain better un-
derstanding of the UVH. Hence, the purpose of the present
study was to investigate whether the uncanny valley presents
a serious consideration for human-agent interactions. Specif-
ically, we wanted to determine whether highly humanlike
robots can be so emotionally motivating that they evoke be-
havioral aversion in human observers.

To address this question, we observed subjects’ behavior by
looking at how often people choose to end encounters with
highly humanlike agents versus less humanlike or human
agents when given the opportunity, as well as their reasons
for doing so. In our attempt to evaluate peoples’ aversion to
humanlike robots, we employed a modification of the button-
press paradigm ([39]) for measuring relevant emotion regula-
tory mechanisms. Here we presented a series of pictures de-
picting humans and robots of varying human similarity (low,
moderate, and high), with the option to press a button if the
subject wished to stop looking at a given picture. In addi-
tion to the traditional subjective ratings of the agents’ appear-
ances, we collected the percentage of button presses and re-
action times (RT) to measure the frequency and rapidity of
attempts to end encounters with the various agents. We also
recorded eye gaze behavior to index overt attentional deploy-
ment, as well as physiological indices of emotional respond-
ing (corrugator activity, heart rate, and skin conductance).

Hypotheses
Based on evidence that people who attribute negative valua-
tions to a robot also report reduced interest in interacting with
it (e.g., [34, 36]), we hypothesized that in order to regulate
their emotional response, people would engage in situation
selection or modification by ending encounters (pressing the
button) more often and faster in response to highly human-
like robots than less humanlike robots or humans (Hypoth-
esis 1). Further – while, based on [4, 27], we expected that
greater human likeness might moderately increase interest in
not ending some encounters (Hypothesis 2a) – for those that
they terminate, we hypothesized they would report doing so
due to being unnerved more so in response to the highly hu-
manlike robots versus the other agents (Hypothesis 2b).

In addition, we hypothesized that – when the button press (sit-
uation selection/modification) is unavailable – people might
engage other ER strategies, such as looking away from the
unnverving content (Hypothesis 3). We specifically focused
on attentional deployment as reflected in eye tracking, given
that looking away from negative content has been observed
in prior work examining other forms of ER (e.g., [6, 38]) and
moreover, studies of the UVH using gaze behavior (e.g., [26,
35]) show reduced fixation in response to uncanny agents.



Figure 2. Trial structure: each trial began with a 3s fixation point, followed by presentation of an image for at least 6s. At 6s, subjects received the
prompt: ”You may now press the spacebar.” If they did not press the spacebar, the image remained for 6smore. Otherwise, immediately upon pressing
the button, the image was removed and the trial proceeded. After the viewing, subjects completed a series of self-report prompts.

MATERIALS AND METHODS
Based on Mori’s UVH, we expected that highly humanlike
agents may be so unnerving that people might be motivated
to regulate their emotions via situation selection/modification
and attentional deployment. To test our predictions, we con-
ducted a fully within-subjects study in which we manipulated
human likeness of the shown agents (four levels – robots
with low, moderate, and high human similarity, and humans).

Procedure
Subjects viewed a set of 60 color pictures – each depicting
a distinct (robotic or human) agent – selected from a sub-
set of those tested in [37]. The images were obtained from
various academic and internet sources and divided into the
four agent categories. To help mitigate the influence of any
one agent, we included 15 instances per category (see Fig-
ure 3). The specific agents were selected based on normative
ratings showing people perceive these robots as having a low
(M=1.80, SD=.13), moderate (M=2.57, SD=.32), or high
(M=5.11, SD=.78), with the set of humans as having the
highest (M=8.90, SD=.10), degree of human likeness on a
nine-point scale (anchored from machine-like to humanlike).

The above set of 60 images were presented using E-Prime
2.0 (Psychology Software Tools, Pittsburgh, PA, USA) in an
order randomized by subject. Each image was preceeded with
a black fixation cross presented in the center of a white screen
for 3s. This was followed by the presentation of the image
for between 6s to 12s. Subjects were informed that, after
6s of viewing a given image, they could press the spacebar
to remove the image from the screen. If the subject did not
press the spacebar, the image would remain on the screen for
six more seconds (for a maximum viewing duration of 12s).

The purpose of this 6s delay was to impose a minimum en-
counter duration, during which participants could not modify

the situation (via pressing the button). This allowed us to in-
vestigate whether people engaged in attentional deployment
– an emotion regulatory strategy alternative to situation selec-
tion/modification – when the button pressing was unavailable.

Following the viewing, subjects were cued to select one of
three reasons for either pressing (unnerved, bored, or other)
or not pressing (interested, indifferent, or other) the space-
bar. The choice of these options served to tease apart whether
a stimulus creates a negative situation for the subject (be-
ing unnerved) or rather, whether a press response indicates
boredom. The other option was included so that subjects
were not presented with a forced choice, but instead could
note that they chose to end or not end an encounter with an
agent for reasons we did not anticipate. This screen remained
present until a response was recorded, at which point, subjects
were then prompted to enter the traditional ratings of how hu-
manlike (vs. mechanical) and how eerie (vs. non-arousing)
the given agent appeared. The rating screen also remained
present until a response was recorded. Lastly, subjects were
presented with a white screen showing a black ellipsis for 3s
to provide a brief break between trials (see Figure 2).

Figure 3. Exemplars of agent categories: robots with low and moderate
human likeness (left and center, respectively), as well as a human (right).



Measures
Subjective ratings of the depicted agents’ humanness and
eeriness were used as a manipulation check that our agent
categories (low, moderate, high, and human) were perceived
as having significantly different degrees of human likeness
and moreover, that the highly humanlike robots used fall
within the proposed uncanny valley. As we used a fully-
within subjects design, the ratings were averaged (by subject)
across trials within each of the four agent categories.

In addition to the traditional ratings of the agents’ appear-
ances, subjects’ button press behavior, bilateral eye track-
ing, and peripheral physiological data were collected using
E-Prime 2.0, a Tobii T120 Eye Tracker (Danderyd, Sweden),
and MP150 system (Biopac, Goleta, CA, USA) respectively.
The details of these recordings and calculation of the depen-
dent variables (DVs) of interest are detailed below.

Behavior
To represent the frequency at which subjects elected to end
encounters, the percentage of trials on which subjects pressed
the spacebar (trials terminated) was calculated within each
of the four agent categories. On trials in which the button was
pressed, we also calculated the mean response time (RT) to
represent the speed at which subjects ended encounters.

In addition, we analyzed subjects’ reported reasons for their
behavior to understand why subjects pressed or did not press
the spacebar. On trials in which the button was pressed, to de-
termine whether subjects ended encounters due to a negative
context associated with the agents’ appearance, we calculated
the percentage of terminated trials for which subjects reported
each of the three responses: unnerved, bored, or other. On
trials in which the button was not pressed, to determine why
subjects elected to view the image for the full duration, we
calculated the percentage of these trials for which subjects
responded: interested, indifferent, or other.

Lastly, when button pressing was unavailable (during the first
6s of viewing), we analyzed subjects’ eye gaze behavior to
determine whether subjects engaged in attentional deploy-
ment. Specifically, we computed percentage fixation dura-
tion on three areas of interest (AOIs), operationalized as the
amount of time subjects spent looking within the pre-defined
AOIs for each image relative to total image viewing time.
The three areas of interest included: the agent, defined as the
agent’s body and all contiguous, relevant parts (e.g., limbs,
hair, clothing); the agent’s head, defined as the portion of the
agent that is clearly separable from a ”torso”; and eyes, de-
fined as the left/right eye and the area immediately between
the two. Fixations within each AOI were identified using the
Tobii fixation filter algorithm3 and were averaged across trials
for each AOI within each agent category.

Physiology
In addition to the above, corrugator electromyography
(EMG), electrocardiography (ECG), and electrodermal ac-
tivity (EDA) were sampled as these measures have been found
to be sensitive to stimulus valence (e.g., [7, 20]). To index of
3http://www.tobii.com/en/eye-tracking-research/
global/library/manuals/

facial expressive behavior using EMG, two 4mmAg/AgCl
electrodes were placed in bipolar configuration over the left
eye per [12]. Corrugator electromyography was sampled at
1000Hz and bandpass-filtered online (5Hz to 3kHz; 60Hz
notch filter). Offline, the data were resampled to 400Hz, rec-
tified and smoothed with a 16Hz low pass filter, decimated
to 4Hz, and smoothed with a 1s moving average filter.

To measure heart rate, ECG was acquired continuously at
1000Hz via two disposable Ag/AgCl electrodes (pregelled
with 7% chloride gel and were placed under the left and right
collarbones). Offline, the ECG signal was downsampled to
400Hz and band pass filtered from 0.5 to 40Hz. Interbeat
interval series were created by identifying R-spikes using au-
tomated ANSLAB algorithms. R-spikes that were not de-
tected automatically, thus leading to an erroneously long pe-
riod between successive R-spikes, were marked for inclusion
by hand. Similarly, R-spikes that were identified incorrectly,
thus leading to an erroneously short period between succes-
sive R-spikes, were removed by hand. Following such arti-
fact correction, the interbeat interval series was converted to
HR in beats per minute. HR data were decimated to 10Hz
and then smoothed with a 1s prior moving average filter.
Lastly, to index sympathetic activation of the autonomic ner-
vous system, EDA was recorded with DC coupling and con-
stant voltage electrode excitation at 31.25Hz via two dispos-
able 1cmAg/AgCl electrodes (pregelled with 0.5% chloride
isotonic gel and attached to the distal phalanges of the index
and middle fingers on the non-dominant hand).

Participants
Sixty-two undergraduates participated in exchange for course
credit. All procedures were approved by the Social, Behav-
ioral, and Educational Research Institutional Review Board
at Tufts University and subjects provided written, informed
consent prior to participating. In anticipation of some loss in
data due to issues with the equipment, artifacts, and/or miss-
ing values, we chose this sample size in order to achieve at
least 50 useable observations in hypothesis testing. Due to
equipment failure data were unavailable for two subjects, thus
sixty subjects (28 male) with ages ranging from 18 to 28 years
(M=19.13, SD=1.48) were included in our final sample.

RESULTS
We hypothesized that, in presenting images depicting agents
varying in human likeness, the highly humanlike robots –
more so than the less humanlike robots and humans – would
be perceived so negatively that subjects would be motivated to
regulate their emotions via early termination of their encoun-
ters. To test our hypotheses (as well as confirm our underlying
assumptions), a repeated-measures ANOVA was conducted
on each of the subjective ratings and behavioral DVs with hu-
man likeness as the IV (see Table 1).4 The significant results
are discussed below, with all post-hoc contrasts reflecting a
Bonferroni-Holm correction for multiple comparisons.

4Due to space constraints, the analyses and results of the peripheral
physiological measures are not reported in this paper.

http://www.tobii.com/en/eye-tracking-research/global/library/manuals/
http://www.tobii.com/en/eye-tracking-research/global/library/manuals/


n Low Moderate High Human F p η2

Subjective Ratings
– Humanness 60 .18 (.14) .33 (.17) .68 (.17) .99 (.03) F (2.50, 147.94) = 788.85 < .01 .93
– Eeriness 60 .29 (.19) .47 (.17) .54 (.17) .06 (.09) F (2.47, 145.74) = 219.31 < .01 .82
Press Behavior
– Trials Terminated (%) 60 .52 (.38) .53 (.37) .57 (.36) .57 (.42) F (1.81, 106.79) = 1.76 .17 .02
– Response Time (s) 42 1.49 (.80) 1.63 (.85) 1.39 (.51) 1.34 (.50) F (2.76, 113.29) = 2.00 .12 .04
Rationale for...
– Terminating (%):

– unnerved 42 .26 (.29) .39 (.32) .47 (.31) .04 (.15) F (2.50, 102.55) = 36.18 < .01 .46
– bored 42 .62 (.32) .46 (.32) .39 (.30) .88 (.21) F (3, 123) = 54.85 < .01 .57
– other 42 .12 (.19) .15 (.22) .13 (.22) .07 (.15) F (2.10, 86.42) = 3.19 .04 .07

– Viewing (%):
– interested 35 .60 (.34) .63 (.32) .70 (.30) .35 (.36) F (2.66, 90.50) = 17.49 < .01 .34
– indifferent 35 .39 (.34) .31 (.34) .24 (.27) .60 (.36) F (3, 102) = 21.25 < .01 .38
– other 35 .01 (.02) .06 (.12) .06 (.13) .05 (.18) F (1.77, 60.27) = 1.55 .22 .04

Gaze Behavior
– Fixation Duration (%):

– agent 56 .87 (.03) .84 (.05) .79 (.05) .89 (.05) F (2.20, 121.09) = 102.91 < .01 .65
– head 56 .33 (.05) .50 (.06) .57 (.06) .64 (.07) F (2.48, 136.62) = 477.45 < .01 .89
– eyes 56 .16 (.05) .21 (.06) .21 (.08) .30 (.11) F (1.83, 100.75) = 97.66 < .01 .64

Table 1. Descriptive statistics – number of observations and means (+/-SD) – for the dependent measures as a function of agent condition (low, moderate,
high, and human), as well as inferential statistics (F , p, and partial η2) from testing for main effects of human likeness.

For each ANOVA, the assumption of equal variance was con-
firmed using Mauchly’s test of sphericity or otherwise ad-
justed. In cases of violation, the degrees of freedom and
corresponding p-value reflect either a Greenhouse-Geisser or
Huynh-Feldt adjustment as per [13]. We also note that only
subjects who provided data in all conditions relevant to each
particular test were included (e.g., analyeses of gaze behavior
included only those who had non-zero fixations on each of the
agent, head, and eyes AOIs). Thus, due to listwise deletion of
subjects with missing data, the number of observations (and
consequently the degrees of freedom) vary across tests.

Manipulation Check
To confirm the main assumptions of our study design, we
first tested subjects’ explicit ratings to determine whether our
four-level manipulation of human likeness – robots with low,
moderate, and high human similarity, and humans – elicited
different attributions of humanness and eeriness. Specifically,
we assumed the four levels would be perceived as having in-
creasing human likeness from low (lowest) to human (high-
est). Further, we assumed these categories would elicit dif-
ferentially negative evaluations, with the greatest eeriness at-
tributed to highly humanlike robots and least to humans.

As expected, a repeated-measures ANOVA across all trials
(regardless of whether subjects pressed the button) showed
a main effect of human likeness on humanness ratings
(F=788.85, p<.01, η2=.93). All pairwise comparisons were
significantly different (p<.01), confirming that subjects’ at-
tributions of human likeness were consistent with those as-
sumed – increasing from agents categorized as low (M=.18,
SD=.14), moderate (M=.33, SD=.17), and high (M=.68,
SD=.17) in human likeness to humans (M=.99, SD=.03).

Similarly, eeriness ratings also showed a main effect of
human likeness (F=219.31, p<.01, η2=.78). Again, all

pairwise contrasts were significant (p<.01) and consistent
with assumptions. Specifically, the highly humanlike robots
were rated highest (M=.54, SD=.17) and humans lowest
(M=.06, SD=.09), indicating they were perceived as most
and least eerie, respectively. Taken together, these results
show that the pictures elicited the expected responding.

Hypothesis Testing
Hypothesis 1
To determine whether people end encounters with highly hu-
manlike robots more frequently and faster than less human-
like robots and humans, we analyzed subjects’ press behav-
iors: % of trials in which the button was pressed (trials termi-
nated) and, in those (terminated) trials, the corresponding re-
sponse time (s) to press the button. However, neither measure
showed a significant main effect of human likeness (p=.17
and p=.12, respectively). That is, contrary to our expec-
tations, subjects did not press the button significantly more
frequently or quickly in response to highly humanlike robots
than those of low or moderate human likeness and humans.

Hypothesis 2
Despite the non-significant effect of human likeness on termi-
nation rates and RTs between agent categories, we expected
still that people would show distinct motivations for ending
or not ending encounters with highly humanlike agents rela-
tive to all others. Specifically, when encounters with highly
humanlike robots were not terminated, we hypothesized sub-
jects would report doing so out of interest (vs. indifference)
more so than in response to humans or robots with less human
similarity. Conversely, when encounters with highly human-
like robots were indeed terminated, we hypothesized subjects
would report doing so due to being unnerved (vs. bored).

H2a: Does greater human likeness elicit greater interest?
To determine whether increasing human likeness increases



Figure 4. Response frequencies: mean percentage (+/− SD) of trials viewed in full due to being interested, indifferent, or other (top) and of terminated
trials due to being unnerved, bored, or other (top) by human likeness category. Asterisks denote significance (p < .05) for planned contrasts (between
highly humanlike robots and the three other agent conditions), with dashed lines denoting marginal significance (p < .01).

subjects’ interest in not ending encounters with highly hu-
manlike robots, we examined the frequency at which they
reported being interested, indifferent, or other on trials that
they viewed in full (see Figure 4, top). Repeated-measures
ANOVAs showed a main effect of human likeness on both in-
terest and indifference (F=17.49, p<.01, η2=.34; F=21.25,
p<.01, η2=.38), but no significant effect on the frequency of
“other” (p=.22), as reasons for not pressing the button.

As expected, subjects chose to not press the button out of
indifference less often in response to robots of high (M=.24,
SD=.27) versus low (M=.39, SD=.34, p<.01) human like-
ness. Conversely, they reported marginally greater interest in
viewing highly humanlike robots (M=.70, SD=.30) relative
to those low in likeness (M=.60, SD=.34, p=.08). How-
ever, subjects showed interest/indifference no more or less
often in response to the highly humanlike robots than those
with moderate human likeness (p=.18; p=.14).

More notably, on these trials where subjects did not press
the button, they did so because they were more interested in
robots – regardless of the degree of human likeness – than
humans (M=.35, SD=.36, p < .01). Subjects also reported
less indifference to robots (similarly, regardless of their hu-
man likeness) than humans (M=.60, SD=.36, p<.01).

H2b: Do people end encounters with highly humanlike robots
because they are unnerved? To determine whether people
ended encounters due to being unnerved more so by the
highly humanlike agents relative to less humanlike or human
agents, we examined the frequency at which they reported be-
ing unnerved, bored, or other on trials that they chose to ter-

minate (see Figure 4, bottom). The analyses showed a main
effect of condition on both responses of unnerved and bored
(F=36.18, p<.01, η2=.46; F=54.85, p<.01, η2=.57).

As hypothesized, pairwise contrasts revealed subjects chose
to press the button because they were unnerved more fre-
quently in response to the highly humanlike robots (M=.47,
SD=.31) relative to robots with low (M=.26, SD=.29,
p<.01) and moderate human likeness (M=.39, SD=.32,
p=.02), as well as humans (M=.04, SD=.15, p<.01).

Conversely, subjects chose to press the button due to bore-
dom less often in response to the highly humanlike robots
(M=.39, SD=.30) than to humans (M=.89, SD=.21,
p<.01) and robots with low (M=.62, SD=.32, p<.01) and
moderate (M=.46, SD=.32, p=.06) human likeness. There
was also a main effect of human likeness on presses for reason
of “other” (F=3.19, p=.04, η2=.07); however, no pairwise
contrast was significant (p < .05), even marginally (p < .10).

Although subjects did not terminate encounters with highly
humanlike robots any more frequently than those with lesser
degrees of human likeness or humans, these results show that
their motivations for pressing (or not pressing) the button
were nevertheless significantly different with respect to the
highly humanlike robots. Importantly, they show that when
people do end encounters with highly humanlike robots, they
do so because they are unnerved more so than bored.

Hypothesis 3
To determine whether people used attentional deployment to
help regulate their emotions when button pressing was un-



Figure 5. Gaze behavior: mean percent of total fixation (+/- one standard deviation) spent fixating on the agent, the agent’s head, and the agent’s eyes
by human likeness category, and their planned contrasts (between highly humanlike robots and the three other agent conditions).

available, we analyzed how participants attended to the im-
ages as reflected by the mean percentage fixation duration on
three AOIs out of total fixation (see Figure 5). The analyses
show a main effect of human likeness on all areas of interest:
the agent (F=102.91, p<.01, η2=.65), and the agent’s head
(F=477.45, p<.01, η2=.89) and eyes (F=96.67, p<.01,
η2=.64). With respect to the agent as a whole, post-
hoc contrasts revealed a drastically lower (p<.01) dura-
tion spent fixating on the highly humanlike robots (M=.79,
SD=.05) relative to the other agents (Mlow=.87, SD=.03;
Mmoderate=.84, SD=.05; and Mhuman=.89, SD=.05).

As to what subjects fixated on within the agent’s body,
pairwise comparisons of the fixations on the head AOI
showed significantly different (p<.01) and increasing dura-
tions with increasing human likeness: Mlow=.33, SD=.05;
Mmoderate=.50, SD=.06; Mhigh=.57, SD=.06; and
Mhuman=.64, SD=.07. Similarly, fixation on the eyes
increased with increasing human likeness: Mlow=.16,
SD=.05; Mmoderate=.21, SD=.06; Mhigh=.21, SD=.08;
and Mhuman=.30, SD=.11. However, the contrast between
robots with moderate versus high likeness was not significant.

These results show that increasing the realism of humanlike
features (head and eyes) increases attention to such areas.
Yet, the difference in overall fixation on highly humanlike
robots (relative to the other agents) indicates that subjects use
attentional deployment to avert their gaze away from these
agents, thus facilitating regulation of the negative context.

DISCUSSION
Contrary to our expectations, subjects did not end encounters
with highly humanlike robots any more frequently or faster
than encounters with humans or robots with low and moder-
ate human likeness (H1). Rather, differences in the use of ER
strategies between encounters with highly humanlike versus
those with less humanlike or human agents were only evident
in their reasons for button pressing and gaze behavior.

Specifically, when subjects were able to and did end en-
counters with highly humanlike robots, they reported doing
so more frequently because they were unnerved (H2b). For
comparison, when subjects ended encounters with humans or
robots of low/moderate human likeness, they did so more fre-
quently due to boredom. This indicates that people engage in
situation-targeted ER strategies (pressing a button to end an

encounter), and with highly humanlike robots, they do so due
to the negative context the agents’ appearance creates.

In addition, when button-pressing was unavailable (the first
6s of image presentation), we observed evidence of gaze aver-
sion. Specifically, despite subjects’ tendency to fixate longer
on salient humanlike features (the eyes and face) with increas-
ing human likeness, they showed substantially lower overall
fixation on highly humanlike robots relative to the three other
agent categories (H3). This suggests that people attempt to
avoid encounters with such robots, even when they do not
have an explicit option to do so. Taken together, these ob-
servations show support for our second and third hypothe-
ses, indicating that people are particularly averse to highly
humanlike robots (as evidenced by their engagement of both
situation-targeted ER and attentional deployment).

On the contrary, when subjects chose not to end encounters,
human likeness did show a moderately positive effect (H2a)
as evidenced by a marginal increase in interest and signifi-
cant reduction in indifference towards robots of high (relative
to low) human likeness. However, there was no gain in in-
terest/reduction in indifference relative to the moderate like-
ness category and in general, subjects showed almost twice as
much interest in robots (>60%) – regardless of their appear-
ance – than humans (35%). This suggests the same degree of
interest – with less negative consequences – can be achieved
using robots of moderate (instead of high) human likeness.

Links to Existing Literature
Mori (1970/2012) hypothesized that people will (1) show in-
creasing affinity towards agents with increasing human like-
ness up to a certain point – after which, the high degree of
human similarity will (2) elicit aversion ([29]).

Prior research has confirmed the first part of Mori’s hypothe-
sis, with significant evidence of people responding more pos-
itively towards humanlike agents (both virtual and embodied)
relative to those with less human likeness (e.g., [9, 30, 40]).
Consistent with such findings, subjects here exhibited greater
interest and less indifference in their rationale for not pressing
the button in response to in highly humanlike robots (relative
to robots with low and moderate human likeness).

Other work, using overt ratings of agent appearances (e.g.,
perceived eeriness) has shown support of the second part of



Mori’s hypothesis with highly humanlike robots rated as more
eerie than their less humanlike counterparts (e.g., [22, 24]).
Consistent with such work, subjects here rated the highly hu-
manlike agents as being the most eerie and humans the least.

Theoretical Implications
Here we found strong evidence that behavioral aversion was
elicited by highly humanlike robots, as reflected by subjects’
attempts to regulate their encounters. This included their ra-
tionale for ending encounters with highly humanlike agents,
the frequency at which subjects reported being unnerved as a
function of the human likeness manipulation, and their atten-
tional deployment away from the unnerving agents.

Subjects’ engagement of these emotion-regulatory behaviors
(the situation-ending button press and gaze aversion) provide
additional evidence of the uncanny valley’s emotion elicita-
tion. Furthermore, they underscore the negative implications
for human-agent interactions which, prior to this investiga-
tion, had yet to receive much attention. That is, the highly hu-
manlike robots (more so than the less humanlike and human
agents) were so emotionally motivating that subjects averted
their gaze from the stimulus and terminated their encounters.

The results also help to shed light on the link between gaze
behavior and emotional responding with respect to the un-
canny valley. In particular, the correspondance between press
behavior, subjective ratings, and gaze lend further support to
the conclusions of prior UVH studies using eye tracking data
only. Specifically, in cases where overt ratings were unobtain-
able such as in studying young children [21, 26] and animals
[35], this data confirms that lower fixations indicate greater
behavioral and subjective aversion. In addition, subjects’ in-
creasing fixation on the agent’s face and eyes with respect to
agent category, suggests that relative human likeness may be
reflected by attention to these humanlike characteristics.

Practical Implications
The development of humanlike robots and virtual agents has
risen to the forefront of design goals for researchers in both
human-robot interaction (HRI) and human-computer inter-
action, as such agents are increasingly intended for and de-
ployed in social contexts. While there are numerous demon-
strations of the benefits of increasing an agent’s human like-
ness in prior work, the current findings suggest that the design
of such agents should be done with great care.

Though the stimuli used in the present study were both inoc-
cuous and fleeting, participants nevertheless showed signif-
icant aversion to the encounters, however brief. Revisiting
the Sleepwalker example: it was a statue, and thereby inca-
pable of actively harming any onlookers. Similarly, the static,
image-based stimuli here conferred no possibility of danger
to participants and furthermore, were presented for only a
matter of seconds. Yet, in both cases, the discomfort caused
by the agents’ appearances was sufficient to influence peo-
ples’ behavior via engagement of emotion-regulatory strate-
gies such as situation selection/modification.

These reactions indicate that there may be a limit to the ef-
ficacy of increasing human likeness, and moreover, serious

consequences if an agent’s appearance goes “too far”. Not
only do these findings suggest an agent can be “too human-
like”, but further, they show that an agent’s appearance can
significantly affect a person’s behavior (such that he/she will
avoid the encounter). Considering a more realistic interaction
context such as an actual interaction with a physical robot –
wherein there may be an actual possibility of danger (real or
imagined) – such aversions might only be exacerbated.

Beyond the design of effective social agents, this also holds
importance for effective evaluations as well. In the current
task, we explicitly instructed people to end the situation if
they wanted and by inquiring about the reasons for ending a
situation, we further cued them to consider that they might do
so if they became upset or bored. But in a actual human-agent
interactions (whether in-the-wild or in-the-lab), explicit cues
regarding opportunities and reasons for regulating ones emo-
tions are rare. Thus, the situation – wherein a participant is
discomforted by an agent but is not given the opportunity to
regulate their emotional response – presents a potential con-
found in investigations that do not consider the adverse effects
of an agent’s appearance and/or behavior.

Limitations & Future Directions
Our approach to investigating the uncanny valley contributes
a novel and simple laboratory task to assess the emotionally-
motivated behavioral outcomes that follow from encounters
with highly humanlike robots. In particular, the use of behav-
ioral indices to monitor attentional deployment and situation-
targeted ER strategies augments traditional methods that typ-
ically rely on a small set of self-report measures to study
the UVH. This contribution is significant because it uncov-
ers the behavioral impacts associated with the UVH, and fur-
thermore, it sheds light on interpretations of eye tracking data
with regard to the uncanny valley. That said, while we are
confident that the present study was well-suited to address
our primary goals, the approach also has its limitations, which
serve to underscore important avenues for future research.

One significant limitation to consider is the use of static,
image-based stimuli rather than actual embodied agents. At
present, due to the cost and accesibility of physical robots,
images are the only practical means of evaluating perceptions
across a multitude of real agents. With 15 examples per agent
category, broad inferences can be drawn regarding a general
theoretical construct (human likeness). Whereas, the alter-
native (one physical representative agent per category) lim-
its any inferences and their extensibility to those few agents
used. However, the image-based stimuli are limiting as well.
Specifically, due to their simplicity, the findings hold little
bearing on how people might respond to interactive, mov-
ing, and/or embodied agents. Based on subjects’ aversion
despite the harmlessness of the photographed agents (rela-
tive the their physically-imposing embodiment), we specu-
late that the aversive behaviors will only be exacerbated in
actual human-robot interactions. However, exactly how the
observed effects transfer warrants additional investigation.

In addition, this study’s participant sampling was also lim-
ited. Specifically, it was fairly homogenous – drawing en-
tirely from undergraduates, most of whom are young women,



at an American university. As such, there may be gender-
based and/or cultural differences in perceptions of and emo-
tional responding towards the robots that we did not capture
in the present work. For instance, prior research indicates
that men and women respond to robots in substantially differ-
ent manners, with men showing more positive responding to
robots than women [19, 32]. Other work has shown evidence
that peoples cultural background also has a significant influ-
ence on perceptions of robots, with Americans showing the
most positive responding [5].

There may also be individual differences amongst partici-
pants that further influence how they perceive and respond
to humanlike robots. For example, Walters et al. showed
that in general, people exhibited greater preference for robots
with a more humanlike appearance. However, individual dif-
ferences showed substantial disagreement with the overall ef-
fect: specifically, introverts and participants with lower emo-
tional stability showed greater preference for a more mechan-
ical appearance [40]. More recent findings have shown the
similar personality characteristics can predict sensitivity to
the uncanny valley [23, 25]. If prevalent within a given sam-
ple population, this could potentially bias or skew the results.
Thus, subsequent work should draw on broader population to
obtain more diverse demographics.

Finally, one question to consider is how to facilate peoples’
emotion regulation when the interaction is unavoidable. In
the present work we explicitly instructed people to end the
situation if they wanted. But in actual interaction contexts,
the need to continue interacting with an agent (e.g., to ac-
complish a collaborative task) might outweigh the motivation
to terminate. In this case, it may be of benefit to consider
robot-centric strategies to help modulate aversion arising due
to its appearance. For instance, the agent’s use of gaze aver-
sion (e.g., [1, 2]) or polite speech (e.g., [36]) are two behav-
ioral mechanisms shown to improve perceptions of the agent.
Thus, should a person be tasked with interacting with an agent
that they find to be “too humanlike”, such efforts may have
promise towards yielding better emotional outcomes.

CONCLUSIONS
We sought to determine whether the uncanny valley presents
a serious consideration for human-agent interactions. Specifi-
cally, we investigated whether highly humanlike robots could
be so unnerving that they motivate people to avoid them. To
do so, we appropriated a simple laboratory task to observe
whether subjects engaged in the emotion regulatory strate-
gies, situation selection/modification, by deciding to end en-
counters with agents of varying human likeness. We also
monitored subjects’ gaze behavior, as an indication of at-
tentional deployment and further evidence of overt aversion.
Our results indicate that people attempt to avoid unnerving
encounters with highly humanlike robots (via both situation-
targeted strategies and attentional deployment) more so than
encounters with less humanlike or human agents. Overall, the
current study provides further support of Mori’s hypothesis
and its relevance to human-robot and human-computer inter-
action. Should these findings replicate, they provide valida-
tion of the valley’s emotion elicitation as originally described.
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