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ABSTRACT: Molecular motors, such as myosin and kinesin, perform diverse tasks ranging from vesicular transport to bulk muscle contraction. Synthetic molecular motors may eventually be harnessed to perform similar tasks in versatile synthetic systems. The most promising type of synthetic molecular motor, the DNA walker, can undergo processive motion but generally exhibits low speeds and virtually no capacity for force generation. However, we recently showed that highly polyvalent DNA motors (HPDMs) can rival biological motors by translocating at micrometer per minute speeds and generating 100+ pN of force. Accordingly, DNA nanotechnology-based designs may hold promise for the creation of synthetic, force-generating nanomotors. However, the dependencies of HPDM speed and force on tunable design parameters are poorly understood and difficult to characterize experimentally. To overcome this challenge, we present RoloSim, an adhesive dynamics software package for fine-grained simulations of HPDM translocation. RoloSim uses biophysical models for DNA duplex formation and dissociation kinetics to explicitly model tens of thousands of molecular scale interactions. These molecular interactions are then used to calculate the nano- and microscale motions of the motor. We use RoloSim to uncover how motor force and speed scale with several tunable motor properties such as motor size and DNA duplex length. Our results support our previously defined hypothesis that force scales linearly with polyvalency. We also demonstrate that HPDMs can be steered with external force, and we provide design parameters for novel HPDM-based molecular sensor and nanomachine designs.

INTRODUCTION

Molecular motors such as myosin and kinesin\(^{1,2}\) consume ATP to generate forces on the order of 1–10 pN. Through sophisticated regulation and coordination, these motors power countless biological tasks such as cargo transport, tissue formation, cell migration, and muscle contraction. A number of exciting applications—from molecular robotics to synthetic muscles and chemical sensing—may become available if one could create molecular motors that mimic the basic functions of biological motors to generate pN forces. Thus, the de novo design of synthetic molecular motors is a pressing challenge. Addressing this challenge may also be useful in that it could reveal the fundamental properties of biological motors and enable the development of versatile nanomachines.\(^3\)

Some of the most promising synthetic analogues of biological molecular motors are DNA-based walkers.\(^4\)–\(^26\) Unlike cytoskeletal walkers, DNA walkers do not translocate along filaments via directional ATP-fuel conformational changes. Rather, DNA walkers are generally engineered to translocate along linear or planar tracks through DNA based “feet” that iteratively hybridize to and destroy track-bound oligonucleotide “fuel” strands. Foot-fuel hybridization pulls the motor along the track, while fuel destruction frees the foot to bind to new fuel and prevents backward translocation. Early examples of DNA-based motors were nanoscale walkers with 2–4 feet that degraded DNA or RNA fuel via toehold-mediated strand displacement or catalytic DNAzyme-based feet.\(^11,13,27\)–\(^29\) Such motors can perform diverse chemical tasks such as sequential chemical synthesis,\(^9\) cargo sorting,\(^12\) and molecular computing\(^20\) but exhibit no capacity for force-generation and are orders of magnitude slower than biological motors. More recently, higher polyvalent motors with hundreds or thousands of feet scaffolded onto microparticles,\(^17,30\) nanoparticles,\(^25\) or DNA origami rods\(^26\) were shown to travel at velocities within an order-of-magnitude of the velocities of biological motors. Microparticle DNA motors were found to generate 100+ pN forces\(^30\) via a mechanism termed autochemophoresis (where “chemophoresis” describes transport up an adhesion gradient\(^31\) and the prefix “auto-” reflects the self-propagated nature\(^32\) of the gradient). These highly polyvalent DNA motors (HPDMs) have DNA-based feet that hybridize to RNA strands, forming “tethers” attached to a planar track (Figure 1). The HPDMs’ aqueous
environment contains the enzyme ribonuclease H (RNase H), which rapidly and selectively binds to and covalently cleaves the RNA in the RNA-DNA duplexes beneath the HPDM. The fast catalytic rate of RNase H enables fast translocation, while the high polyvalency of the motor prevents dissociation of the HPDM from the planar track.\(^{17}\) The ability of HPDMs to generate forces on the order of 100 pN illustrates the potential of tethers to act as self-coordinating molecular motor units. Broadly speaking, HPDMs demonstrate the potential of motors that operate through the burnt bridge ratchet (BBR) mechanism to generate pN-scale force. Numerous examples of BBR translocation have been discovered in biological systems, including in bacterial plasmid replication,\(^{53,54}\) influenza infection,\(^{55,56}\) mammalian cell migration,\(^{36}\) and enzymatic filament degradation.\(^{37,38}\) The diversity of these examples and the simplicity of components required for BBR to occur make it likely that the BBR mechanism has independently evolved countless times across many domains of life.\(^{39}\) BBR motors are also increasingly used in fully synthetic applications.\(^{40}\) A detailed understanding of the fundamental characteristics of BBR-mediated force generation is thus of fundamental biological and engineering significance, with HPDMs being the most versatile model system currently available.

Despite the customizability and versatility offered by DNA nanotechnology, there are still many limits to experimental characterizations of HPDM translocation. For example, while HPDM dynamic properties such as velocity can be resolved via particle tracking experiments,\(^{17,23,26,30}\) the dynamics of individual molecular-level foot–fuel interactions cannot be resolved with current methods. Mean field theory-based modeling suggests that motor force scales with average polyvalency (the number of tethers bound to an HPDM). Testing this prediction experimentally is challenging because polyvalency cannot currently be measured. In addition, current methods for quantitatively measuring HPDM force require an integrated computational analysis of hundreds of HPDMs translocating under a large number (~15) of independent conditions.\(^{30}\) Coupled with limits associated with small-but-meaningful variability between experiments, current methods are challenging to implement for scaling studies of the relationships between HPDM force and tunable properties such as HPDM size and the surface density of feet and fuel molecules.

An emerging technique to complement BBR studies is the use of coarse-grained simulations that explicitly model interactions between feet and fuel molecules, and the subsequent effects of these interactions on motor trans-
“consumption” of the S species. Following consumption, these “burnt” molecules can no longer form new tethers (although in some cases, burnt molecules can undergo time-dependent regeneration\textsuperscript{41,49}).

**Calculate New Energetic Minimum of the System.**
The position and orientation of the body (and, in some cases, deformation of the body and surface) are then calculated using energy minimization methods. Energy, \( E_i \), can be broken up into two terms

\[
E = E_{sys} + \sum_{i=1}^{N} E_{teth,i}
\]

where \( E_{teth,i} \) represents the mechanical strain energy of the \( i \)th tether, \( N \) is the number of tethers, and \( E_{sys} \) encompasses all other energetic terms of the system that can include (1) gravity, (2) body-surface repulsion, (3) externally applied biasing forces, and (4) strain energy terms that govern deformation of the body and/or surface. In some cases, random thermal energy terms may be added to reflect the tethered Brownian motion of the body. The energetic minimum of the system may have an analytic solution (often true when tethers are modeled as linear springs), but numerical methods (e.g., gradient descent) can be used when an analytical form is not available. RoloSim adheres to this AD framework. A RoloSim user guide, with accompanying Figures S1–S6, is presented in the Supporting Information.

**METHODS**
The development and execution of RoloSim was performed in MATLAB 2019b on a laptop computer with 32 GB of RAM and an Intel Xeon E–2276 M CPU processor. High throughput simulations were performed on the Partnership for an Advanced Computing Environment (PACE) computer cluster at the Georgia Institute of Technology. Each iteration on the Duke compute cluster was run on a single core with 8 GB of RAM and a wall time of 7 days. Figures were prepared using Adobe Illustrator CC 2019. Experiments were performed as described previously,\textsuperscript{30} on a Nikon Eclipse Ti Microscope at standard buffer conditions (0.5x RNase H buffer with 144 nM RNase H in the presence of 10% formamide v/v, 10 \( \mu \)M DTT, and 0.75% triton-X w/v). DNA guide strands were conjugated to silica microspheres via click chemistry, while RNA fuel strands were conjugated to the gold-coated glass surface via thiol–gold binding.

**RESULTS**

**Engineering Objectives.** We had four specific goals that we sought to use RoloSim to accomplish, which are discussed in greater detail in Note S1 (accompanied by Figure S7). In brief, our first goal was to use RoloSim to understand general scaling properties of HPDM force and velocity with control parameters such as HPDM diameter, tether length, and the surface density of fuel and foot strands. A second goal revolves around the potential molecular sensing capabilities of HPDMs, while retaining large HPDM size. Our third goal was to understand whether HPDM force generation could be preserved using nanoscale motors. This goal centered on the exploration of rod-shaped HPDMs, which can have similar HPDM-surface contact areas but vastly reduced volumes. Finally, our fourth goal involved HPDM control by testing whether externally applied bias forces could be used to steer HPDM translocation.

**Model Description.** In RoloSim, DNA strands are randomly scaffolded on a microsphere at the previously measured density of 91 000 strands/\( \mu \)m\(^2\) and RNA fuel strands are randomly patterned on an underlying planar surface (which we call the “substrate”) at a density of 50 000 strands/\( \mu \)m\(^2\). Specific hybridization interactions between the particle-bound DNA feet and the surface-bound RNA fuel form “molecular tethers”. Each tether exerts an extension (\( r \))-dependent force on the microsphere. Every single strand is explicitly modeled, such that the simulated HPDM acts as a “virtual twin” of a real HPDM. RoloSim allows for the simulation of spherical particles, as well as more complex geometries including dimers and trimers of spheres, rods with spherical caps, and polygonal prisms (not shown). RoloSim faithfully reproduces many characteristics of HPDM motion that we have observed experimentally. A 30 min simulation with a 30 ms timestep can be completed in \( \sim \)24 h. We generally run hundreds of RoloSim simulations in parallel using a computing cluster. A more detailed description of RoloSim is offered in the User Guide in the Supporting Information.

**Energy Minimization.** At each timestep, the position (encoded by the vector \( R = [P_x, P_y, P_z]^T \), which describes the particle’s geometric centroid) and orientation of the HPDM is adjusted to minimize \( E \). The coordinates of all DNA strands are rigidly linked to the HPDM’s surface, such that any rotation or translation of the particle is also propagated to the DNA strands’ coordinates. The simulation operates in an \( x--y--z \) Cartesian coordinate system where the \( z \)-direction is perpendicular to the substrate. Energy minimization is performed by accounting for the energy of the tethers, as well as a few additional terms that represent forces acting on the HPDM body

\[
E = E_g + E_d + E_B + \sum_{i=1}^{N} E_{teth,i}
\]

where \( E_g \) accounts for gravity and buoyancy, \( E_d \) accounts for electrostatic repulsion between the particle and the substrate, and \( E_B \) accounts for an externally applied biasing force that is generally set to zero. We found that for HPDMs with spherical bodies, we could calculate \( E_g \) in dimensionless multiples of thermal energy (\( k_B T \)), as

\[
E_g = (R - P_z)R^2(9.92 \times 10^{-12} \text{ nm}^{-4})
\]

where \( R \) is the HPDM’s radius and \( P_z \) is the \( z \)-height of the center of the HPDM. In addition, when using parameters that best-matched our experimental conditions, \( E_d \) could be described as

\[
E_d = R(3.21 \text{nm}^{-1}) \exp \left( \frac{P_z - R}{\lambda_D} \right)
\]

where \( \lambda_D = 1.18 \text{ nm} \). The calculations of \( E_g \) and \( E_d \) are shown in Note S2.

To calculate \( E_{teth,i} \), each tether is modeled as a nonlinear elastic spring with a force-extension relationship that was calculated using the worm-like chain (WLC) model.\textsuperscript{30,60} The details of our WLC calculations are written in Note S3, (accompanied by Figures S7–S11). Briefly, the WLC model has no closed-form solution so we used an approximation developed by Petrosyan\textsuperscript{60} to calculate the force-extension...
Table 1. RoloSim Default Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Origin</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\rho_{\text{teth}})</td>
<td>50,000 strand/(\mu)m²</td>
<td>measured²⁷</td>
</tr>
<tr>
<td>(\rho_{\text{guide}})</td>
<td>91,000 strand/(\mu)m²</td>
<td>measured²⁷</td>
</tr>
<tr>
<td>(D_{\text{HPDM}})</td>
<td>5 (\mu)m</td>
<td>manufacturer-specified</td>
</tr>
<tr>
<td>(t_{\text{setup}})</td>
<td>30 min</td>
<td>user selected</td>
</tr>
<tr>
<td>(\Delta t)</td>
<td>30 ms</td>
<td>user selected</td>
</tr>
<tr>
<td>(k_{\text{clvg},0})</td>
<td>4.3 (s^{-1})</td>
<td>optimized here</td>
</tr>
<tr>
<td>(k_{\text{clvg},\text{max}})</td>
<td>0.00913 (s^{-1})</td>
<td>optimized here</td>
</tr>
<tr>
<td>(k_{\text{tether, tensile scale}})</td>
<td>3.663 (k_B T)</td>
<td>optimized here</td>
</tr>
<tr>
<td>(k_{\text{tether compression stiffness}})</td>
<td>142 (k_B T) nm</td>
<td>optimized here</td>
</tr>
<tr>
<td>(K^*)</td>
<td>0.0045 (nm^{-2})</td>
<td>optimized here</td>
</tr>
<tr>
<td>(k_{\text{rupt}}^2)</td>
<td>0.8769 (k_B T)</td>
<td>optimized here</td>
</tr>
<tr>
<td>(k_{\text{rupt, state scale}}^*)</td>
<td>0.00356 (nm^{-2})</td>
<td>optimized here</td>
</tr>
</tbody>
</table>

Curve (Figure S8). We later found that this representation could accurately represent tether mechanics at large extensions but would fail to report resistance to compression at very small extensions. To compensate for this issue, we adapted a Monte Carlo simulation method presented by Becker, Rosa, and Everaers⁶¹ to understand \(E_{\text{teth}}\) with both extension and compression. Ultimately, we developed a simple, accurate approximation that accurately fits the Monte Carlo simulation data (Figure S9) for \(E_{\text{teth}}\) as a function of the tether’s end-to-end extension, \(r\)

\[
E_{\text{teth}} \approx \kappa_1 \exp(\kappa_2 r^2) + \frac{\kappa_3}{r_z^2}
\]  

(5)

where \(\kappa_1\) and \(\kappa_3\) are spring constants for extension and compression, respectively, \(\kappa_2\) (in units of \(nm^{-2}\)) is a fit parameter that is related to the persistence and contour lengths of the tether, and \(r_z\) is the tether’s extension in the \(z\)-direction. While the first term reflects an energetic cost for extending the tether, the second term reflects an energetic cost for compressing the tether into a small volume between the particle and the substrate. In both cases, the energetic cost is entropic in nature; extension reduces conformational mobility by bringing points on the tether closer to the axis of tension, while compression reduces conformational mobility by confining all points on the tether to a small spaces between the two surfaces.

We performed energy minimization using simulated annealing with six free parameters: three components of a translation vector denoted by \(D = [D_x, D_y, D_z]^T\) and three components of a rotation vector denoted by \(\rho = [\rho_x, \rho_y, \rho_z]^T\) (using the rotation vector representation, \(|\rho|\) denotes the magnitude of the rotation while the orientation of \(\rho\) denotes the axis around which the rotation is performed) with an initial guess of \(D = [0,0,0]^T\). Specifically, we used MATLAB (2019b)’s built-in simulannealbnd function (which performs simulated annealing, allowing the system to escape local energetic minimums) with MaxFunctionEvaluations set to 1,000 and an fminunc hybrid function (which performs local gradient descent, allowing the system to find the nearest local energetic minimum following simulated annealing) and otherwise default settings. We performed energy minimization after each timestep in which at least one tether formed, was cleaved or ruptured.

Application of Stochastic Changes. There are three processes that govern the set of tethers bound to the HPDM: association, cleavage, and rupture. Cleavage is mediated by RNase H and occurs with a rate constant of \(k_{\text{clvg}}\). Association is described by the rate of duplex hybridization between the RNA fuel and DNA guide strands. This process can be described in an interstrand distance \((d)\)-dependent manner using a Bell model-like equation that relates the energy of the hybridization transition state \((E_{\text{clg}})\) to \(k_{\text{clvg}}\)

\[
k_{\text{clvg}} = k_{\text{clvg},0} \exp\left(-\frac{E_{\text{clg}}}{k_B T}\right)
\]

(6)

where \(k_{\text{clvg},0}\) is a scaling parameter (i.e., determined during optimization) and \(E_{\text{clg}}\) is a positive value that is calculated as a function of \(d\) by using the WLC model with transition state-specific parameters (Note S3). Ultimately, in a manner similar to what is shown in eq S, \(E_{\text{clg}}\) could be accurately approximated using a simple calculation

\[
E_{\text{clg}} \approx \kappa^* \exp(\kappa^* d^2)
\]

(7)

where \(\kappa^*\) and \(\kappa^*\) are analogous to \(\kappa\) and \(\kappa\) but are specific to the transition state tether. To calculate \(k_{\text{rup}}\), we use an adaptation of a duplex rupture model presented by Mosayebi et al.⁶³ that simplifies to

\[
k_{\text{rup}} = (2.84 \times 10^{-8} \text{s}^{-1}) \exp\left(\frac{F}{1.96 \text{pN}}\right)
\]

(8)

where \(F\) vs. \(r\) is calculated with the WLC model as described above. For computational efficiency, \(k_{\text{rup}}\) was calculated as a function of \(\rho\) and saved as a lookup table, which was then loaded at the beginning of each RoloSim iteration and referenced (via interpolation) throughout the simulation.

For each timestep, the rate constant for each event (association, rupture, or cleavage) is calculated. If \(\exp(-k \Delta t)\) (where \(k\) is the rate constant for the event and \(\Delta t\) generally 30 ms, is the timestep duration) is smaller than a random number on the interval 0 to 1, the event occurs. If any events occur during a timestep, then energy minimization is performed. Energy minimization and the application of stochastic changes are performed iteratively until the simulation reaches 30 min. While the number of possible cleavage and rupture events are both equivalent to the number of tethers (~10² under standard conditions), the number of possible association events is vastly larger (~10⁵ under standard conditions). Accordingly, several data management strategies, which make RoloSim computationally tractable by significantly decreasing the number of computations, are used as described in the user guide.

Measurement of Simulated HPDM Stall Force and Velocity. To estimate stall force, a 30 min (in simulation
then transformed into an indestructible tether that could neither be cleaved nor ruptured. The simulation was then allowed to run until the total polyvalency dipped below five, and the force experienced by the indestructible tether was measured at each timestep. The tether force was then smoothed over a 1-s window, and the highest force was saved (Figure S13). This process was then repeated 100 times, and the median of the 100 recorded max force values was considered the stall force, $F_{\text{stall}}$. When multiple iterations of HPDM translocation were run at a single condition, each of the 100 repetitions was selected randomly from one of the iterations. For each iteration, $v_{\text{avg}}$ was calculated by averaging the velocity measured at 20 s intervals (in simulation time) taken from throughout the simulation. When multiple iterations of RoloSim were run at a single condition, $v_{\text{avg}}$ was obtained by averaging the $v_{\text{avg}}$ values calculated for each iteration.

Optimization of RoloSim. Our process of RoloSim parameter optimization is presented in Note S4, and our optimized parameters are shown in Table 1. To summarize, we varied dynamic parameters ($k_{c,0}$ and $k_{m,0}$) as well as mechanical parameters ($\kappa$, $\kappa_t$, and $\kappa_{\text{on}}$) to maximize agreement between simulation results and experimental observations of HPDM translocation. Specifically, we sought to reproduce metrics such as the width and depth of the HPDM track, velocity, path persistence, force, and RNase H cleavage rate. We also sought to obtain mechanical parameters that were consistent with the best estimates calculated using well-validated WLC models of force-dependent oligonucleotide hybridization kinetics.

We were unable to accurately reproduce all experimentally relevant observations with any single set of parameters. For example, we could not find a combination of $k_{c,0}$ and $k_{m,0}$ values that simultaneously enabled (1) the use of parameters calculated directly from WLC models, (2) HPDM forces of 100 ± pN, and (3) experimentally observed depletion track width and depth (380 nm track width and consumption of 50% of fuel within the depletion track, respectively). As such, we focused on optimizing average velocity ($v_{\text{avg}}$) and stall force ($F_{\text{stall}}$), which are the two main quantities for which we want to understand the scaling laws. Ultimately, we chose to move forward with mechanical parameters $\kappa$ and $\kappa_t$ that were 10× stiffer than predicted from our WLC models. Our optimized $k_{c,0}$ and $k_{m,0}$ constants are shown in Table 1.

Figure 2. MSD analysis of optimized RoloSim results.

Key Assumptions. The computational tractability of RoloSim rests on two key assumptions centered on the energy minimization approach. First, the HPDM’s position and orientation are updated to the energetic minimum during each timestep. In other words, the HPDM’s orientation and position during each timestep are essentially represented with a mean-field approximation. This approach neglects two important physical processes that occur in reality: (1) non-instantaneous relaxation dynamics and (2) thermal fluctuations of the HPDM body. We performed simulations to assess the effect of ignoring each of these effects.

First, we assessed the effect of instantaneously updating the HPDM position and orientation at each timestep by calculated the expected dynamics of HPDM relaxation following the formation of a new tether (Note S5). Specifically, we calculated the acceleration, velocity, and displacement at a range of force imbalances, lateral displacements, and HPDM z-heights. For these calculations, we considered the effect of viscous drag due to motion parallel to a nearby surface. For each scenario, we calculated the relaxation time as the duration required for the HPDM to traverse 90% of its total displacement. The relaxation time was substantially shorter than the 30 ms timestep in all conditions, with an average of 2.4 ms (Note S5). We expect that similar findings would hold for rotation and for relaxation following tether cleavage or rupture. Accordingly, these results suggest that instantaneous translation and rotation is a reasonable approximation that reduces the computational cost of RoloSim by orders of magnitude.

Second, we simulated thermal fluctuations of the HPDM position and orientation using the Metropolis-Hastings methods (Note S6). To accomplish this, we restarted completed RoloSim simulations at random timepoints and simulated random translation and reorientation with polyvalencies ranging from 1 to 100 tethers. We calculated the average $k_{\text{on}}$ values for pairs of DNA and RNA strands throughout the simulation and compared these thermally averaged $k_{\text{on}}$ values to the $k_{\text{on}}$ value at the energetic minimum. We found that, at all polyvalencies, the two $k_{\text{on}}$ estimates were highly similar as long as the two strands were within a cutoff distance. The energetic-optimum $k_{\text{on}}$ for pairs of strands with distances above this cutoff systematically underestimated the thermally averaged $k_{\text{on}}$. However, this cutoff distance increased with increasing polyvalency, such that the fraction of association events above the cutoff decreased with increasing polyvalency. At a polyvalency of 20, fewer than 5% of all association events occurred between strands with interstrand distances above this cutoff distance. This percentage is orders
of magnitude lower for typical polyvalencies (100−200 tethers) seen in RoloSim that are typical. As will be discussed near the end of this article, the vast majority (∼97%) of RoloSim simulations conducted in this work had higher average polyvalencies than 20 tethers. Accordingly, we conclude that the assumption that the HPDM rests at its energetic minimum during each timestep is a reasonable assumption with minimum effects on HPDM dynamics.

Mean-Squared Displacement Analysis. We started our analysis of the RoloSim outputs by analyzing the condition that we elected to move forward with as our optimal condition (parameters shown in Table 1). Specifically, we analyzed the mean-squared displacement (MSD) properties of the simulated HPDMs’ trajectories. We previously found that, when MSD was recorded on a timescale of ∼5 s to ∼1 min, MSD scaled as a function of $t^{1.5}$. This behavior is a feature of superdiffusive motion, owing in this case to the semi-persistence (i.e., biased toward continuing motion in the current direction of motion) and self-avoiding (i.e., avoidance of crossing depletion tracks) character of HPDM translocation. If the scaling exponent (generally called $\alpha$) is equal to 1, behavior is diffusive. Generally, $\alpha = 2$ defines ballistic motion, $\alpha < 1$ defines subdiffusive motion, and $\alpha > 1$ defines superdiffusive motion. We found that HPDMs simulated using RoloSim also exhibit superdiffusive motion, with $\alpha \approx 1.5$ when analyzed on experimentally relevant timescales (Figure 2).

A log−log plot of MSD vs. timeshift ($\tau$) exhibits a slope that is equal to the $\alpha$ coefficient when MSD $\propto \tau^{\alpha}$ (left). Running an MSD analysis for the optimized RoloSim output shows that at experimentally relevant timescales ($\tau$ ranging from 5 s to ∼2 min), $\alpha$ is centered around 1.5, and decays to 1 (diffusive) at longer timescales (right). These findings are consistent with experimental observations.17,25,26,30

Use of RoloSim to Parameterize RNase H Kinetics. We next optimized the RNase H cleavage kinetics (Figure 3). We previously observed17,25 that $v_{\text{avg}}$ increases with [RNase H] in a hyperbolic manner; at the standard concentration of [RNase H] = 144 nM, $v_{\text{avg}} = 1.3 \mu$m/min. Decreasing [RNase H] 10-fold to [RNase H] = 14.4 nM resulted in a near-complete abrogation of motion, while increasing [RNase H] 10-fold to...

![Figure 3.](https://doi.org/10.1021/acs.jpcb.2c01897)
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[\text{RNase H}] = 1,440 \text{ nM} \text{ resulted in a} \sim 2\text{-fold increase in} \nu_{\text{avg}} \text{ to} \nu_{\text{avg}} = 2.4 \mu\text{m/min}. \text{ We fit the} \nu_{\text{avg}} \text{ values from Yehl et al.}^{17} \text{ to a hyperbolic function}

$$\nu_{\text{avg}} = \frac{\nu_{\text{avg,max}} [\text{RNase H}]}{[\text{RNase H}] + [\text{RNase H}]_{50}}$$

(9)

where \nu_{\text{avg,max}} is the maximum HPDM velocity when \text{[RNase H]} = \text{k}_{\text{cat}} (i.e., when [\text{RNase H}] = \infty) \text{ and } [\text{RNase H}]_{50} \text{ is the concentration of RNase H that produces } \nu_{\text{avg}} = \nu_{\text{avg,max}}/2. \text{ We obtained best-fit values of } \nu_{\text{avg,max}} = 2.7 \mu\text{m/min} \text{ and } [\text{RNase H}]_{50} = 170 \text{ nM} \text{ (Figure 3c).}

One mechanistic interpretation for this scaling behavior is that RNase H-mediated tether cleavage can be described by a two-step sequential reaction (Figure 3a). The first step, which is [RNase H]-dependent, reflects association of the RNase H molecule with the tether and is described by the pseudo-first-order rate constant \text{k}_{1}. \text{ The second step is [RNase H]-independent and reflects cleavage of the RNA backbone of the tether. This step is described by the zero-order rate constant } \text{k}_{\text{cat}}. \text{ In this scenario, } \nu_{\text{avg}} \text{ can be described in terms of these two rate constants with the standard equation for a sequential two-step reaction}

$$\frac{1}{k_{\text{avg}}} = \frac{1}{k_{1}[\text{RNase H}]} + \frac{1}{k_{\text{cat}}}$$

(10)

Because the second round of optimization produced RoloSim results with varying \text{k}_{\text{cat}}/k_{1} ratios (see Note S4), we next sought to recycle these optimization results to investigate the effect of tuning \text{k}_{	ext{avg}} on \text{F}_{\text{HPDM}}. \text{ Perhaps more importantly, we sought to use RoloSim to understand how } \text{F}_{\text{HPDM}} \text{ would scale with } [\text{RNase H}] \text{ (which, unlike } k_{\text{avg}} \text{, is experimentally tunable in a straightforward manner). To accomplish this, we temporally re-scaled each simulation’s output such that } k_{\text{cat}} \text{ would equal the optimized value of } k_{\text{cat}} = 0.0091 \text{ and calculated } \nu_{\text{avg}} \text{ at each condition. We found that 8 of the 17 conditions exhibited } \nu_{\text{avg}} < \nu_{\text{avg,max}} \text{ (Figure 3b). We then used these eight } \nu_{\text{avg}} \text{ values and least-squared-residuals fitting to find a combination of } k_{1} \text{ and } k_{\text{cat}} \text{ that resulted in simulated } [\text{RNase H}] \text{ vs } \nu_{\text{avg}} \text{ values producing best-fit values of } \nu_{\text{avg,max}} = 2.7 \mu\text{m/min} \text{ and } [\text{RNase H}]_{50} = 170 \text{ nM} \text{ (Figure 3c).}

The result of this process revealed that } k_{1} = 0.044 s^{-1} \text{ nM}^{-1} \text{ and } k_{\text{cat}} = 13.5 s^{-1} \text{ (Figure 3d).}

This best-fit } k_{\text{cat}} \text{ value is 33-fold higher than the previous } k_{\text{cat}} \text{ value that was measured experimentally}^{17} \text{ of } 0.4 s^{-1}. \text{ While it is possible that the experimental measurement resulted in an underestimation of } k_{\text{cat}}, \text{ we find it much more likely that the simulation-based estimate is less accurate. We therefore caution against over-interpretation of this finding. Nonetheless, these extracted values can offer some insights into the potential scaling between } \text{F}_{\text{HPDM}} \text{ and } [\text{RNase H}], \text{ which could potentially allow } \text{F}_{\text{HPDM}} \text{ to be tuned up or down depending on the application.}

**Relationship between [RNase H] and F_{HPDM}.** To understand how } [\text{RNase H}] \text{ could be adjusted to tune } \text{F}_{\text{HPDM}}, \text{ we utilized our fit results from the previous subsection. Our results reveal a negative correlation between } [\text{RNase H}] \text{ and } \text{F}_{\text{HPDM}}. \text{ Specifically, we found that } \text{F}_{\text{HPDM}} \text{ could be fit to a simple power-law relationship}

$$\text{F}_{\text{HPDM}} = \left( \frac{31,647 \text{ nM}}{[\text{RNase H}]^{5/6}} \right) 87.5 \text{ pN}$$

(11)

However, according to this model, } k_{\text{avg}} \text{ can only be tuned as high as } k_{\text{cat}} \text{ at which point } \text{F}_{\text{HPDM}} \text{ converges to } 87.5 \text{ pN}. \text{ Therefore, } \text{F}_{\text{HPDM}} \text{ can only be reduced—to a point—by increasing } [\text{RNase H}]. \text{ Notably, increasing } [\text{RNase H}] \text{ decreases motor force while also increasing motor speed. Extrapolation of our fit to low } [\text{RNase H}] \text{ does suggest that } \text{F}_{\text{HPDM}} \text{ can be tuned to arbitrarily high levels, but this interpretation may be an artifact of our temporal scaling method. Nonetheless, our results suggest that } \text{F}_{\text{HPDM}} \text{ can potentially be increased by decreasing } [\text{RNase H}].

**Effect of HPDM Diameter on F_{HPDM} and V_{avg}.** To understand how HPDM force and speed scale with HPDM...
diameter, $D_{\text{HPDM}}$, we simulated HPDM motion with HPDM diameters ranging in 500 nm increments from 500 to 6,000 nm. Our results (Figure 4) show a near linear dependence of $F_{\text{HPDM}}$ (Figure 4c) on $D_{\text{HPDM}}$, fitting accurately ($R^2 > 0.99$) to the relationship

$$F_{\text{HPDM}} \approx (0.19 \text{ pN})(D_{\text{HPDM}} \text{ nm}^{-1})^{4/5}$$

(12)

In contrast, we found that $v_{\text{avg}}$ exhibited highly sub-linear scaling (Figure 4b) with respect to $D_{\text{HPDM}}$, fitting well to the relationship

$$v_{\text{avg}} \approx \left(0.16 \mu\text{m min}^{-1}\right)(D_{\text{HPDM}} \text{ nm}^{-1})^{1/4}$$

(13)

The nature of this scaling suggests that reduction of HPDM diameter may be one means of improving HPDMs’ utility as single-molecule sensors; if HPDM mobility is used as a readout with stalling corresponding to the detection of a target molecule of interest, then it is desirable to have (1) high baseline velocity, which both ensures that the stalling event results in a larger change in the readout metric and also ensures that target molecules are sampled at a higher rate, and (2) low force, which ensures that a smaller number of target molecules (ideally one) can stall an HPDM without being ruptured. These results suggest that decreasing diameter decreases $F_{\text{HPDM}}$ to a larger extent than it decreases $v_{\text{avg}}$. Put another way, a 50% reduction in diameter results in a 50% reduction in $F_{\text{HPDM}}$ but only decreases $v_{\text{avg}}$ by $\sim 10-20\%$. However, HPDM diameter must remain large enough for HPDMs to be seen using a brightfield microscope, and low polyvalency (which can result from decreased diameter) increases the possibility of spontaneous detachment. Therefore, future efforts to use smaller HPDMs as more sensitive molecular sensors will likely need to balance these tradeoffs.

We next investigated the effect of RNA fuel and DNA guide strand density on HPDM translocation and force-generation. We ran 100 simulations—one at each combination of ten RNA fuel and DNA foot surface densities ($\rho_{\text{fuel}}$ and $\rho_{\text{guide}}$) ranging in 10% increments from 10 to 100% of the experimentally measured density (Figure 5). Our results reveal a near-linear dependence of $F_{\text{HPDM}}$ on both $\rho_{\text{fuel}}$ and $\rho_{\text{guide}}$ and fit well ($R^2 = 0.975$) to the relationship

$$F_{\text{HPDM}} = (10^{-4} \text{ pN})\left(\rho_{\text{guide}} \times \rho_{\text{fuel}} \left(\frac{\mu\text{m}^2}{\text{strands}}\right)^{1/5}\right)^{3/4}$$

(14)

However, the dependence of $v_{\text{avg}}$ on both $\rho_{\text{fuel}}$ and $\rho_{\text{guide}}$ was not quite as straightforward; $v_{\text{avg}}$ was positively correlated with $\rho_{\text{guide}}$ and negatively correlated with $\rho_{\text{fuel}}$. Importantly, both correlations were mild; $v_{\text{avg}}$ can be approximated with moderate accuracy ($R^2 = 0.91$) with the function

$$v_{\text{avg}} = \left(2 \mu\text{m min}^{-1}\right)\left(\rho_{\text{guide}} \mu\text{m}^2\text{ strands}^{-1}\right)^{1/5}\left(\rho_{\text{fuel}} \mu\text{m}^2\text{ strands}^{-1}\right)^{1/4}$$

(15)

These results suggest that decreasing $\rho_{\text{fuel}}$ and $\rho_{\text{guide}}$ have different overall effects; while decreasing $\rho_{\text{guide}}$ decreases both...
$F_{\text{HPDM}}$ and $v_{\text{avg}}$ decrease $\rho_{\text{fuel}}$ decreases $F_{\text{HPDM}}$ and increases $v_{\text{avg}}$. In the latter case, both effects drive the HPDM toward a parameter space that we identified in the previous section as favorable for molecular sensing purposes (high speed and low force). In fact, decreasing $\rho_{\text{fuel}}$ from 50,000 strands/μm$^2$ 10-fold to 5,000 strands/μm$^2$ reduces $F_{\text{HPDM}}$ to ~23 pN—which is sufficient for single molecule detection of high-affinity bonds such as DNA duplexes or high-affinity antibody–antigen interactions—and almost doubles $v_{\text{avg}}$ from 1.3 to 2.5 μm.

As mentioned at the close of the previous section, any change that reduces the average polyvalency of the HPDM may also result in an increase in the rate of spontaneous HPDM detachment—which is unfavorable. Furthermore, RoloSim does not model nonspecific interactions between the HPDM and the substrate, but the persistent presence of immobile particles in HPDM tracking experiments suggests that some fraction of HPDMs stick to the surface via nonspecific interactions. It is possible that reducing $\rho_{\text{fuel}}$ may alter the nature of these interactions. Furthermore, it is possible, as with all modeling results presented here, that our predictions may not be consistent with future experiments due to the nuances of surfaces and interfaces that are not captured by our simulation. This is particularly important to keep in mind when considering the $\rho_{\text{fuel}}$-dependent results because the experimentally measured track depth is ~50%, while here it is ~100%. Nonetheless, our results suggest that reducing $\rho_{\text{fuel}}$ while maintaining high $\rho_{\text{guide}}$ may be an effective strategy for using HPDMs as molecular sensors.

**Effect of Tether Duplex and Spacer Length on $F_{\text{HPDM}}$ and $v_{\text{avg}}$** We next examined the effect of tether spacer and duplex length on HPDM translocation (Figure 6). Specifically, we tested all combinations of 11 duplex lengths ($N_{\text{duplex}}$, ranging from 9 to 29 bp) and 11 spacer lengths ($N_{\text{spacer}}$ ranging from 0 to 50 nt). For each combination, we performed WLC Monte Carlo simulations as described in Note S3 and fit $\kappa_t$, $\kappa_c$, and $\kappa_j$ parameters of the calculated energy–extension curve to eq 5. We also performed this process for the hybridization transition state. We then scaled the $\kappa_t$ and $\kappa_j$ parameters $10^x$, in accordance with our optimization results.

As in the above analysis of surface density, force increased both with spacer length and duplex length. Mobility was very poor (with HPDMs largely being detached from the track) at low spacer and duplex lengths, rendering force and velocity estimates volatile and largely meaningless. However, at spacer lengths greater than 15 nt, $F_{\text{HPDM}}$ fit well ($R = 0.96$) to the relationship

$$F_{\text{HPDM}} = (2.5 \text{ pN}) \left( \frac{N_{\text{spacer}}}{\text{nt}} \right)^{1/2} \left( \frac{N_{\text{duplex}}}{\text{bp}} \right)^{4/5}$$

and $v_{\text{avg}}$ also scaled meaningfully with both $N_{\text{spacer}}$ and $N_{\text{duplex}}$ fitting well to the relationship

![Figure 6. Dependence of $F_{\text{HPDM}}$ and $v_{\text{avg}}$ on the tether duplex and spacer length. (a) Montage of simulated depletion tracks obtained with varying tether spacer and duplex lengths. (b) $F_{\text{HPDM}}$ (top) and $v_{\text{avg}}$ (bottom) as a function of duplex length (left) and spacer length (right) at three representative spacer and duplex lengths, respectively. (c) Surface plots showing $F_{\text{HPDM}}$ (left) and $v_{\text{avg}}$ (right) as a function of tether duplex and spacer length. (d) Plot of $v_{\text{avg}}$ vs $F_{\text{HPDM}}$ with color depicting spacer length and a black arrow showing the general direction along which duplex length increases.](https://doi.org/10.1021/acs.jpcb.2c01897)
Figure 7. Results of simulations of rod-shaped HPDMs (rHPDMs). (a) Montage of simulated depletion tracks obtained with varying rHPDM lengths and diameters. The direction of translocation is generally right to left or left to right (not up/down). (b) Surface plots showing $F_{\text{HPDM}}$ and $v_{\text{avg}}$ as a function of rod length and rod diameter. (c) $F_{\text{HPDM}}$ and $v_{\text{avg}}$ as a function of rod length (left) and rod diameter (right) at three representative rod diameters and rod lengths, respectively. (d) Scatterplots of $v_{\text{avg}}$ and HPDM volume vs $F_{\text{HPDM}}$ with color depicting rod length and black arrows showing the general direction along which rod diameter increases. The results of spherical HPDMs with varying diameter are shown as x’s. Note the large differences between the volume (plotted on a log-scale) of spheres and rods at similar force levels.

\[ F_{\text{HPDM}} = \frac{0.5}{D^2} \left( \frac{L}{\text{nm}} \right) \left( \frac{D}{\text{nm}} \right)^{1/5} \left( \frac{L}{\text{nm}} \right)^{1/14} \]

which illustrates minimal dependence of $F_{\text{HPDM}}$ on $L_{\text{rod}}$ but strong dependence on $D_{\text{rod}}$.

It is important to note that these results were obtained with different strand lengths but the same strand surface densities. However, it is likely that strand length influences surface density due to crowding effects. In addition, from a practical standpoint changing the duplex length should also affect the effective $k_{\text{avg}}$ because a longer duplex will require more individual cleavage events in order to yield complete tether detachment. However, as these simulations were all performed using the same $k_{\text{avg}}$ values, simply tuning the duplex length experimentally may not produce the same effects observed in this study.

Simulations of Rod-Shaped HPDMs. Our studies of HPDMs thus far have focused on spherical HPDMs, but rod-shaped HPDMs (rHPDMs) offer a means of substantially reducing HPDM size. To understand the characteristics ($v_{\text{avg}}$ and $F_{\text{HPDM}}$ in particular) of rHPDMs, we used RoloSim to simulate rods (specifically, cylinders with spherical tips) with diameters ($D_{\text{rod}}$) ranging from 100 to 1,000 nm and lengths ($L_{\text{rod}}$) ranging from 200 to 2000 nm (Figure 7). Interestingly, our results suggest that rod diameter is much more important than rod length in determining both $v_{\text{avg}}$ and $F_{\text{HPDM}}$ while increasing diameter increased both $F_{\text{HPDM}}$ and $v_{\text{avg}}$ in a near linear manner, increasing rod length decreased $v_{\text{avg}}$ and had a very mild effect on $F_{\text{HPDM}}$. We found that $F_{\text{HPDM}}$ could be accurately described ($R^2 = 0.986$) by the equation

\[ F_{\text{HPDM}} = 0.5 \left( \frac{D}{\text{nm}} \right)^{1/5} \left( \frac{L}{\text{nm}} \right)^{1/14} \]

which is 11.4 pN.

\[ v_{\text{avg}} = \frac{0.055 \mu\text{m}}{\text{min}} \left( \frac{N_{\text{duplex}}}{nt} \right)^{1/3} \left( \frac{N_{\text{spacer}}}{\text{bp}} \right)^{-1/3} \]

which is 1.466 µm/min.

Importantly, rHPDMs offer a means of taking the force-generating properties of autochemophoresis to a much smaller length scale than is currently possible. For example, the rHPDM with $D_{\text{rod}} = 700$ nm and $L_{\text{rod}} = 600$ nm generates a similar level of force ($F_{\text{HPDM}} = 150$ pN) to 5 µm spherical HPDMs but is ~160× smaller by volume (or 280× if the spherical caps—which largely do not contribute to rHPDM motion—are removed).

These initial findings suggest major challenges in creating nanoscale (i.e., <100 nm in their smallest dimension) autochemophoretic motors that can generate force in the high pN range. Because rods with $D_{\text{rod}} = 100$ nm never generate more than ~20 pN of force, long thin rods do not appear to be capable of producing arbitrarily high forces. In
theory, short wide “rods” (e.g., $L_{\text{rod}} = 100 \text{ nm}$, $D_{\text{rod}} = 1000 \text{ nm}$) may be capable of generating high forces, but such “cheese-wheel”-type rods would have very large volumes because they would be micron-scale in two dimensions, which essentially defeats the purpose of size reduction. In theory, $F_{\text{HPDM}}$ could be increased for thin rods by decreasing [RNase H] (Figure 3), at the cost of $v_{\text{avg}}$. Finally, it is important to note that this discussion would likely be slightly different if rHPDMs had been simulated without spherical caps, which mildly influence the track width.

**HPDM Motion with a Biasing Force.** To complete this initial adhesive dynamics study of HPDM translocation, we investigated the effect of a biasing force on HPDM translocation. Because HPDMs “write” as they translocate by removing RNA fuel (or by depositing molecules through mechanical bond rupture)\(^{30}\), the ability to control HPDM direction would enable a new form of highly parallel nanolithography. However, it is unclear whether HPDM directionality can be controlled using an external biasing force. To address this question, we used RoloSim to evaluate the effect of an externally applied biasing force on HPDM motion. We ran seven iterations at each of 11 biasing force magnitudes, ranging from 0 to 100 pN. At each condition, we quantified the path persistence length ($L_{\text{traj}}$) and $v_{\text{avg}}$ to assess the extent to which the biasing force directs and speeds up HPDM translocation.

Our results (Figure 8) suggest that HPDM motion can be directed using a biasing force. A force of 1 pN results in no discernible change in directionality, $L_{\text{traj}}$, or $v_{\text{avg}}$. However, a force of 3 pN creates a clear bias in HPDM motion toward the direction of the force. This bias magnitude does not result in a notable increase in $v_{\text{avg}}$ and tracks still exhibit many notable deviations from the most favorable direction of translocation, but there is a notable increase in $L_{\text{traj}}$. A biasing force of 6 pN further increases $L_{\text{traj}}$ and further increases the directional appearance of the depletion track. A biasing force of 10 pN results in a notable increase in $L_{\text{traj}}$ and $v_{\text{avg}}$, and also appears to result in periodic detachment from the depletion track. Forces above 10 pN result in exponentially increasing $L_{\text{traj}}$ values, linearly increasing $v_{\text{avg}}$ values, and an increased frequency of apparent detachment events.

The apparent detachment events appear to be an artifact of the manner in which RoloSim handles detachment; when the polyvalency reduces to zero, the HPDM undergoes planar Brownian motion until a new tether forms. In other words, the HPDM is not allowed to detach and irreversibly flow away from the surface following detachment of the final tether, as would be expected to happen in reality. Accordingly, our RoloSim results suggest that there may be a biasing force range that can steer HPDMs without causing them to detach from the surface.

To assess the accuracy of this final prediction experimentally, we imaged HPDMs rolling under standard conditions ([RNase H] = 144 nM, 100% RNA fuel and DNA guide, 5 μm diameter spherical HPDMs) while applying a biasing force using flow...
The direction of flow was from left to right, and it was performed at a flow rate of 1000 μL/min. According to our calculations above, this flow rate corresponds to a force of $F_{\text{bias}} = 19 \text{ pN}$. The depletion tracks generally reveal $\sim 5-10 \text{ μm}$ of translocation from left to right, followed by random self-avoiding translocation.

(Figure 9). We applied flow rates ($Q$) ranging from 200 μL/min to 1000 μL/min and imaged HPDMs for 10 min.

At a condition of $Q = 1000 \text{ μL/min}$, we found that HPDM motion was biased toward the direction of flow in a parallel fashion. To illustrate this, we imaged depletion tracks after 10 min of flow, followed by 10 min of rolling in the absence of flow. We used ibidi μ-Slide VI 0.4 flow cells for this study, which has rectangular channels 3.8 mm in width and 0.4 mm in height. This cross-sectional area and flow rate results in an average flow velocity of $\sim 11 \text{ mm/s}$. Assuming parabolic flow, (which is reasonable given the channel’s small aspect ratio), the velocity at a height of 2.5 μm is

$$v_{\text{flow}} = \left(0.011 \text{ m/s} \right) \left(1 - \frac{200 \text{ μm} - 2.5 \text{ μm}}{200 \text{ μm}} \right)^2$$

$$= 0.0041 \text{ m/s}$$

(20)

which, using Stokes law

$$F_{\text{bias}} = 6\pi(0.000025 \text{ m})\left(1 \text{ Ns/m} \right)\left(0.0041 \text{ m/s} \right) = 19 \text{ pN}$$

(21)

yields $F_{\text{bias}} = 19 \text{ pN}$. The finding that HPDMs can translocate processively under a 19 pN biasing force is somewhat out of agreement with the RoloSim prediction, which predicted maximum bias at $\sim 6 \text{ pN}$ and detachment at 10 pN. Nonetheless, the experimental and computational results are in good qualitative agreement.

**DISCUSSION AND CONCLUSIONS**

We have developed a computational method, called RoloSim, for explicitly simulating relatively large-scale burnt bridge ratchet motors. Our simulation approach, which relies on the adhesive dynamics method, resembles previous works but has some key differences. Unlike with other AD simulations of BBR motors, Brownian fluctuations of the microparticle body are ignored and assumed to be effectively suppressed by the large number of tethers constraining the particle’s motion. This limitation may interfere with efforts to accurately simulate BBR motion of smaller motors, for which Brownian fluctuations must be considered. Instead, thermal fluctuations are considered at the level of the individual tethers, which form and dissociate in a kinetic Monte Carlo fashion. Unlike with previous AD simulations of microscale cargos (namely, cells), the driving force for motor translocation is generated internally due to the auto-degradatory activity of individual tethers, rather than externally applied fields.

Using RoloSim, we have uncovered the scaling properties of force-generation and speed as a function of various experimentally tunable parameters such as strand density, tether cleavage rate, HPDM size, and tether length (Figures 10 and 11). Future experimental works will aim to test these predictions. We have also studied the speed and force generation capacity of rod-shaped motors, with our results suggesting that force scales with rod diameter but not with rod length, while speed scales with diameter and decreases with length. These findings suggests that efforts to design BBR nanomotors with high force generating capacity de novo will require more sophisticated designs. Future works will utilize RoloSim to explore design options that could enable the development of high-power nanomotors. Our findings also suggest some strategies for tuning motor force and speed. For example, force can be minimized while speed is maximized by creating a large ratio of guide strand surface density to fuel strand surface density.

As an initial test of the validity of our predicted scaling properties, we here compare our predictions with published experimental results. Recent work found that small, 50 nm DNA motors exhibited average velocities of $\sim 0.18 \text{ μm/min}$. This measurement was performed at lower RNase H (30
nM), higher \( \rho_{\text{guide}} \) (190,000 \( \mu m^{-2} \)), and lower \( \rho_{\text{fuel}} \) (22,000 \( \mu m^{-2} \)) than the work by Yehl et al. that we used for our initial parameterization\(^7\) (which had 5 \( \mu m \) diameter, [RNase H] = 144 nM, \( \rho_{\text{guide}} = 91,000 \mu m^{-2} \), and \( \rho_{\text{fuel}} = 50,000 \mu m^{-2} \), and yielded \( v_{\text{avg}} = 1.3 \mu m/min \)). We applied the scaling relationships fit in this work to account for all these differences:

\[
\left( \frac{50 nm}{50,000 nm} \right)^{1/4} \left( \frac{190,000 \mu m^{-2}}{91,000 \mu m^{-2}} \right)^{1/5} \left( \frac{22,000 \mu m^{-2}}{50,000 \mu m^{-2}} \right)^{1/4} = 0.19 \frac{\mu m}{min}
\]

yielding a prediction of \( v_{\text{avg}} = 0.19 \mu m/min \), which is remarkably similar to the experimental measurement. Applying a similar analysis to force predicts \( F_{\text{HPDM}} \) = 1.6 pN. Note that direct simulation of such small DNA motors would likely require explicit consideration of Brownian fluctuations.\(^66\)

A key limitation of RoloSim lies in a parameter assumption that was made in order to enable studies of force scaling; tether stiffness was assumed to be 10 times stiffer than would be predicted from the WLC theory. In addition, RoloSim produces motor depletion tracks that are completely devoid of uncleaved fuel, while experimental findings suggest that \(~50\%\) of fuel remains uncleaved. The reason for partial cleavage of the RNA fuel is unclear to us, as the RNA is completely cleaved if soluble complementary DNA and RNase H are added to the solution. Notably, gold nanoparticle motors,\(^28\) DNA origami motors,\(^26\) and other rod-shaped motors\(^17\) all generate tracks with partially cleaved RNA fuel in their wake and thus this experimental observation is robust. Super-resolution imaging, FRET or perhaps fluorescence correlation-based analysis of the RNA conformation at the junction is needed to shed more light on this question. That said, nanoscale interfaces, such as the motor-surface junction, are notoriously difficult to characterize experimentally (especially given the far-from-equilibrium nature of the system), and hence spectroscopic analysis will not be trivial. Future works will be aimed at adjusting the model in order to simultaneously reproduce all experimentally relevant parameters and achieve a more reliable model that recapitulates these aspects of the motor system.
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