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Next to the ridicule of denying an evident truth, is that of taking much pains to defend it; and no truth appears to me more evident, than that beasts are endow'd with thought and reason as well as man. The arguments are in this case so obvious, that they never escape the most stupid and ignorant.

When . . . we see other creatures, in millions of instances, perform like actions, and direct them to like ends, all our principles of reason and probability carry us with an invincible force to believe the existence of a like cause. 'Tis needless in my opinion to illustrate this argument by the enumeration of particulars. The smallest attention will supply us with more than are requisite. The resemblance betwixt the actions of animals and those of men is so entire in this respect, the very first action of the first animal we shall please to pitch on, will afford us an incontestable argument for the present doctrine.

This doctrine is as useful as it is obvious. . . . 'Tis from the resemblance of the external actions of animals to
those we ourselves perform that we judge their internal
[actions] likewise to resemble ours. . . .

—David Hume, 1739–40, Treatise, bk. 1, pt. 3, sect. 16

I. INTRODUCTION

Darwin had a problem—or at least he thought he had a problem. He knew that the harshest reaction to his theory of evolution would not concern his claims about the evolution of animals. Although the devoutly religious would find any claim for evolution objectionable, the most severe resistance would center around what his theory suggested about the non-Divine origins of humans. Indeed, Darwin’s meticulous documentation of the similarities and differences among living and extinct species might easily have been brushed aside as merely interesting, if the implications for human origins were not so apparent. After all, by the time The Origin of Species was published in 1859, Europeans had already been forced to accept the remarkable morphological and behavioral similarities between monkeys, apes, and humans. The average Victorian, then, had already reached the conclusion that what really separated humans from other animals were not their bodies, but their minds.

Herein lay Darwin’s problem. On the one hand, he knew that if he dwelled on the human case he might merely inflame general anti-evolutionist sentiments. On the other hand, if he let the mind escape evolutionary scrutiny by allowing for its Divine origin (as did the co-discoverer of the principle of natural selection, Alfred Russell Wallace), this might raise a cloud of suspicion around the entire theory. As he later put it: “If no organic being excepting man had possessed any mental power, or if his powers had been of a wholly different nature from those of lower animals, then we should never have been able to convince ourselves that our high faculties had been gradually developed.”¹ Although Darwin perceived this problem early on, in The Origin he attempted to sidestep it by making only a few, concluding comments about humans: “Much light,” he vaguely promised, “will be thrown on the origin of man and his history.”² However, even at the time, Darwin was already privately preparing the evidence that humans, too, were a species descended. As he later confessed in The Descent of Man, “During many years I collected notes on the origin or descent of man, without any intention of publishing on the subject . . . as I thought that I should thus only add to the prejudices against my views.”³

But by the late 1860s, Darwin felt that the time had come to outline the evidence that every aspect of humans, including the most seemingly Divine
aspects of our minds, had been produced through the action of natural selection. In Chapters 3 and 4 of *The Descent of Man*, Darwin laid out the case for believing that the difference between the minds of humans and other animals was "certainly one of degree and not kind."4 "My object . . ." Darwin wrote, "is to shew [sic] that there is no fundamental difference between man and the higher mammals in their mental faculties. . . . With respect to animals very low on the scale, I shall give some additional facts . . . shewing [sic] that their mental powers are much higher than might have been expected."5 In the ensuing pages, he offered an impressive (and often amusing) array of anecdotes to illustrate the remarkable intellectual abilities of animals. Monkeys "revented themselves,"6 dogs played "practical jokes,"7 and in general animals were "constantly seen to pause, deliberate, and resolve."8

Darwin’s method for comparing the mental abilities was admittedly loose: "As no classification of the mental powers has been universally accepted. . . . I will select those facts which have struck me most, with the hope that they may produce some effect on the reader."9 But underlying his approach was an unquestioned assumption that where humans and other animals exhibited similar behaviors, so too they shared similar mental faculties. And, naturally, these were precisely the mental faculties that were known to accompany the human actions. Darwin’s approach was soon taken up by John George Romanes. Romanes’s goal was to formalize Darwin’s proposal that mental evolution followed the same general principles as organic evolution, and he did so in two major treatises, *Animal Intelligence* (1882) and *Mental Evolution in Animals* (1883).

Romanes’s ambition was no less than to establish a new scientific discipline—comparative psychology. Drawing an analogy to comparative anatomy, he argued that "just as anatomists aim at a scientific comparison of the bodily structures of organisms, so [comparative psychology] aims at a similar comparison of their mental states."10 But anatomists had access to dead bodies that could be pinned and dissected; what comparable substance would comparative psychologists dissect? Understandably, Romanes turned to the only source of material that was available—anecdotal reports of the behavior of animals. Although he apologized for having no other alternative, Romanes relied on these accounts to launch the new science. But, unlike Darwin, Romanes spelled out the logical case for using the spontaneous behavior of animals to infer their mental states: "Starting from what I know of the operations of my own individual mind, and the activities which in my own organism they prompt, I proceed by analogy to infer from the observable activities of other organisms what are the mental operations that underlie them."11 Thus, comparative psychology was born of an argument by analogy. But Romanes’s method was really just a restatement of Hume’s
doctrine from a century earlier: where humans and animals share similar behavior, so too must they share similar minds. In fact, Hume believed that there could not be "the least suspicion of mistake" in his doctrine, noting that he had provided "rather invincible proof" of its validity.

In the twentieth century, the argument by analogy has come to be better associated with Bertrand Russell's use of it to counter solipsistic arguments against the existence of other human minds, as opposed to its original formulation for establishing the presence of animal minds. In one sense, this is justified, because Russell's version of the argument is extended and carefully stated:

From subjective observation [i.e., introspection], I know that A, which is a thought or feeling, causes B, which is a bodily act. I know also that, whenever B is an act of my own body, A is its cause. I now observe an act of the kind B in a body not my own, and I am having no thought or feeling of the kind A. But I still believe on the basis of self-observation, that only A can cause B; I therefore infer that there was an A which caused B, though it was not an A that I could observe. On this ground I infer that other people's bodies are associated with minds, which resemble mine in proportion as their bodily behavior resembles my own.

A moment's reflection on Russell's solution to the problem of other human minds reveals that it is merely a special case of the broader solution offered by Hume, Darwin, and Romanes.

In this essay we challenge Hume's seemingly "invincible" proof by critically examining the basis for the argument by analogy. Unlike advocates of this argument, we claim that the similarity of two species' spontaneous behaviors is silent with respect to the similarity of at least one kind of mental representation—namely, the representation of mental states. Although our indictment is a general one, we focus on the question of whether the argument by analogy can help us to decide whether other species reason about mental states; that is, whether they have a "theory of mind." We begin by reviewing recent empirical research on this question, which suggests that the striking behavioral similarities between humans and even their nearest living relatives, chimpanzees, are often accompanied by equally striking psychological dissimilarities (at least with respect to theory of mind). Next, we offer an evolutionary model for understanding how our proposition (one that Hume believed could only appeal to "the most stupid and ignorant") might, in fact, be true. Finally, we offer a detailed critique of the argument by analogy, and in the process provide theoretical support for our evolutionary model.
II. WHAT YOUNG CHIMPANZEES KNOW ABOUT THE MIND: THE CASE OF SEEING

We begin our critical consideration of the argument by analogy by examining some of our laboratory’s research on chimpanzees’ understanding of mental states. In particular, we consider what chimpanzees understand about mental states, or as Premack and Woodruff put it, whether they have a theory of mind.17 Humans clearly exhibit a pervasive and automatic tendency to conceptualize the behavior of the self and others in terms of such mentalistic constructs as desires, thoughts, intentions, knowledge, beliefs, and emotions. But are we alone in this capacity?

Although Premack and Woodruff18 presented some evidence that chimpanzees might reason about internal mental states, more recent research suggests a very different answer to this question.19 Furthermore, it has become increasingly clear that “theory of mind” indexes a wide range of psychological territory that is far too complex to be addressed by any single experiment. As a partial remedy to this approach, a number of years ago we established a set of laboratories whose purpose was to simultaneously compare chimpanzees and young children’s understanding of behavior. As part of this effort, we established a colony of seven chimpanzees who were dedicated to a research program designed to assess the nature of their social understanding. For the past nine years we have investigated their understanding of a wide range of mental states, including desires, beliefs, and intentions. However, our most intensive research has focused on determining what (if anything) chimpanzees understand about the mentalistic dimensions of visual perception, or seeing.

A. DEVELOPING AN UNDERSTANDING OF SEEING AS ATTENTION

There is general consensus among developmental psychologists that by about three to four years of age human children have developed an understanding of visual perception as a mentalistic event.20 This research suggests the presence of at least two major developments in young children’s understanding of seeing. By two to three years of age, children appear to understand that gaze refers to (or is “about”) objects or events in the external world, and by four years of age they additionally appear to realize that visual perception creates internal mental representations in the minds of both self and others. Despite some consensus about these transitions, whether even younger children and infants’ interest in the eyes and gaze direction of others demonstrates still earlier understanding of the psychological dimensions of seeing remains controversial.21
One phenomenon that has been offered as among the earliest instances of the infant’s understanding of “seeing” is gaze-following. The development of gaze-following (or joint visual attention) allows human infants to orient themselves to the same object or event at which someone else is looking.\textsuperscript{22} Although there is debate about the timing of various facets of gaze-following in human infants, there is general consensus that it emerges in some form by about six months and that by about eighteen months infants are able to (a) follow an adult’s gaze into space outside of their own visual field, and (b) reliably track gaze in response to joint movements of the head and eyes, or the movements of the eyes alone.\textsuperscript{23} A number of researchers agree that the sophistication of gaze-following in eighteen-month-olds may qualify as evidence that they appreciate the aboutness or referential aspect of the gaze of others.\textsuperscript{24} Other researchers have shown that eighteen-month-olds appear to use gaze orientation to associate a nonsense word with a novel object and to discover the reference of an affective outburst.\textsuperscript{25}

The ability to extract and use information about the direction of the gaze of another individual is a focal point for theoretical accounts of how and when infants develop an understanding of the mental experiences of others and, in particular, the mental state of attention. For example, some theorists interpret gaze-following as evidence of the infant’s awareness of shared attention.\textsuperscript{26} On this view, the underlying development of an ability to represent the shared attention of self and others allows for the gaze-following response to emerge, along with other behaviors such as proto-declarative pointing. Other theorists interpret gaze-following as reflecting “hard-wired” mechanisms that provide the foundation for the later development of an understanding of shared reference or meaning.\textsuperscript{27} In any event, as we have seen, by two to three years of age, there is strong evidence that children have come to understand seeing in explicitly mentalistic terms.

B. GAZE-FOLLOWING IN CHIMPANZEES

Several years ago, our laboratory launched a series of studies designed to determine whether chimpanzees develop an understanding of the attentional aspect of seeing. To begin, we sought to determine if chimpanzees follow gaze, and if so, what degree of similarity to human gaze-following it would have.\textsuperscript{28} The results of these studies revealed that chimpanzees may share many if not all of the aspects of gaze-following exhibited by eighteen-month-old human infants (see fig. 1). Based on the results of these studies, the following conclusions can be drawn about the specificity of gaze-following in chimpanzees: (1) chimpanzees extract specific information about the direction of gaze from others; (2) chimpanzees display the gaze-following response whether it is instantiated by movements of the head and eyes in concert, or simply the eyes alone; (3) chimpanzees will use another’s
gaze to visually search into space outside their immediate visual field in response to eye plus head/upper torso movement, eye plus head movement, or just eye movement alone; (4) chimpanzees do not need to witness the shift in another’s gaze direction in order to follow it into space outside their immediate visual field; and finally (5) chimpanzees possess at least a tacit understanding of how another’s gaze is interrupted by solid, opaque surfaces. Furthermore, several recent reports have confirmed our speculation that gaze-following may be widespread among primate species.29

There are two broadly different ways of interpreting the level of social understanding associated with chimpanzees’ gaze-following abilities. First, chimpanzees and other nonhuman primate species (and even human infants) may understand “gaze” not as a projection of attention, but as a directional cue (i.e., a vector away from the eyes and face). It is possible that the ancestors of the modern primates evolved an ability to use the head/eye orientation
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**FIG. 1.** Gaze-following in a six-year-old chimpanzee in response to movement of eyes + head.
of others to direct their own visual systems along a particular trajectory. Once their visual system encountered something novel, the orienting reflex would ensure that two chimpanzees, for example, would end up attending to the same object or event, without either ape representing the other’s internal attentional state. This kind of gaze-following system may have evolved as a commensal relation in which useful information about predators or social exchanges could be gathered at little or no cost to either individual involved. A second account is that apes follow gaze because they appreciate its connection to internal attentional states. We will refer to these accounts in the remainder of this essay as the “low-level” and “high-level” accounts, respectively. To summarize, the high-level model stipulates that chimpanzees form concepts about internal mental states (such as attention) and use these concepts to interpret the behavior of others. In contrast, the low-level model supposes that (at best) chimpanzees cogitate about behavioral propensities, not mental states.

If you have ever experienced a chimpanzee following your gaze, you know that it is nearly impossible to resist thinking that the chimpanzee is trying to figure out what you were looking at (that is, it is difficult to resist the high-level explanation of their behavior). However, a careful consideration of the problem reveals that nothing excludes the possibility that they are simply looking where you are looking, without entertaining ideas about your internal attentional state (that is, that the low-level model is correct). In order to intelligently choose between these very different accounts of gaze-following, we need to flesh them out a bit more clearly, and determine if they generate different predictions about how apes (and human infants) might respond in more revealing circumstances.

C. DO CHIMPANZEE UNDERSTAND THE ATTENTIONAL ASPECT OF SEEING?

In an effort to distinguish among these possibilities, over the past several years our laboratory has designed and conducted dozens of experiments involving our seven chimpanzees. In the interest of space, however, we will focus on what we believe are a particularly revealing series of studies concerning whether chimpanzees understand the psychological distinction between someone who can see them and someone who cannot. To address this question, we began by considering the chimpanzee’s natural begging gesture—a gesture that this species uses in a number of different communicative contexts, including soliciting allies, requesting food, or reconciliation with others after hostile encounters. Perhaps the most common example of captive chimpanzees’ use of this gesture is when they request food from human caretakers. To us, this appeared to be an ideal natural context in which to investigate whether chimpanzees’ use of their gesture is mediated by a notion of “seeing.”
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To begin, we trained our apes to deploy their begging gesture in a standardized routine. The apes entered their test unit in which they were separated from human experimenters by a Plexiglas partition. They then learned to gesture through a hole directly in front of a single, familiar experimenter who was either standing or sitting to their left or right. On each trial that they gestured through the hole directly in front of the experimenter, this person praised them and handed them a food reward. The apes quickly learned to gesture through the correct hole toward the experimenter (see fig. 2).

This training set the stage for examining the animals' reactions to two experimenters, one who could see them (and therefore respond to their gestures), and another who could not. Several conditions which instantiated this

FIG. 2. Chimpanzee entering test unit and using species-typical begging gesture to request food from a familiar experimenter.
notion were created (see fig. 3). Although it is true that we designed these scenarios, we modeled them after the animals' natural play behavior in which they used objects in their enclosure to obstruct their vision. For example, they placed large plastic buckets over their heads, and then moved around their compound until they bumped into something. On a number of occasions we witnessed them lifting the buckets to peek, only to then replace it over their heads and continue to move about blindly. They engaged in the same activities using plastic bowls, burlap sacks, pieces of cardboard, and even their hands. These spontaneous behaviors, then, inspired the conditions of seeing and not seeing depicted in fig. 3: blindfolds, buckets, hands-over-the-eyes, and back-versus-front. The high-level model predicted that the subjects would gesture to the person who could see them, whereas the low-level model generated the counterintuitive prediction that the apes would not prefer either person.

The animals' first reaction to these conditions was to pause. But then, having apparently noticed the novelty of the conditions, they were then just as likely to gesture to the person who could not see them as to the person who could. In other words, the chimpanzees displayed no preference for gesturing toward the experimenter who could see them. In contrast, on the trials where only a single person was present, the apes gestured through the hole directly in front of him or her on virtually every trial. Thus, despite

![Fig. 3. Conditions used to test chimpanzees for their understanding of seeing/not seeing: (a) blindfolds, (b) buckets, (c) hands-over-eyes, (d) back-versus-front.](image)
their general interest and motivation in the test, when it came to the seeing/not seeing conditions, the animals appeared oblivious to the psychological distinction between the two experimenters.

In contrast to the blindfolds, buckets, and hands-over-the-eyes trials, on back-versus-front trials the animals were correct from trial 1 forward. Why did the apes perform well on this condition but not the others? One possibility was that the back/front condition was the easiest situation in which to recognize the difference between seeing and not seeing. In this way, the high-level model could be sustained. But the low-level model could explain these results as well. Perhaps in reaction to the back/front trials, the apes were simply doing what they had (inadvertently) been taught to do in the training phase—enter the test lab, look for someone who happened to be facing forward, and then gesture in front of him or her. Instead of reasoning about who could see them, perhaps the apes were following a simple procedural rule, e.g., “Gesture in front of a person facing forward.”

We conducted several additional experiments to distinguish between these two revised versions of the low- and high-level models. We reasoned that if the high-level model were correct, then the apes ought to perform well on other conditions that were equally natural. For example, what if the apes encountered two persons facing away from them, but one of them was looking back over the shoulder toward the ape? Recall that the low-level account could explain the apes’ performance on the back/front condition by arguing that they were just following a rule about gesturing to the frontal aspect of a person. But in this looking-over-the-shoulder condition, we eliminated the frontal posture altogether; the only thing distinguishing the two experimenters was that one of their faces was visible. Because no frontal stimulus was present, the low-level account predicted that the subjects would perform randomly on the looking-over-the-shoulder trials—which is exactly what they did.

Several additional experiments using new conditions revealed that with enough experience, the animals began to reliably gesture to the person who could see them. For example, in one condition, an experimenter covered her face with a screen, whereas the other held the screen over her shoulder in such a way that she could still clearly see the subjects. With repeated experience on this test, the apes’ performances gradually improved, until they were beginning to perform at levels exceeding chance. Furthermore, follow-up studies revealed the interesting (although not completely unexpected) fact that our apes’ correct responding had generalized from the screens’ condition to several of the original conditions as well. One possible interpretation of this finding was that the subjects had learned another procedural rule, e.g., “Gesture in front of the person whose face is visible.” However, given that they were now performing correctly on several different conditions, it
seemed possible that they might finally have figured out that we were asking them about seeing.

So additional experiments were conducted to distinguish between these possibilities. In one of these experiments, we administered the original set of conditions to the apes (blindfolds, buckets, etc.). The high-level model predicted that the apes would perform excellently on all of them. In contrast, the low-level account predicted excellent performance in all of the conditions except one—blindfolds (where blindfolds covered the eyes of one person versus the mouth of the other). The reason for the prediction was that in this condition an equal amount of the face of each person was visible (see fig. 3). Although it seems obvious to us that only one of these persons can see, if the apes were relying on an arbitrary procedural rule about the presence or absence of a face, they would be left to choose the person whose eyes were covered as often as the person whose mouth was covered—and this is exactly what they did.

Other tests confronted the chimpanzees with two experimenters whose eyes and faces were both clearly visible. However, only one of them was looking in the direction of the ape. The other appeared distracted, with his or her head and gaze directed above and behind the chimpanzee. The high-level model predicted that the subjects would gesture to the experimenter who was looking toward them, whereas the low-level model (because the eyes and faces of both experimenters were visible) predicted that they would not prefer to gesture to one over the other. In response to this condition, the apes followed the distracted experimenter’s gaze into the rear corner of the ceiling, but then, as the low-level model had predicted, they were just as likely to gesture to the distracted person as toward the person who was looking in their direction. Thus, although they clearly processed the information about the distracted experimenter’s direction of gaze, they did not appear to appreciate its attentional significance.

In a final set of tests, the apes were confronted with a number of conditions that attempted to discern which features of the experimenters were controlling their choices (e.g., fronts, faces, eyes). The results revealed that the apes were relying on a hierarchical rule structure of the following type: (1) "Gesture to a person whose frontal aspect is visible; if no frontal aspect is visible (or both fronts are visible), gesture to the person whose face is visible; if no face is visible (or both faces are visible), gesture to the person whose eyes are visible." For example, in an eyes open/closed condition, the apes initially had no preference for the person whose eyes were open, but after a number of trials their performance improved. However, even here, additional control tests revealed that when the eyes and face were pitted against one another, the face rule was more important (see fig. 4)! In short, through a combination of innate sensitivities to the face, eyes, and overall
posture of others and trial-and-error learning, the subjects learned a simple set of procedural rules. The notion of "seeing," then, did not appear to be a concept that the apes used in their decision making.

Finally, the chimpanzee's performances were compared with that of two-, three-, and four-year-old children who were trained to gesture to familiar adult experimenters to request brightly colored stickers. They were then tested on several of the conditions we had used with the apes (screens, hands-over-the-eyes, and back-versus-front). Unlike the apes, however, even the youngest children were correct in most or all of the conditions from their very first trial forward.34

D. GENUINE VERSUS "AS-IF" UNDERSTANDING

Through their experiences on these tests our apes had learned relationships about their own gestures, on the one hand, and the experimenters' postures, faces, and eyes, on the other. In fact, in some cases they had learned these relationships so well that they could generalize this understanding to new conditions within four trials. This raised the question of how we were to distinguish between the following, very different explanations of their behavior. One possibility was that the apes had not originally understood the concept of visual attention (or just did not apply it in this context), but as a consequence of the feedback they received in our tests, constructed such a concept (or, again, learned to apply it in the context). But a second possibility was that they had simply learned the procedural rules described earlier; indeed, had learned them so well that they were able to behave exactly as if they were reasoning about visual attention.

At this point, one might suppose that the animals had learned something of fairly enduring significance. In order to test this assumption, we conducted two additional sets of tests using these general procedures, first when the subjects were seven years old, and again when the animals were eight to nine years old. At the first longitudinal follow-up, the apes were retested using several of the original conditions35 (e.g., eyes open/closed, screens, back/front). However, despite what they had learned a year earlier, the animals responded at chance levels on all the conditions except, as before, back/front. Indeed, it was only after close to fifty trials of the screens condition that the animals' performance reached levels significantly above chance. This distinction is even more sobering when one considers that our apes were not idle during this intervening year. On the contrary, they participated in numerous studies that explored their understanding of attention in other ways. One reading of these results is that far from serving to assist them, at some level these other studies may actually have interfered with their performance on this task. Likewise, at eight to nine years of age the apes
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FIG. 4. Two of the conditions used to distinguish rules used by chimpanzees on seeing/not seeing tests: (a) face vs. eyes, (b) eyes vs. no eyes, and (c) Mindy gesturing to the correct experimenter. Subjects preferred the experimenters whose face was visible, over those who could see them (see Povinelli and Eddy, "What Young Chimpanzees Know about Seeing," *Monographs of the Society for Research in Child Development* 61 [2, ser. no. 247], Experiment 14, for details).
initially responded randomly on a number of the original conditions, although within about sixteen trials or so, most of the apes did relearn how to solve many of these problems. Indeed, some of our chimpanzees learned to solve them all.

This performance raised the question of whether they had finally constructed an understanding of seeing. In order to examine this, we mixed together two conditions that several of our apes appeared to understand well: looking-over-the-shoulder and eyes open/closed. By mixing these conditions together—that is, taking the correct posture from the looking-over-the-shoulder condition and combining it with the incorrect posture from the eyes open/closed condition (see fig. 5)—we realized that we could once again subject the high- and low-level models to a critical test. After all, if the subjects had developed a genuine understanding of “seeing,” then they ought to perform excellently in this new, mixed condition—after all, it was just another case of seeing/not seeing. On the other hand, if they were still relying on a set of hierarchical rules related to the fronts, faces, and eyes of the experimenters, then not only would they not prefer the (correct) person looking over her shoulder, they ought to prefer the (incorrect) person facing forward with eyes closed. This is because the low-level model explicitly stipulated that the forward-facing posture was more important than whether the eyes were open or closed. Remarkably, the apes displayed a statistically significant preference for the incorrect experimenter.

FIG. 5. Final condition used in Year 3 consisting of eyes closed (incorrect), and looking-over-the-shoulder (correct) options. The subjects preferred the incorrect option (see text for details).
Although the low-level model had consistently done a better job of predicting the chimpanzees’ behavior on these seeing/not seeing tests, the sophistication of their gaze-following abilities was, nonetheless, impressive—and at a qualitative level difficult to ignore. One possible solution to this tension was to assume that there were fundamental flaws in our seeing/not seeing tests. For example, perhaps the apes had trouble reasoning about the different visual perspectives of two persons at once. In a general effort to evaluate such critiques, the chimpanzees were tested to determine if they would show better evidence of understanding the attentional aspect of visual perception in situations more directly involving their gaze-following abilities. In order to do so, these same chimpanzees, as well as three-year-old children, were trained to search under two opaque cups for a hidden reward. In the critical test trials, we kept them ignorant as to the reward’s location, but instead let them witness the experimenter gazing either at the correct cup (at-target) or above the correct cup at the ceiling of the room (above-target) (see fig. 6). If the high-level model of gaze-following were correct, the subjects ought to understand the referential significance of the gaze of the experimenter and therefore choose the correct cup on the at-target trials. In contrast, they ought to choose randomly between the two cups on the above-target trials. This is because organisms with a theory of attention (for example, human children) should interpret the posture of looking at the ceiling as indicating that the person is psychologically (attentionally) disconnected from the cups—conveying no information about the location of the reward.

The results revealed that the three-year-old children selected the cup at which the experimenter was looking on the at-target trials, but chose randomly between the two cups on the above-target trials. In direct contrast, however, the chimpanzees did not discriminate between the at-target and above-target trials. Rather, they entered the test unit, moved to the side of the apparatus in front of the experimenter’s face, and then chose the cup closest to them. But did the apes even notice the direction of the experimenter’s gaze on the above-target trials? The results indicated that the subjects followed the experimenter’s gaze on 71 percent of the above-target trials. Thus, they clearly noticed and followed the experimenter’s gaze. However, unlike three-year-old children, the chimpanzees behaved according to the predictions of the low-level model.

Although we have merely scratched the surface of our emerging knowledge of how chimpanzees and humans differ psychologically, the data we have reviewed is sufficient to allow us to illustrate several critical flaws in the argument by analogy. Before we begin, however, we note that rather than accepting these data, one might instead choose to assume either (1) that there are errors in the nature of the experiments or (2) that there are errors
in our interpretation of them. Indeed, there are a number of researchers who still hold out for a chimpanzee theory of mind. However, there is a growing body of evidence to the contrary—evidence which indicates that in addition to not understanding the attentional significance of gaze, chimpanzees may also not understand the referential significance of pointing or gazing, the intentions underlying behavior, or the shared intentions underlying joint or cooperative actions. Quite simply, chimpanzees may not have a theory of mind.

How, then, do we reconcile the apparent absence of theory of mind in chimpanzees with the remarkable sophistication of the spontaneous social maneuvering of chimpanzees and other primates? As we shall see, this reconciliation must begin by abandoning the argument by analogy, and instead exploring the possibility that identical behaviors may be generated and/or attended by different psychological representations. We now turn toward an evolutionary framework within which it is possible to suppose that this is precisely the case.
III. REINTERPRETING BEHAVIOR

In this section, we present our model of the evolution of social complexity and theory of mind. The standard view of the evolution of social understanding is that the evolution of sociality in primates may have driven the emergence of certain kinds of social intelligence. More recently, this idea has been applied in the context of the emergence of psychological capacities related to theory of mind. Indeed, the remarkable complexity of the spontaneous social behavior of chimpanzees (behavior Frans de Waal found fit to label as “Machiavellian”) gave rise to the idea that theory of mind evolved to cope with problems encountered in group living, and hence the further idea that it might be present in many primate species. One problem with such a view, of course, is that although sociality is widespread among the primates, the experimental evidence suggests that theory of mind is not. Indeed, even those who hold out for theory of mind in chimpanzees, doubt the existence of such capacities in other, equally social primates.

For the past several years, we have been exploring an alternative explanation of the evolution of theory of mind. We have advanced the idea that most (if not all) of the sophisticated behavioral patterns shared by humans, chimpanzees, and other primates, evolved long before humans, theory of mind, or even introspection itself. In short, we have proposed that a novel psychological system for generating and sustaining higher-order representations, including the representation of other minds, may have evolved in the human lineage without radically altering our basic behavioral patterns. However, once this psychological system evolved, humans may have found themselves in the position of being able to represent ancient behavioral patterns in explicitly psychological terms, and of using these new representations to modulate an existing behavioral repertoire in order to cope with the newly uncovered mental world (in addition to the directly observable aspects of the social and physical world with which their ancestors had been coping for millions of years). If this view is correct, the most crucial differences between humans and apes are defined by cognitive—not behavioral—innovations. We refer to this as the “reinterpretation” hypothesis.

In short, the reinterpretation hypothesis proposes that the evolution of sophisticated patterns of social behaviors during the course of primate and mammalian evolution was not accompanied by the representation of mental states. Rather, it envisions that the human lineage specialized by evolving a novel representational system that made such representations possible. However, this new system did not replace older ones. Rather, we envision that it was integrated into the earlier psychological systems, so that both now operate in concert. Thus, unlike the social intelligence hypothesis, our proposal does not assume that behavioral complexity and theory of mind
evolved concurrently. Indeed, the reinterpretation hypothesis proposes that the behavioral complexity characteristic of the social primates is mediated by psychological processes which differ little from those present in the earliest mammals. Our model draws a distinction between the emergence of behavioral complexity that is generated through fairly low-level psychological mechanisms, on the one hand, and an understanding of such behaviors in terms of mental states, on the other.

An important part of the reinterpretation hypothesis is that this new psychological system did not suddenly endow the human lineage with myriad new basic behaviors, nor did it interfere with already existing and very useful ones. Rather, this new psychology allowed for the representation of ancient behaviors in explicitly psychological terms. Such representations, in turn, may have given humans the ability to organize existing behaviors in novel and increasingly efficient or productive ways. Nonetheless, because we suppose that these new behavioral patterns were constructed from a set of existing basic behavioral elements, it would be difficult to point to any particular behavior and claim that it was not present, or not in principle possible, prior to the evolution of the new system. Indeed, we believe that part of the resistance to the idea that different kinds of representation sustain similar behavior, stems from the fact that many theorists have assumed that the evolution of theory of mind should have resulted in the emergence of numerous novel basic behaviors. In this way, it was expected that we ought to be able to identify a fairly straightforward relationship between the emergence of theory of mind and a class of new social behaviors. However, as we shall see, the overt behavioral manifestation of theory of mind may be far more subtle than previously suspected.

Some may balk at the view we have just presented, arguing either (1) that the level of social complexity exhibited by primates demands an understanding of mental states, or (2) that evolution of such a novel psychological system must surely have given rise to scores of novel behaviors. Indeed, given our claim that the evolution of the representation of mental states was not accompanied by the emergence of a fundamentally new set of basic behaviors, some might wonder if we are adopting an epiphenomenalist position (in which mental states attend, but play no causal role, in behavior). However, given that we believe that humans (1) possess representations of mental states, and that (2) these representations are part of a causal network responsible for generating many of our behaviors, this cannot be true.

In order to clarify our position, as well as to show how it is internally consistent, we now illustrate the operation of a real system in which the addition of new representational capacities neither changes the basic behavioral repertoire of the system, nor directly causes any new behaviors of the system. In detailing this example, we clarify the major points of the re-interpretation hypothesis, including how our position is not a form of epiphenomenalism.
Consider a man driving an automobile across a highway. Underneath the metal skin of his vehicle is a network of mechanical and electro-mechanical operations that can be described as causing the automobile's motion. From inside the automobile, of course, the driver has no way of directly observing these operations. However, an instrument panel sits before his eyes, keeping track of (representing) various aspects of the automobile, including its speed, the temperature of its engine block, the rpm of its driveshaft, etc. Furthermore, let us imagine that the vehicle is traveling 120 km/hr, and let us focus on the instrument panel's representation of the vehicle's speed. Now, although the speedometer's reading of "120" always co-varies with the reality of the automobile's moving at the speed of 120 km/hr, the current speedometer's representation of this speed is not the cause of the vehicle's current speed.

At this point, one might retort: "Ah, so you are epiphenomenalists after all! Just as you imply the representation of the automobile's speed plays no causal role in generating its motion, so, too, you imply that the mental states that attend and represent our behavior (or the behavior of others) play no causal role in its generation!" However, such a charge could only be sustained if we believed that there were no causal interaction between the representation of the automobile's speed, on the one hand, and the automobile's actual speed, on the other. Clearly, however, the representation of the speedometer can causally interact with the motion of the automobile through feedback loops, without being the cause of the current motion of the vehicle, nor indeed being the immediate cause of any subsequent motion of the vehicle. Of course, we must be careful about the causal relationship between the representation and the speed of the vehicle. First, although the representation is not a cause of the speed that it is representing, it is sometimes an indirect cause of the future speed of the vehicle. For instance, the reading on the speedometer is sometimes used by the driver to modulate the automobile's motion in relation to factors such as his anticipated time of arrival at his destination, his concern for his safety, and local traffic laws. Thus, the driver processes the implications of the representation and adjusts the pressure of his foot upon the accelerator accordingly. Indeed, having done so, he may then check the representation again, continuing this process until the representation matches the representation he desires. In summary, the representation of the automobile's speed that is generated by the speedometer causally interacts with other mechanisms which, in turn, directly generate the motion of the automobile.

Now imagine that our original driver sees another vehicle approaching
and wonders if this second automobile, like his own, contains a speedometer. Furthermore, let us suppose that, based on the fact that the other automobile is behaving the way his does, he concludes that the answer is "yes." Does this conclusion follow? It may or may not be true, but the behavioral properties of the second vehicle by themselves do not provide good evidence for the conclusion. Even though we have established that speedometers can causally interact with an automobile's speed, their presence is not necessary for an automobile to move at any particular speed. And so, there would be no good means for the first driver to use the observed spontaneous behavior of the second automobile to determine whether it possessed a speedometer.

Further, imagine following two different automobiles around a city for a full day, one of which has a speedometer, the other of which does not. Both automobiles will exhibit the same set of definable basic behaviors (starting, stopping, turning right or left, accelerating, decelerating, etc.), and thus we doubt that there would be any principled manner of using their overt behavior in this circumstance to determine which automobile contains a representation of its speed and which does not. Indeed, and perhaps even more revealing, if we return to our original automobile, and disabled its speedometer, there need not be any qualitative change in its behavior.54

At this point, some might concede that the argument by behavioral analogy for the existence of speedometers is indeed weak, but note that this was not the best argument for the inference in the first place. In other words, despite the weakness of the argument by behavioral analogy, there is nonetheless good reason to suppose that the second automobile has a speedometer because it is the same general kind of thing as the first (i.e., that there are other relevant similarities). Thus, except under some rather unusual circumstances (e.g., someone having removed the speedometer, the speedometer not having been installed in the factory, etc.), the general similarity of the two automobiles provides good reason to suppose that, most of the time, the inference to the presence of the speedometer will be correct.

Although this seems like a reasonable argument, let us examine it a bit further to determine if it is helpful for the problem at hand (i.e., inferring second-order mental states in animals). First, we might ask how similar the appearance between the two automobiles need be in order to be confident of the inference. Certainly the same year and make lends itself to the inference. Even the same year will do—indeed, even an automobile seventy years younger may do. But what about automobiles nearer the origin of the invention of the speedometer, or a mixture of modern automobiles and ones that were invented prior to the addition of the speedometer? Here we see that our inference becomes very risky indeed. What we witness from behind the instrument panel of a 1992 Saturn may tell us little (a priori) about the likely
state of affairs inside a 1908 Model-T. Given this, one might wish to shift back to the argument by behavioral analogy, and claim that differences in the behavioral properties of the 1992 Saturn versus the 1908 Model-T can settle the issue. But, of course, we have already shown the weakness of this argument.

There are, we believe, some behaviors that could be used to settle the issue, but, significantly, the behaviors would not (as we have seen) be of a spontaneous, ordinary sort. So what behaviors could be used? We can imagine numerous cases, but take this one. Imagine that we utter the following sounds to both drivers: "Accelerate to 60 km/hr!" The Saturn driver will do so easily by consulting his representational device. But the Model-T driver will flounder. However, note that the driver of the Model-T could learn to perform the feat correctly on command—even if he had no concept of speed at all. We simply let him behave at random (which will naturally include his varying the speed of the vehicle) and reinforce the target behavior until he comes to understand the connection between the sounds "60 km/hour" and a certain combination of kinesthetic and visual experiences. We propose that our experimental comparisons of chimpanzees and children do exactly the same sort of thing. And, as we have illustrated above, we can get our chimpanzees to act precisely "as-if" they were using second-order representations.

At this point, one may wonder why the speedometer was put into automobiles in the first place. After all, we have claimed that the behavioral properties of automobiles were not obviously affected by its addition. However, note that although the automobile's basic set of behaviors was not enlarged by the addition of the speedometer, many of them became easier to perform (e.g., maintaining a constant speed, estimating times of arrival), while still others became practical for the first time. Furthermore, we suppose that the addition of the speedometer increased the sophistication of the organization of the behavior of automobiles. Indeed, we can even imagine that some new constraints were established (e.g., speed limits). Thus, the addition of the speedometer can be seen as a very useful (and, as traffic laws were expanded and enforced, indispensable) part of automobiles. But note that if someone were to doggedly insist on being shown some behavior which the Saturn (with its speedometer) can perform, but the Model-T (which we allege to lack a speedometer) cannot, we would have a very difficult time doing so if we only had recourse to its spontaneous behaviors. This is specifically the demand of those who are particularly convinced by the argument by analogy. This demand, however, is based on the incorrect assumption that the emergence of novel representational systems must lead to observable behaviors that are not only novel, but also otherwise impossible. In the context of the evolution of second-order intentional states, the reinterpretation hypothesis rectifies this misunderstanding.
We recognize that our automotive illustration has its limitations. But it at least establishes two important points. First, it shows how the emergence of new, functionally useful representational systems may generate new representations that causally interact with behaviors without having been responsible for the emergence of those behaviors to begin with, nor being the direct cause of subsequent occurrences of those behaviors. Second, and more importantly, it shows how the addition of these new representations need not be associated with an expansion in the existing set of basic behaviors, nor with an expansion in the set of possible behaviors.

V. THE ARGUMENT BY ANALOGY: A FORMAL CRITIQUE

So far, our critique of the argument by analogy for the existence of other minds has been indirect. In this section, we first adapt Russell’s argument as an argument by analogy for the existence of theory of mind in chimpanzees (which we take to be a fair version of the argument that Hume, Darwin, and Romanes would have made in this case), and then examine it formally.

P1 I (and other humans) exhibit bodily behavior of type B (i.e., those normally thought to be caused by second-order intentional states).
P2 Chimpanzees (and other species) exhibit bodily behaviors of type B.
P3 My own bodily behaviors (and those of other humans) of type B are usually caused by my (and other humans') second-order mental states of type A.
C Therefore, bodily behaviors of type B exhibited by chimpanzees are caused by their second-order mental states of type A; and so, a fortiori, chimpanzees have second-order mental states of type A.

As should be apparent from Sections II and III, we challenge the inductive cogency of this argument.

A. QUESTIONING THE MAIN PREMISE (P3)

First, note that the argument pivots on our confidence in P3, which is supposed to rest upon the testimony of introspection. As Russell noted, there are actually two claims in this premise, which when adapted to the case of second-order intentional states become the following: (1) we claim to know that second-order mental states of type A cause behavior of type B by “subjective observation,” and (2) we claim to know that behavior of type B is only (or at least generally) caused by second-order mental states of type A (again by “self-observation”).
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With respect to Russell’s first claim, all of us are familiar with instances of acting on deliberations about our desires and what behaviors might be effective in securing their objects. For immediate purposes, we accept that at least some of these cases (and perhaps others as well) are instances of higher-order mental states causing our behaviors.

The second claim, however, is dubious. It is not at all clear that “self-observation” tells us that behaviors which are sometimes caused by our higher-order mental states are usually caused by them. Gaze-following in humans is, no doubt, sometimes caused by the belief that the other person is looking at something, coupled with a desire to know what that something is. But is it usually? Suppose, for example, we are in the middle of a conversation with Joe. During the conversation, he happens to glance behind us, and we follow his gaze without a break in the conversation. Now suppose that we are later asked why we did this. We would, no doubt, reply that we saw our friend looking at something and wanted to know what it was.

There are several ways of thinking about the nature of the faculty (let us call it “introspection”) that generates this report—indeed, that generates any such self-reports. On some accounts, introspection is seen as another perceptual faculty; in others, introspection is a non-perceptual, but nonetheless cognitive faculty; in still others, “introspection” is merely a form of internal explanation (story-telling) which is more or less simultaneous with the supposed events of the story; such “story-telling” may either be sheer confabulation or relatively solid theoretical speculation.

Our view of such explanations is somewhat different. We contend that many self-reports about the causes of our behavior are not generated by self-observation at all, but rather by after-the-fact explanations produced according to already-held general beliefs about why we behave the way we do. Thus, we contend that self-reports such as the one in the gaze-following example from above, are not derived from propositional memories of what we had earlier learned by self-observation (i.e., “direct” introspective perception), nor from a current, vivid recollection of the behavior and the mental states that purportedly attended it. Indeed, we think that second- (or higher-) order mental states do not accompany the kinds of behavior in question as often as is commonly supposed. Thus, one’s confidence in P3 must be lowered. Similarly, one’s confidence in the conclusion needs to be lowered.

Some may react to this by granting that the original premise (P3) was overstated, but that now the conclusion simply needs to be understood as implying that the chimpanzee behaviors in question are caused by second-order intentional states as much or as little as in humans. However, this misses the point. Once one takes seriously the fact that type B behaviors need not be directly caused by second-order intentional states, the impor-
tance of the reinterpretation hypothesis becomes apparent. Rather than dismissing this observation as trivial, the reinterpretation hypothesis elevates the significance of the falsity of P3. It becomes much easier to understand how a set of basic behaviors were in full operation prior to the emergence of the capacity to sustain second-order intentional states. Thus, the fact that many type B behaviors occur in humans without second-order intentional states causing them can been seen as a direct consequence of the fact that human evolution featured the integration of a new psychological system into a more ancient one. P3 may not simply be false, it may be false because of the way in which second-order intentional states evolved.

B. QUESTIONING THE INFERENCE

As we have just seen, the falsity of P3 can be understood in the context of the reinterpretation hypothesis. But as a logical point, even if we were to grant P3, the inference for second-order mental states from humans to chimpanzees would still not be a strong one. The strength of arguments by analogy depends upon the extent of the similarities, as well as the relevance of the similarities. Likewise, of course, such arguments are weakened by relevant dissimilarities.

The experimental results that we detailed above provide compelling evidence that humans and chimpanzees behave in strikingly different ways in controlled laboratory tests (that is, that they are relevantly dissimilar). First, their initial behavior in experimental contexts designed to test for the presence of certain reasoning processes reveals that they initially behave very differently from even young children. Second, the chimpanzees’ slow rate of acquisition and the limited nature of retention provide further evidence of this dissimilarity. In addition to the results of these laboratory tests, it is important to note that there are striking dissimilarities between humans and chimpanzees in their natural social behaviors and material culture—dissimilarities that have been glossed over due to an insistence on evolutionary continuity which began (as we have seen) with Darwin. Finally, of course, there are obvious dissimilarities in brain size and structure. For example, the human lineage has expanded the overall size of the brain three-fold since its divergence from the common ancestor of the great ape/human clade. Chimpanzees, in contrast, may not have expanded their brain size whatsoever. In summary, there are significant, highly relevant dissimilarities between humans and chimpanzees which preclude the argument by analogy’s being inductively strong.

Researchers have long known about some of these dissimilarities between humans and chimpanzees (and, indeed, other animals as well) in social behavior, material culture, and brain size, but have assumed that they were trumped by overwhelming similarities. But we suspect that the real
reason for downplaying the dissimilarities has been somewhat different. Rather than relying exclusively on the argument by analogy, many theorists have also (at least implicitly) relied on an argument to the best explanation.64 These theorists (and we include our past selves in this camp) might well maintain that, although it is persuasive to see animals behaving in the same way as we do, the inference to psychological similarity is made all the more compelling because there is no better explanation for their behavior—especially given the assumption that the best explanation would have to be consistent with the idea of intellectual continuity in the evolution of mental functioning.65

Thus, a modern defender of the argument by analogy might reason as follows: “Granted, Russell called it an argument by ‘analogy,’ but as he himself pointed out, he used the label ‘analogy’ rather loosely. But regardless of his formalism, the most persuasive version of the argument is this: Given that humans exhibit bodily act B, which is caused by mental state A, and given that animals exhibit bodily act B, the best hypothesis available is that they also experience mental state A. After all, how else could they be generating such behaviors?” We believe that the reinterpretation hypothesis provides exactly such a better explanation (currently the best explanation), because it accounts not only for the relevant similarities between humans and chimpanzees, but also the relevant dissimilarities—including those new ones uncovered in our laboratory. And, consistent with this hypothesis, models appealing to lower-level mechanisms have consistently done a better job of predicting our chimpanzees’ behavior in crucial experimental situations.

Finally, one might be inclined to concede that there is no simple causal connection between psychological states and the behaviors they accompany, but note that we have not eliminated the possibility that second-order psychological states merely accompany the behaviors in question. We concede that although this is true in the strict sense, a suitably modified version of the argument by analogy (see n. 58) is even weaker than the original, since the relevance of the behavioral similarity to the presumed presence of the mental states consisted in the latter’s supposed causal role in generating the behaviors. If one claims that there is no causal relationship, the similarity of human and chimpanzee behaviors is about as relevant for the conclusion that they have similar mental states as is the fact that both species have feet.66

VI. THE END OF THE ARGUMENT BY ANALOGY?

Arguments for mental states in others typically take the form of either an argument by analogy or an argument to the best explanation. We have
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shown that neither of these can support a claim for higher-order mental states in chimpanzees. In doing so, we have argued that the best available scientific evidence is strongly consistent with what we conjecture, namely, that chimpanzees do not have second-order mental states at all. If true, and if this conclusion can be generalized to other great apes as well, then an evolutionary analysis would strongly imply that no other species (currently known) except humans possess such states.

But what about other mental states and processes? Until now, we have intentionally restricted our analysis to the case of second-order intentional states. However, it is worth considering whether our analysis has implications for whether animals possess other mental states and processes. One particularly controversial issue concerns the question of consciousness.67 If chimpanzees truly do not have second-order intentional states, then they may not be conscious entities at all. After all, without second-order intentional states there may be no reflexive aspect to chimpanzee cognition. Although this view of consciousness is certainly not universally accepted,68 the traditional philosophical analysis holds that there is no consciousness without self-consciousness.69 Another, less-speculative area concerns chimpanzees’ understanding of folk physics. Investigations in our laboratory and elsewhere are beginning to reveal striking differences between humans and chimpanzees in this area. For example, although widely misunderstood, Wolfgang Köhler’s landmark studies70 revealed sobering differences between humans and chimpanzees in their understanding of even the basic aspects of the mechanics of the world. More recent research in our laboratory has confirmed and extended these findings,71 and although it is too early to be certain, we believe that this may be symptomatic of an inability to reason about unobservable phenomena. One strong interpretation of such data is that chimpanzees may have no genuine notion of “cause” at all. In any event, our general point is that the argument by analogy has outlived its usefulness in this context. Indeed, rather than relying on any very general argument about the sorts of minds and kinds of knowledge that other animals may possess, researchers ought to be testing for the presence or absence of specific capacities using a rigorous experimental approach that embraces the method of multiple working hypotheses.72

Finally, we recognize that, as is the case with humans, some chimpanzees may display abilities that others do not (e.g., self-recognition in mirrors).73 Thus, although there is no compelling evidence to support this view, it is certainly possible that some chimpanzees possess second-order intentional states, whereas most do not. An extreme view of this notion is that exposing chimpanzees to the company and culture of humans (i.e., “enculturating” them), can lead them to construct second-order intentional states.74 While we have vigorously pursued the method of strong inference
in investigating our chimpanzees' understandings, we recognize that they represent only one type of rearing condition. Although our apes have been raised in extensive contact with humans, there are certainly other apes which have received far more intensive exposure to the social and material culture of humans. However, claims that such apes possess psychological abilities not possessed by other apes are simply not well substantiated. But the fact remains that even in humans very little is known about how mental states develop in the first place. Thus, the question of whether the chimpanzee's normal ontogenetic pathways can be altered substantially by exposing them to human culture should be addressed in rigorous, well-controlled studies. Though such studies will be difficult and costly, the alternatives are simply not scientifically acceptable.
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