An Eulerian–Lagrangian moving immersed interface method for simulating burning solids
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ABSTRACT

This study concerns the development of a numerical methodology to conduct conjugate heat and mass transfer simulations of burning and moving solids. The flow is described using an Eulerian representation and the solid described using a Lagrangian finite element (FE) method. The fluid–solid interface is defined using a level set function that is initialized by a surface mesh representation that balances accuracy with the computational cost of re-initializing moving interfaces. A ghost–fluid methodology is implemented that results in low errors in mass and energy conservation. Mass transfer from solid ablation is computed explicitly using surface integration over the solid surface mesh to guarantee enforcement of conservation principles. The introduced methodologies are applied to the study of the burning of carbon-epoxy composites.

1. Introduction

The origin of immersed interface methodologies has its roots in the methods developed by Peskin to simulate cardiac mechanics [1]. Since then the use of immersed interfaces for describing fluid–solid interactions has expanded greatly to examine a range of applications for incompressible [2,3] and compressible [4–7] flows. Recent reviews on the topic can be found by Osher and Fedkiw [8], and Mittal and Iaccarino [9]. The focus of the current effort is to develop an ghost–fluid based immersed boundary methodology for describing the conjugate heat and mass transfer processes associated with burning solids. The flow for these simulations is solved using Eulerian discretization approaches and the solid is solved using a Lagrangian finite element method (FE). The authors’ knowledge, this study presents the first application of ghost–fluid methodology to charring solids.

The specific application of interest is the response of polymer structures to fire environments. One of the outstanding issues in fire science is a better understanding of flame spread which is controlled by the conjugate heat and mass transfer processes at the fluid–solid interface. The heating of a combustible structural material often results in pyrolysis of the material that generates volatile gases which, in turn, burn in the surrounding air providing additional heat for further pyrolysis. While there is a rich history of modeling flame spread, the models are often limited to only providing qualitative estimates of flame spread velocity. More quantitative predictions rely on coupled simulations of mass and heat transfer processes [10,11].

The main challenge for coupling these two different numerical methods are the disparately different mesh topologies and maintaining numerical stability during the coupling. The components for a coupling scheme include: (1) an efficient and accurate update of moving interfaces, (2) the treatment of no-slip and no-penetration boundary conditions at the solid interface as viewed by the flow solver and (3) exchange of energy and mass transfer across interface. Two commonly used approaches are often applied to impose interface constraints associated with the last two items. The first approach is to
impose the constraints as point source forcing functions. These approaches, based on the early methodologies developed by Peskin [1], are often used in incompressible flow formulations [2] because of their relative ease of implementation when solving a Poisson equation for pressure. The second approach is a ghost–fluid approach where the interface constraints are imposed via specification of ghost–fluid properties by reflection and interpolation [8]. Ghost–fluid approaches are often used for compressible flow formulations for which local solutions (i.e., a Riemann solution) can be used to specify the state of the ghost-cells and can be readily adapted for use in explicit time marching schemes. For the current problem, a combination of these two approaches is found useful for developing a robust coupling algorithm for describing conjugate heat and mass transfer processes.

The rest of this study begins with a description of the governing equations and a discussion of the partitioning of various terms for solution using the level-set based immersed interface. The numerical formulation follows with details on the re-initialization of the level-set function using an adaptive surface mesh representation of moving solid interfaces, the ghost–fluid implementation, and treatment of source terms associated with the generation of pyrolysis gases due to thermal decomposition of the solid. In the results, several benchmark validation problems are first presented showing increasing lev-
The flow-field is described by the Navier–Stokes equations for a fully compressible, reactive gas

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{u}) = 0, \tag{1a}
\]

\[
\frac{\partial (\rho Y_i)}{\partial t} + \nabla \cdot (\rho Y_i \mathbf{u}) = -\nabla \cdot \mathbf{m}_i^{\text{diff}} + \dot{m}_i^o, \tag{1b}
\]

\[
\frac{\partial (\rho \mathbf{u})}{\partial t} + \nabla \cdot (\rho \mathbf{u} \mathbf{u} + p) = \nabla \cdot \mathbf{\tau} + \rho \mathbf{f}, \tag{1c}
\]

\[
\frac{\partial (\rho E)}{\partial t} + \nabla \cdot (\rho \mathbf{u} H) = \nabla \cdot (\mathbf{u} \cdot \mathbf{\tau}) - \nabla \cdot \mathbf{q} + \mathbf{u} \cdot \rho \mathbf{f}. \tag{1d}
\]

where \( E = e + \mathbf{u} \cdot \mathbf{u}/2 \) is the total energy, \( H = h + \mathbf{u} \cdot \mathbf{u}/2 \) is the total enthalpy, and \( \dot{m}_i^o \) are source or sink terms associated with chemical reactions. The viscous stress tensor \( \mathbf{\tau} \), species diffusion \( \mathbf{m}_i^{\text{diff}} \), and heat fluxes \( \mathbf{q} \), are modeled using Newton’s, Fick’s and Fourier’s laws, respectively, with simple models of diffusion,

\[
\mathbf{\tau} = \mu(T) \left( \frac{2}{3} \nabla \cdot \mathbf{u} + (\nabla \mathbf{u} + (\nabla \mathbf{u})^T) \right) \tag{2a}
\]

\[
\mathbf{m}_i^{\text{diff}} = -\mu(T) \nabla Y_i/Sc, \tag{2b}
\]

\[
\mathbf{q} = -\mu(T)(C_p(1 - 1/Le)\nabla T/Pr + \nabla h/Sc). \tag{2c}
\]

The molecular Schmidt (Sc), Prandtl (Pr), and Lewis (Le) numbers are set to 1.0, 0.7, and 1.43, respectively. The molecular viscosity is assumed to depend on a Sutherland’s Law, \( \mu = \mu_o(T_o + S)/(T + S)(T/T_o)^{1/2} \), with constants \( \mu_o, T_o \) and \( S \) set equal to \( 1.716 \times 10^{-5}, 273 \) and \( 111 \), respectively, corresponding to air [12]. The molecular diffusivities of all species are assumed equal but may vary as a function of temperature through the dependence on the prescribed Sc number. The quantity \( f \) in Eqs. (1c) and (1d) is the body force term.

To develop a ghost–fluid algorithm, a set of general interface jump conditions are considered for a moving and blowing surface,

\[
[[\rho_k(u_k - V'_k \cdot n_k)] = [[\dot{m}_k^o]] = 0 \tag{3a}
\]

\[
[[Y_i_k \dot{m}_k^o + \dot{m}_k^{\text{diff}}]] = 0 \tag{3b}
\]

\[
[[\dot{m}_k^{\text{diff}} u_k + \sigma_k \cdot n_k]] = 0 \tag{3c}
\]

\[
[[\sum_i (\dot{m}_k^o E_{ki}) + (\sigma_k \cdot u_k) \cdot n_k - \dot{q}_k^s]] = 0 \tag{3d}
\]

where the \([[[ ]]\) notation denotes \( \sum_k(…\) where the subscript \( k = g, s \) represents a property of either the gas or solid side of the interface. The quantity \( n_k \) is the surface normal, \( V'_k \) is the interface velocity, and \( \dot{q}_k^s = k_s \nabla T_k \cdot n_k \) is the normal heat conduction. The quantity \( \sigma_k \) is the Cauchy stress tensor for the \( k \)th phase. The treatment of pyrolysis is described using two different modeling approaches depending on if a char layer is formed. For charring materials such as wood or thermosetting polymers, pyrolysis can be considered a volumetric phenomena and a porous media flow modeling approach is often used [13,14] (more details in Section 2.2). The solid phase of the interface in this case is actually a mixture of gas and solid char that is generated from the products of pyrolysis. For non-charring materials such as PMMA, pyrolysis may be treated as surface phenomena. In both cases, the Lagrangian model computes the extent of pyrolysis and associated amount of mass, momentum and energy transferred to the Eulerian flow (to be discussed in Section 3.2.1).

The general jump relations given in Eq. (3) are further simplified for the low Mach number case of interest. Taking (1c) \( u_k \) results in,
For adiabatic walls, mass leakage is given in Section 3.2.1. To populate the ghost–fluid and that used to calculate species flux near the fluid–solid interface. A simple fix for eliminating the momentanation, however, this condition is not precisely satisfied. The reason is the discrepancy between the interpolants used to determine the movement of pyrolysis gases within the solid is used and the interface is treated as a blowing surface. For the current study, the flow is at a low Mach number and therefore the second term on the RHS of Eq. (5) is very small and is ignored. The third and fourth terms on the RHS of Eq. (5) account for the effects of viscous shear and the response of the solid to those shear forces. These terms ensure the pressure gradient is adjusted such that a shock interaction is not present.

\[
\begin{align*}
\nabla \cdot \sigma_k &= \rho_k \left[ a_{nk} - \frac{u_{nk}^2}{R_k} - f_k \right] \\
\frac{\partial p_g}{\partial n_k} &= \rho_k \left[ \frac{u_{nk}^2}{R_k} - a_n + f \cdot n_k \right] - p_g - \left( \sigma_n - \sigma_k \right) \cdot \nabla n_k + \left( \nabla \cdot \sigma_k \right) \cdot n_k
\end{align*}
\]

where \( a_{nk} = D \left( u_k \cdot n_k \right) / \Delta t \) is the interface normal acceleration, \( R_k = 1 / (\nabla \cdot u_k) \) is the radius of curvature and \( u_{nk} \) is the tangential velocity to the interface. Taking \( \nabla \cdot (3c) \) and substituting in Eq. (4) for the solid phase, results in the following expression for gas phase normal pressure gradient,

\[
\frac{\partial p_g}{\partial n_k} = \rho_k \left[ \frac{u_{nk}^2}{R_k} - a_n + f \cdot n_k \right] - p_g - \left( \sigma_n - \sigma_k \right) \cdot \nabla n_k + \left( \nabla \cdot \sigma_k \right) \cdot n_k
\]

where \( a_n = D \left( u_k \cdot n_k \right) / \Delta t \) is the solid acceleration defined using the gas unit normal direction and \( \sigma_n \) is the deviatoric component of Cauchy stress tensor for the solid phase. Eq. (5) is used to populate the gas pressure in the ghost–fluid cells. For low Mach number flows, \( p_g \approx p_r \), across the interface and the second term on the RHS of Eq. (5) is identically equal to zero. For high Mach flows, however, this is not the case and may help explain some of the discrepancies discussed in [15] when a simplified version of Eq. (5) is compared to the use of a Riemann solver for populating the gas pressure in the ghost–fluid cells. For the current study, the flow is at a low Mach number and therefore the second term on the RHS of Eq. (5) is very small and is ignored. The third and fourth terms on the RHS of Eq. (5) account for the effects of viscous shear and the response of the solid to those shear forces. These terms ensure the pressure gradient is adjusted such that a no-slip condition is imposed for the tangential component of the velocity. Rather than including these terms, no-slip and no-penetration boundary conditions are explicitly enforced for populating the gas velocity in the ghost–fluid,

\[
\begin{align*}
\left[ u_k \cdot n_k \right] &= 0 \\
\left[ u_k \cdot t_k \right] &= 0
\end{align*}
\]

where \( t_k \) is the tangential unit vector. Since velocity continuity across the interface is assumed (a low Mach number assumption) then the energy jump condition of Eq. (3c) can be readily simplified by subtracting \( u_k \) (Eq. (3d))/2 from it to remove the mechanical energy (it does not matter if \( u_k \) is that of the gas or solid since they are assumed to be the same at the interface) resulting in,

\[
\left[ \sum_i \left( \dot{m}_{ki}^s + \dot{m}_{ki}^m \right) - \dot{q}_{ki}^s \right] = \sum_i \left[ \dot{m}_{ki}^m \right] - \left[ \dot{q}_{ki}^s \right]
\]

where \( \dot{m}_{ki}^s (= Y_{ki} \dot{m}_{ki}^s + \dot{m}_{ki}^{adj}) \) is the mass flux of the \( i \)th species in the \( k \)th material across the interface. For charring materials, a detailed model of the movement of pyrolysis gases within the solid is used and the interface is treated as a blowing surface. Under these circumstances, \( \left[ \dot{m}_{ki}^s \right] = \left[ \dot{m}_{ki}^s Y_{si} - \mu \nabla Y_{si} / \sigma_c \right] = 0 \), which could be used to define a reflection condition for \( Y_{gi} \) by either knowing the mass flux at the interface or the species mass fractions in the solid porous material. However, it was found to be difficult to ensure mass conservation across the interface at low mesh resolutions and the resulting simulation often became unstable. Alternatively, the integrated mass flux across the interface is used to deposit the exchange of mass, momentum and energy from surface blowing into the Eulerian field using a source deposition procedure (to be discussed in Section 3.2.1) which ensures conservation principles are strictly enforced resulting in a robust coupling algorithm. For this case, the role of the ghost–fluid mirroring is to enforce a zero penetration of the species mass flux,

\[
\nabla Y_{gi} \cdot n_k = 0
\]

since the actual mass transfer is already accounted for using the source term deposition procedure. In the numerical implemententation, however, this condition is not precisely satisfied. The reason is the discrepancy between the interpolants used to populate the ghost–fluid and that used to calculate species flux near the fluid–solid interface. A simple fix for eliminating the mass leakage is given in Section 3.2.1.

For non-charring materials, the pyrolysis process is treated as a surface phenomena and the effects of surface blowing are treated in a similar fashion with the Lagrangian model providing the total amount of mass, momentum and energy over a given coupling interval. In this case, Eq. (7) is used to determine the surface pyrolysis rate per unit area, \( m_{ty} = (e_s + \Delta h_{pyr}) / (\dot{q}_{ty}^s + \dot{q}_{ti}^s) \) where \( \Delta h_{pyr} \) is the heat of pyrolysis.

Since a separate source term deposition approach is used for both the charing and non-charring materials then the effects of surface blowing may be ignored in Eq. (7) resulting in the following jump conditions that are used to specify the gas-phase temperature in the ghost–fluid,

\[
\left[ \dot{q}_{ti}^s \right] = \left[ \dot{q}_{ki}^s \right] = \left[ k_k \partial T / \partial n_k \right] = 0.
\]

For adiabatic walls, \( \dot{q}_{ti}^s = 0 \), therefore the condition for the ghost–fluid specification is \( \partial T_g / \partial n_k = 0 \). For non-adiabatic walls, the temperature at the interface is specified by the Lagrangian model and the gas-phase temperature is extrapolated into the ghost–fluid.
2.2. Lagrangian model of charring solid

The modeling of thermal and gas transport within the structures is based on a homogenization theory developed for examining the thermal and mechanical response of charring polymer composites [13,14,16]. Individual gaseous species are tracked through the phase averaged species mass conservation equations. The total number of gaseous species depends upon the complexity of the pyrolysis model and must equal the gas species in the Eulerian model. Phase-averaged species conservation equations are solved for the bulk density, \( \rho_g \), and the mass fraction of the \( i \)th gas constituent, \( Y_{ig} \).

\[
\frac{\partial (\rho_g \rho_g)}{\partial t} = \nabla \cdot \left( \rho_g \mathbf{K} \nabla p_g / \mu_g \right) + \dot{m}_m^{in}
\]

\[
\frac{\partial (\rho_g Y_{ig})}{\partial t} = \nabla \cdot \left( \rho_g Y_{ig} \mathbf{K} \nabla p_g / \mu_g \right) + \nabla \cdot [\rho_g \phi_s D_{lm} \nabla Y_{ig}] + \dot{m}_m^{in} \phi_s + \dot{m}_m^{in}
\]

where Darcy’s Law is employed to approximate the bulk gas transport, i.e., \( \dot{\mathbf{u}}_g = -\mathbf{K} \cdot \nabla p_g / \mu_g \) requiring the specification of the permeability, \( \mathbf{K} \). Fick’s Law of diffusion is used to account for effects of differential diffusion, i.e., \( \dot{u}_{diff} = -(D_{lm} \nabla Y_{ig}) / Y_{ig} \) where \( D_{lm} \) is the effective binary diffusion coefficient for the \( i \)th species in the mixture. The third term on the RHS of Eq. (10b) accounts for production or consumption of species from volumetric reactions within the gas phase (e.g., oxidation of pyrolysis gases within the material) and the last term accounts for the production of pyrolysis gases from endothermic decomposition and evaporation processes which occur at phase interfaces. For the solid phases, the species conservation equation simplifies since the density is assumed to be constant, i.e., \( \rho_s \phi_{is} / \partial t = \dot{m}_m^{in} \). Thermal equilibrium among the solid and gas phases is assumed resulting in a single equation to describe energy transport,

\[
\rho C_p \frac{\partial T}{\partial t} = \nabla \cdot \left( \rho C_p \mathbf{K} \nabla p_g / \mu_g \right) + \nabla \cdot (\mathbf{K} \nabla T) + \sum_{k=1}^{N_g} \left( \nabla \cdot \mathbf{C}_p \dot{\mathbf{u}}_s \phi_s D_{km} \nabla Y_{kg} \right) - \sum_{k=1}^{N_s} \dot{h}_k (\phi_s m_k^{out} + \dot{m}_k^{in})
\]

where \( \rho(= \sum \rho_i \phi_i) \) and \( C_p(= \sum \phi_i \rho_i / \rho C_p) \) are the bulk density and specific heat, respectively. The terms on the RHS of Eq. (11) represent bulk advection (via the Darcy’s Law approximation), conduction, differential diffusion, oxidation/decomposition rate processes and the material derivative of pressure.

For ignition and and flame spread studies, the swelling of the laminate from char formation can have a pronounced effect on ignition times and flame spread rate. To account for these effects, an evolution equation for the reaction progress variable describing the extent of pyrolysis (\( \phi \)).

\[
\frac{D \phi_i}{Dt} = \frac{\dot{m}_m^{in}}{\rho_s} + \dot{V}_{exp}
\]

where the subscript \( i (= f, r, c) \) represents either fiber, resin or char with an associated density, \( \rho_i \) (mass of \( i \)th constituent per unit volume of the \( i \)th constituent), and corresponding source/sink term, \( \dot{m}_m^{in} \), from pyrolysis reactions. The second term on the RHS of Eq. (12) accounts for the increasing solid volume fraction from swelling (expansion) processes and can be directly related to the divergence of the \( i \)th solid material velocity, i.e., \( \dot{V}_{exp} = -\phi_i \nabla \cdot \mathbf{u} \). To rigorously account for the effects of swelling requires a detailed analysis of the mechanical response of the structure to determine \( \mathbf{u} \) that, in turn, will depend on the thermal field (via, thermal expansion, fiber fraying, etc.). To model this coupled thermo-mechanical system, a presumed micro-mechanics description is often defined in the context of unit cell homogenization approaches [14]. The exact nature of the swelling process is, however, quite complicated and potentially difficult to validate experimentally. A simpler phenomenological approach is therefore pursued where the solid volume fraction is directly expressed as a linear function of a reaction progress variable describing the extent of pyrolysis (\( \phi \)).

\[
\phi_i = \phi_{i,a} + (\phi_{f,i} - \phi_{i,a}) \alpha
\]

where the initial (\( \phi_{i,a} \)) and final (\( \phi_{f,i} \)) volume fractions of each solid constituent. Table 1 summarizes these values for the carbon-epoxy laminate system of this study.

This simple model accounts for the leading order effects from composite swelling which is to decrease the solid volume fractions and increase the gas volume fraction. In addition, the composite geometry change from swelling is also accounted for using a newly developed element expansion algorithm [17]. In this approach, each element located at position \( \mathbf{x} \) is first assigned a neighboring reference node, \( \mathbf{x}_{ref} \). The distance between these nodes at the start of the simulation is defined as: \( \mathbf{d} = \mathbf{x} - \mathbf{x}_{ref} \), as shown in Fig. 1. As the expansion process proceeds the distance between the two nodes is directly related to the expected volumetric expansion, \( V/V_o \), via, \( \mathbf{d} = \mathbf{d}_o V/V_o \), where \( V/V_o \) can be determined [17],

\[
\frac{V}{V_o} = \frac{\rho o V_o - \rho}{\rho} \alpha + \rho
\]

resulting in a non-linear dependence of \( V/V_o \) on \( \alpha \). Additional details on the swelling model can be found in Ref. [17].
3. Numerical formulation

The overall computational approach is based on the coupling of Computational Fluid Dynamics (CFD) with FE representations of solids. The flow field modeling is based on the use of Large Eddy Simulation (LES) developed for examining buoyancy driven plumes [18] and pool fires [19,20]. A summary of the numerics used in the finite volume formulation of the LES and FE formulation of the structure are given in Sections 3.4 and 3.5, respectively.

In the following subsections, the treatment of the fluid–solid interface is described using a level set description that makes use of an efficient re-initialization procedure to update the level set for moving interfaces. Next, the ghost–fluid update is described in Section 3.2 using a reflection and interpolation procedure with details of the surface blowing in Section 3.2.1.

3.1. Efficient level set initialization and update

The fluid–solid interface is defined as the zeroth level of a level set function, \( \gamma_c \), a signed distance function defined as, \( \gamma_c(x, t) < 0 \) when \( x_k \) lies in the \( k \)th material region and for which the surface normal and curvature are defined as, \( \mathbf{n}_k = \nabla \gamma_k \) and \( \kappa_k = -\nabla^2 \gamma_k \), respectively. One of the advantages of using a level set function to describe the interface is the ease of computing wall normal heat flux to the solid from the gas, \( \mathbf{q}_w = -\mathbf{k}_f \nabla T_g \cdot \mathbf{n}_f = -\mathbf{k}_s \nabla T_s \cdot \nabla \gamma_c \), where simple central differencing may be used to approximate \( \nabla T \) and \( \nabla \gamma_c \), since both \( T \) and \( \gamma_c \) are continuous across the interface.

For moving interfaces, additional computational cost is introduced for the re-initialization of the level set function on the Eulerian mesh at each coupling interval. Efficient numerical algorithms to re-initialize the level set include: the fast marching methods [21], pseudo-time relaxation procedures [22] and method of characteristics [23]. All of these methods have a predefined error tolerance that is set to result in accurate estimates of the level set function near the fluid–solid interface and coarser estimates for locations far from the interface.

In this study, a new methodology is developed that results in the exact value of the level set function near the interface without iteration and is suitable for execution on parallel computers. A triangulated surface mesh is first extracted from the surface of the FE model and sent to each region of the CFD over all processors. Since the surface mesh typically has a low memory footprint, repeated storage of it over all processors doesn’t present a problem. The surface mesh serves as the basis for defining the interface for each CFD block region. The accuracy of the re-initialization is therefore as accurate as the triangulated surface mesh representation of the geometry. A normalized level set measure is introduced to define regions of the flow from near to far from the fluid–solid interface to allow a balance of accuracy and computational cost, \( \gamma' = (\gamma_c/\gamma_{c,\text{max}}) \), with \( \gamma_{c,\text{max}} \) being a characteristic size of the computational domain. The location \( \gamma_c = C\Delta x_{\text{max}}/\gamma_{c,\text{max}} \) defines the value of \( \gamma' \) that separates the near-field from the far-field where \( \Delta x_{\text{max}} \) is the largest grid cell and \( C \) is a proportionality constant that is set to the maximum interpolant stencil size.

For values of \( \gamma' \leq \gamma_c', \) the CFD node of interest, \( x_o, \) is in the near-field and the level set (\( \gamma_c \)) is initialized using the triangulated surface mesh. Two categories of nodes are defined for this operation and are classified as either “inside” or “outside” the projected volume of a surface element shown in Fig. 2 for a 2D surface. The projected volume is defined as the volume created by sweeping the element surface area of the triangle along its normal direction. Using this classification, points 1, 3, and 4 are deemed as inside nodes while node 2 is an outside node. Note, this classification has no relation to if the nodes lie in the gas or solid phases – as shown in Fig. 2 nodes 1 and 3 are in one phase and node 4 in the other, yet they are all classified as inside nodes. For these nodes, the shortest distance is the surface normal distance (\( d_{n1}, d_{n3} \) and \( d_{n4} \)). Node 2 in Fig. 2, however, does not lie within the projected volume of any of the elements and therefore is classified as an outside node. For this node, the shortest distance (\( d_{n2} \)) is the closest node on the surface mesh.

The algorithm for sorting CFD nodes and determining the closest surface node, \( x_s, \) to the CFD node, \( x_o, \) as shown in Fig. 3. The purpose of this search is to quickly reduce the number surface elements considered for determining the shortest distance to the surface. A collection of candidate elements are then defined which are the elements that share \( x_s \) in common, as identified with dashed lines in Fig. 3 (4 in total). A connectivity list relating nodes to candidate elements is pre-computed at the beginning of the simulation and stored and used thereafter, therefore the search for candidate elements only occurs once. Next, an estimate of the shortest distance, \( |d| \), from \( x_s \) to the surface is computed for each element. The evaluation of \( |d| \) for each candidate element differs depending on whether \( x_s \) is either inside or outside the projected area of element \( e. \) The classification is established based on the element surface normal (\( \mathbf{n}_e \)) and the surface normals (\( \mathbf{n}_1, \mathbf{n}_2, \mathbf{n}_3 \)), shown in Fig. 3, and are defined as:

<table>
<thead>
<tr>
<th>( i )</th>
<th>( \phi_{1i} )</th>
<th>( \phi_{1j} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( f )</td>
<td>0.600</td>
<td>0.273</td>
</tr>
<tr>
<td>( r )</td>
<td>0.393</td>
<td>0.000</td>
</tr>
<tr>
<td>( g )</td>
<td>0.007</td>
<td>0.706</td>
</tr>
<tr>
<td>( c )</td>
<td>0.000</td>
<td>0.021</td>
</tr>
</tbody>
</table>

Table 1
Summary of the initial and final volume fractions of the fiber (\( f \)), resin (\( r \)), gas (\( g \)) and char (\( c \)) constituents.
where \( \mathbf{x}_{i} \) is defined as 

\[
\mathbf{n}_e = \mathbf{x}_{1-2} \times \mathbf{x}_{1-3}
\]

\[
\mathbf{n}_1 = \mathbf{x}_{2-3} \times \mathbf{n}_e
\]

\[
\mathbf{n}_2 = \mathbf{x}_{3-1} \times \mathbf{n}_e
\]

\[
\mathbf{n}_3 = \mathbf{x}_{1-2} \times \mathbf{n}_e
\]

For \( \mathbf{x}_p \) nodes that are classified as outside, more than one element will always be selected since \( \mathbf{x}_e \) is shared by more than one element. To uniquely identify the candidate element that is closer, the sides of each triangular element are shifted

![Figure 1](image1.png)

**Fig. 1.** Element expansion process in 1D for (a) temperature and (b) reaction progress variable at \( t = 0 \) s and 180 s.
slightly inward along the normal by a tiny constant \((1 \times 10^{-10} \text{ m})\) thereby separating each element and producing unique results.

If \(\gamma^c > \gamma^c_0\) then \(x_p\) is in the far-field and only a crude, inexpensive, estimate of the signed distance is required. In the far-field, the signed distance is not used directly in the ghost–fluid method, rather it only serves as an indicator for when more refined estimates are needed. To reduce computational cost, a sequence of “patches” are constructed from the original surface mesh as illustrated in Fig. 4 and associated (negative) patch levels are defined as:

\[
l = \text{int}\left[\frac{l_{\text{min}}(\gamma^c - \gamma^c_0)}{(1 - \gamma^c_0)}\right]
\]

(16)

which satisfies the limits that as \(\gamma^c_0 \to \gamma^c_{\text{max}}\) then \(l \to 1\) and \(l \to l_{\text{min}} < 0\). The appeal of the patches is to reduce the number of distance calculations required to estimate the distance function by using the patch topology rather than the elements. Starting from a patch level of zero (the baseline surface mesh) decreasing levels are constructed using a grouping algorithm of the triangles first and then of the patches at lower patch levels. A starting node is first identified to construct patches at level \(-1\) and is (arbitrarily) chosen to be the first node in the data array defining the unstructured list of nodes defining the surface mesh. This starting node defines the origin of the first patch at level \(-1\). This first patch is the collection of surface nodes connected to the starting node through surface elements as shown in red in Fig. 4. The origin of the next patch at level \(-1\) is the next node in the surface mesh data array that has not been used in patch 1 and an associated patch is defined for it (patch 2). This process is repeated until all of the surface nodes are grouped into patches at level \(-1\). Patch connectivity at level \(-1\) is established if two or more patches share the same surface mesh node. The connectivity list is used to group patches at level \(-1\) to form super patches at level \(-2\), as shown in Fig. 4. The origin of patch 1 at level \(-2\) is set equal to that of the first patch at level \(-1\). The origin of the next super patch at level \(-2\) (patch 2) is defined using the next available patch at level \(-1\) from the list of all patches at level \(-1\) that has not been already used in patch 1. The grouping of patches continues and associated (negative) levels are defined until a single super patch is created that contains all of the surface nodes. Fig. 4 illustrates this progression up to a patch level of \(-4\).

Since the patches do not retain surface normal information, the sign of \(\gamma^c_0\) cannot be readily deduced – only its magnitude. To determine the sign of \(\gamma^c_0\), the near-field algorithm is used only once at the beginning of the simulation and stored for all nodes. Subsequent far-field evaluations using patches then update the magnitude of \(\gamma^c_0\) until the interface becomes sufficiently close where the near-field algorithm is employed. The evaluation of the local level using the linear interpolation given by Eq. (16) uses \(\gamma^c_0\) from the previous coupling time step. This provides a continuous degradation in the estimate of \(\gamma^c_0\) but with an associated savings in computational cost. While more sophisticated far-field level indicators could be devised, the linear degradation model is found to be satisfactory for all of the problems considered in this study.

To illustrate the use of patches, Fig. 5 shows the use of patches for a simple 2D problem for which the surface mesh is represented by a collection of lines. To the left of each diagram is the solid represented by a surface mesh. To the right is an Eulerian mesh used by the CFD. The original surface mesh resolution is shown in Fig. 5(a) corresponding to patch 0. A coarsening of the surface mesh using patches are shown in Fig. 5(b), (c) and (d) for patch levels of \(-1\), \(-2\) and \(-3\), respectively. Each patch is represented by a different colored line, e.g., five patches are shown at level \(-2\) in Fig. 5(c). Plotted on the right of each surface mesh are contours of the level set function \(\gamma^c_0\) using the original surface mesh (Fig. 5(a)) and then using progressive coarsening of it using patches. It should be emphasized that the initialization of \(\gamma^c_0\) near the surface is intentionally poor to illustrate the use of patches. In practice, near the surface \(\gamma^c < \gamma^c_0\) and therefore the use of patches is not appropriate and the near-field algorithm would be used instead to provide the exact value of \(\gamma^c_0\).

\[\text{Fig. 2. Classification of CFD nodes as either being defined as either inside } (x_p1, x_p2, x_p4) \text{ or outside } (x_o2) \text{ the projected volumes associated with the surface mesh.}\]
3.2. Ghost–fluid implementation

The update of the Eulerian solver near the immersed interface is accomplished using a ghost–fluid methodology. In this approach, a relatively narrow range of ghost–fluid cells are defined near the boundary of the fluid–solid interface. The means of populating the properties of the ghost–fluid cells and interface description distinguishes one embedded methodology from another. Several variants of ghost–fluid cell updates have been tailored for the use of level set interface descriptions for both incompressible [8] and compressible [24–27,5] flows and are problem dependent. In the original ghost–fluid method for Eulerian–Eulerian multi–material descriptions, continuous variables (e.g., pressure and velocity) from one material populate the ghost–cells of a neighboring material while discontinuous variables (e.g., entropy) are extrapolated [26]. For the Eulerian–Lagrangian extension of the ghost–fluid method, the ghost–cell pressure is determined from the Eulerian field through extrapolation (i.e., \( p \)) and velocity extrapolated from the Lagrangian field to the ghost–cells (i.e., \( u_0 \)). Recently Sambasivan and UdayKumar have summarized the more popular methods to update the ghost–cells using (1) a simple reflection, (2) a local Riemann solver, and (3) method of characteristics [15]. In their study, they show the issues of over/un–der heating errors from shock impact on solids using a simple reflection methodology for which several fixes have been proposed in the literature (e.g., Fedkiw’s isobaric fix [8]). For the current low Mach study, these errors do not arise even though a fully compressible flow formulation is employed therefore only a simple reflection strategy is required.

The linear mirroring extrapolation of Ye et al. [28] is employed that has been used in ghost–fluid studies of both incompressible [2] and compressible [27,15] flows. In this approach, linear extrapolation to the ghost region is achieved by first computing the location of the mirror image of a given ghost node, \( x \), that is defined along the line normal to the interface at a location that is equidistant \( (r_g) \) from the interface in the (solved) Eulerian gas field, as shown in Fig. 6.

\[
\mathbf{x} = \mathbf{x}_g + 2r_g(x_c)n_g
\]

(17)
where \( x_G \) is the location of the ghost node of interest. Once \( x \) is identified, then a local stencil can be defined in the vicinity of that location for a Newton interpolating polynomial. Using the interpolating polynomial, the interface constraints summarized in Eqs. (5), (6), (8) and (9) are imposed at the intersection between the line connecting points \( x_G \) and \( x \) and the fluid–solid interface. The result is a local 4 \( \times \) 4 matrix in 2D or a 8 \( \times \) 8 matrix in 3D that must be inverted to solve for the unknown scalar value at \( x_G \). Additional details on this approach can be found in Refs. [28, 15]. For a fixed mesh, the matrix inversion is pre-computed \textit{a priori} for each ghost node and associated interpolation weights are stored for either a Neumann type (e.g., pressure in Eq. (5)) or Dirichlet type (e.g., velocity in Eq. (6)) boundary to avoid unnecessary repetitive matrix inversions. The weights are then recomputed every time the Lagrangian mesh is moved.

### 3.2.1. Mass transfer implementation

As discussed in Section 2, the effects of surface blowing from off-gassing are superimposed through an explicit source term deposition into the Eulerian gas field. To avoid double counting, the implicit mass flux through the fluid–solid interface must therefore be identically equal to zero. While the errors using a standard ghost–fluid method are sufficiently low for capturing solid boundaries, it is not sufficiently accurate for problems involving ablation or surface blowing since the numerical errors are large relative to the flux of mass, momentum and energy. The error is especially pronounced for flame spread problems. A relatively low flux error in mass flux will create an imbalance of chemical energy to the gas phase that will falsify the flame spread rate. One way to reduce the mass leakage is to either use higher-order approximations to the linear mirroring or use a finer mesh in the vicinity of the fluid–solid interface. Both of these solutions result in additional computational expense. A simpler solution is used in this study where the mass flux through cell faces containing the fluid–solid interface are simply set equal to zero by setting the associated area of that surface to zero in the context of the finite volume solution. The advantage of this mass transfer approach is to ensure that overall mass (\( \Delta M_i \) and \( \Delta M \)), momentum (\( \Delta U \)) and energy (\( \Delta E \)) exchanged across the interface is exactly preserved. In this approach, the mass, momentum and energy to be transferred to the gas field is integrated over the surface of the solid Lagrangian model, \( t^t \), and over a defined coupling time, \( \Delta t_c \), (to be defined in Section 3.3).

\[
\Delta M^e = \int_{t^t} \int_{t^t} \vec{m}_i^e d\Gamma d\sigma dt
\]

\[
\Delta M^e = \sum_i M^e_i
\]

Fig. 5. Level set function initialization with patch levels of (a) 0 (original mesh), (b) –1, (c) –2 and (d) –3 for every node n the Eulerian mesh. Patches are indicated as different colored lines on the surface mesh (a rectangle).
\[ \Delta U^e = \int_{t}^{t+\Delta t} \int_{\Gamma^e} m^e_i u_i d\Gamma^e dt \]  
\[ \Delta E^e = \int_{t}^{t+\Delta t} \int_{\Gamma^e} m^e_i \left( e_g + \frac{1}{2} |u_i| \right) d\Gamma^e dt \]

where superscript \( e \) represents an element with surface \( \Gamma^e \) that lies on \( \partial \Omega \), so that \( \partial \Omega = \sum_\epsilon \Gamma^\epsilon \). The source term for each element is distributed in the gas field centered about \( \mathbf{x} \) which is defined as the element face centroid, \( \mathbf{x}^e = (\sum_\epsilon \mathbf{x}^\epsilon) / N^e \), where \( \mathbf{x}^\epsilon \) is the position of the element face vertices and \( N^e \) is the total number of vertices on the element face. The element face source term, \( S^e = \{ \Delta M^e_i, \Delta M^e, \Delta U^e, \Delta E^e \} \), is distributed in the flow field about \( \mathbf{x} \) evenly amongst deposition nodes \( \mathbf{x}_i \). The deposition nodes are selected adjacent to the element face covering the approximate area of the element. This is accomplished by tagging the first node along the outward surface normal that is in the gas phase (\( \gamma_g < 0 \)). A sphere is then defined, centered about \( \mathbf{x} \), with a radius that results in an area equal to \( \Gamma^e \) when a slice is taken though the center of the sphere. In three dimensions these assumptions results in a radius of \( r^e \approx (\Gamma^e / \pi)^{1/3} \). If there are no tagged nodes within the sphere the radius is repeatedly increased until at least one node if identified. The source term weights are pre-computed and stored to minimize computational cost of multiple source term use. The weights are only re-initialized when the Lagrangian mesh moves.

### 3.2.2. Heat flux implementation

The heat flux (\( q^e \)) from the CFD is computed in terms of the normal temperature gradient which is expressed in terms of gradients in the temperature and level set function,

\[ q^e = -k_g \frac{\partial T}{\partial n_g} = -k_g \nabla T \cdot \nabla \phi_g \]  

where \( n_g \) is outward surface normal direction from the gas phase. The gradients are computed using high-order Lagrangian interpolating polynomials which are constructed from CFD nodes in the vicinity of the point of interest where the heat flux is required. In this approach, the scalar variables are represented using either 2D or 3D basis functions (\( \psi \)). For example, the temperature in 2D may be expressed as,

\[ T(\mathbf{x}, t) = \sum_{i,j} \psi_{ij}(\zeta(\mathbf{x})) T_{ij}(t) \]  

where \( \mathbf{x} \) is the point of interest to evaluate the heat flux and \( \zeta \) is the associated curvi-linear coordinate in the body fitted coordinate system for the CFD mesh. The subscript \((i,j)\) corresponds to the location in a \( 2 \times 2 \) matrix of nodes defining the extent of the interpolant. The basis functions are expressed as the product of 1D basis functions in each of the respective curvi-linear directions,

\[ \psi_{ij} = \psi^{1D}_i(\zeta_1) \psi^{1D}_j(\zeta_2) \]  

where \( \psi^{1D}_i(\zeta_1) \) and \( \psi^{1D}_j(\zeta_2) \) are the associated basis function for the first and second curvilinear directions that are expressed in terms of generalized Lagrange interpolating polynomials of order \( N \),

\[ \psi^{1D}_i(\zeta_1) = \prod_{p=0, p\neq i}^{N-1} \frac{\zeta_1 - \zeta_p}{\zeta_i - \zeta_p} \]  
\[ \psi^{1D}_j(\zeta_2) = \prod_{p=0, p\neq j}^{N-1} \frac{\zeta_2 - \zeta_p}{\zeta_j - \zeta_p} \]

Using Eq. (20), the gradient of temperature can be determined analytically and expressed in terms of derivatives of the basis functions from the curvilinear coordinate system,
\[ \nabla T = g^i \frac{\partial T}{\partial x_i} = g^i \sum_j T_{ij}(t) \left( \frac{\partial \psi_j^{ID}}{\partial x_1} \psi_j^{ID} + g^i \sum_j T_{ij}(t) \frac{\partial \psi_j^{ID}}{\partial x_2} \psi_j^{ID} \right) \]  
\tag{23} \]

where \( g^i \) is the contravariant vector [29] that is evaluated locally using the same set of basis function as that used for the temperature. The derivatives of \( \psi_j^{ID} \) and \( \psi_j^{ID} \) in Eq. (23) can be determined analytically resulting in the following result.

\[ \frac{\partial \psi_j^{ID}}{\partial x_1} = \sum_{p=0}^{N-1} \left( 1 - \frac{1}{N} \prod_{q=0}^{N-1} \frac{s_i - s_q}{s_i - s_q} \right) \]  
\[ \frac{\partial \psi_j^{ID}}{\partial x_2} = \sum_{p=0}^{N-1} \left( 1 - \frac{1}{N} \prod_{q=0}^{N-1} \frac{s_j - s_q}{s_j - s_q} \right) \]  
\tag{24a} \tag{24b} \]

For the present study, second-order polynomials are used (i.e., \( N = 2 \)) resulting in 3 \times 3 node stencil in 2D or 3 \times 3 \times 3 node stencil in 3D for the construction of the heat flux. The stencil nodes are selected such that all of the nodes are located within the fluid. Once the nodes are selected then the gradients may be determined using Eqs. (23) and (24). In practice, the computed weights (e.g., \( \psi_j^{ID} \partial \psi_j^{ID}/\partial x_i \)) that multiply \( T_{ij} \) are precomputed and stored for later use each time the interface moves to minimize computational cost of repetitive calculations when computing gradient quantities at the interface.

### 3.3. Coupling time interval

If the source terms from surface blowing, discussed in Section 3.2.1, are directly deposited over a single CFD time step (\( \Delta t_{CFD} \)) then an artificially small time step is required to maintain numerical stability. To mitigate this potential problem, a dynamic time stepping algorithm is developed for coupling along with a robust mechanism to integrate the source terms into the gas phase solution. In this approach, a future coupling time step, \( \Delta t_{c,n+1} \), is estimated using a current estimate of the coupling time step, \( \Delta t_{c,n} \), and the previous coupling time step, \( \Delta t_{c,n-1} \), using a time relaxation relation, \( \Delta t_{c,n+1} = \Delta t_{c,n} + \omega_i (\Delta t_{c,n} - \Delta t_{c,n-1}) \), where \( \omega_i \) is a relaxation factor and set equal to a value of 0.1. The value of \( \Delta t_{c} \) is the minimum coupling time scales for mass (\( \Delta t_{c,mass} \)), momentum (\( \Delta t_{c,mom} \)) and energy (\( \Delta t_{c,ener} \)) exchange over all Eulerian nodes that are affected by the source term deposition, and are computed as follows.

\[ \Delta t_{c,mass} = F_{mass}(\rho_g V_g)/\Delta M_j \]  
\[ \Delta t_{c,mom} = F_{mom} \text{MIN} \left[ (\rho_g u_k V_g)/\Delta U_{f,jk} \right] \]  
\[ \Delta t_{c,ener} = F_{ener}(\rho_g E_g V_g)/\Delta E_j \]  
\tag{25a} \tag{25b} \tag{25c} \]

where \( F_{mass}, F_{mom} \) and \( F_{ener} \) are safety factors that are all set equal to 0.1. The source terms that are passed from the Lagrangian model to the Eulerian field are integrated into the gas-field solution over a time, \( \Delta t_{c,n} \), by distributing the total source terms over the time remaining until the next coupling time, \( t_c = t + \Delta t_{c,n+1} \). In this approach, the total source of mass, momentum and energy from surface blowing for a given Eulerian node is first determined by summing over all elements at the start of a coupling interval, i.e., \( S_{ij,k} = \sum_n S_{i,j,k} \). During the coupling time interval the total source is decremented a factor \( \Delta S_{ij,k} = S_{ij,k}(t_c - t)/\Delta t_{CFD} \) and \( \Delta S_{ij,k} \) is treated as a constant source during that CFD time step. The process is repeated over each CFD time step until the residual source is driven to zero at time \( t_c \).

### 3.4. CFD numerics

The flow solver used is based on a finite volume formulation using the AUSM family of flux splitting schemes [30,31] using a low Mach number preconditioning for efficient integration at low speeds [18]. Fluxes at the cell faces are interpolated using upwind biased stencils [32] for momentum and essentially non-oscillatory polynomials (ENO) [33] for density, energy and reacting species. The equations are integrated in time using a second order Runge–Kutta with standard weights. A block-structured domain decomposition is employed to partition the solution integration over multiple processors. A region communicates with neighboring blocks through a ghost cell (not to be confused with ghost–fluid cells) strategy using a native Java version of the message passing interface (MPI) [34].

### 3.5. FE numerics

Eqs. (10) and (11) are solved using a Galerkin finite element formulation using high-order Lagrange interpolating polynomials for hexahedral elements. The FE domain is decomposed for solution on parallel computing platforms using a Lagrange multiplier decomposition [35] with a customized global bi-conjugate gradient solver [36] to solve for the reduced system over multiple processors. Fig. 7 shows representative results using this approach for modeling the decomposition
of glass/phenolic composite material at three locations in the material. Symbols are experimental data and solid lines are predictions using current thermal mechanical damage model (TMDM). For this material the solid phases consist of resin, fiber, and char. As shown in Fig. 7(a) temperature predictions are in excellent agreement with the data, however, differences are observed in the predictions of internal gas pressure, as shown in Fig. 7(b), due to the challenges in obtaining reliable models of permeability for charring materials.

4. Results

In the following subsections several benchmark problems are first explored to assess the accuracy of the algorithm. The first three benchmark problems explore the errors associated with moving interfaces, flow over a cylinder and heat transfer from an isothermal plate.

4.1. Conservation error checks

It is well known that ghost–fluid methods are not conservative [26,4]. In order to determine the conservation errors associated with the immersed boundary method used in this study, a sinusoidally translating cylinder (2D) and sphere (3D) with isothermal solid wall boundary conditions at the domain edges is examined. The total mass should stay constant throughout the problem. For all cases the diameter of the sphere and cylinder is 1.6 cm, and the domain is 10 cm × 3 cm in 2D and 10 cm × 3 cm × 3 cm in 3D. For all cases the object is moved periodically from x = 0 to 8 cm with a period of 5 ms, which represents an average velocity of 32 m/s. For both objects low and high resolution cases are examined, corresponding to a mesh spacing of 1 mm and 0.25 mm, respectively. For all cases the object boundary condition is adiabatic with no-slip representations an average velocity of 32 m/s. For both objects low and high resolution cases are examined, corresponding to a mesh spacing of 1 mm and 0.25 mm, respectively. For all cases the object boundary condition is adiabatic with no-slip.

Fig. 8(a) and (b) show the percent mass conservation errors as a function of time for the cylinder and sphere cases, respectively. The conservation error oscillates rapidly, but is shown to be less than ±0.06% for all times. The errors for the high resolution cases are seen to oscillate less and have lower conservation errors on average. These results demonstrate that the version of the ghost–fluid method for this study accurately captures the effects of moving solid boundaries with minimal errors in conservation of mass. The error of ±0.06% is definitely a worst case scenario since the surface expansion velocities associated charring materials are much lower.

4.2. Flow over a cylinder

Fig. 10(a) shows vortex shedding behind a 1 mm diameter cylinder. A uniform mesh of 400 × 100 is used with open boundary conditions and a uniform inlet velocity of 18.9 m/s resulting in a Re = 1000. Figs. 10(b) shows the cross-stream velocity behind the cylinder along the centerline at 0.5 diameters downstream. A Strouhal number of Sr = 0.23 is computed and agrees well with measured values of shedding frequency of 0.22 [37,2]. Fig. 10(c) is a comparison of the computed coefficient of pressure with the results of Ref. [2] where direct numerical simulation (DNS) was used to compute the exact solution. As shown, the percent error is within 3% for all data points.

4.3. Isothermal plate heat transfer

The next validation problem considered is the heating of gas from an inclined isothermal plate as shown in Fig. 11(a). The temperature of the plate is varied to achieve a range of Rayleigh numbers and the far-field gas temperature is initialized to T∞ = 300 K. Fig. 11(b) is an instantaneous temperature contour showing the transitionally turbulent nature of the flow. Fig. 11(c) is a comparison of Nusselt number, \( \text{Nu} \), vs. Rayleigh number, \( \text{Ra} \), \( \left( = \frac{\text{Ra} T_s}{\nu^3 \lambda^2} \right) \) from the simulations (lines with symbols) and a standard heat transfer correlation for the lower surface of inclined plates given as [38,39].

\[
\text{Nu} = \left[ 0.825 + \left( \frac{0.387 \text{Ra}^1.6}{1 + (0.492/Pr)^{9/16}} \right)^{8/27} \right]^2
\]

where \( \theta \) is the inclination angle. The experimental data used for the Nusselt number correlation is also shown (black squares). The overall agreement is very good with a maximum difference of 8%. Additional simulations are also conducted with the mesh aligned with the fluid–solid interface and the direction of gravity modified to account for the inclination angle (green circles). The difference in \( \text{Nu} \) predictions and those using the immersed interface are less than 2% and is attributed to statistical errors in computing the time averaged heat flux, \( \dot{q}^* \).
4.4. Surface blowing

Errors in mass, momentum and energy exchange across the Eulerian–Lagrangian interface are important to minimize for modeling surface blowing phenomena such as flame spread. To explore the error associated with surface blowing a simple one dimensional diffusion problem is examined. The problem considered is the diffusion of one species (species A) into another species (species B) that is stagnant. The analytical expression for $Y_A(x)$ in terms of the mass fraction of species A on the interface ($Y_A(s)$) is

$$Y_A(x) = \frac{1}{C_0} \left[ \frac{1}{C_0} Y_A(s) \right] \exp \left[ \frac{Sc}{\mu(T)} \frac{m_A^x}{m_0^x} x \right]. \quad (27)$$

In the present problem, species A and B are both assumed to be nitrogen ($N_2$). A mass flux of $m_A^x = 1.8107 \times 10^{-3}$ kg/m$^2$ s and $Sc/\mu(T) = 38280.25$ m s/kg is selected to produce a surface mass fraction $Y_A(s) = 0.5$ at $x = 0$.

Three interface methodologies are examined; “standard” ghost–fluid method, area modified ghost–fluid method, and an exact interface treatment using an Eulerian method. Fig. 12(a) compares the steady state results of the three cases against the analytical solution. Due to errors in the standard ghost–fluid method the mass fraction predicted on the interface is 0.543. This error is shown to approach 20% in Fig. 12(b) where the $L^2$ error norm for the three cases is provided as a function of nodes solely in the gas phase. These errors are attributed to the mass leakage across the interface discussed in detail in Section 3.2.1. Shown in the same figure, the area modified ghost–fluid and exact Eulerian methods converge first order to the analytical solution.
4.5. Sublimation with constant densities

The sublimation validation problem is chosen to test all components of the coupling algorithm which includes the moving interface and mass/energy exchange. This validation problem not only tests each of the coupling algorithms but how they interact.

The problem setup is shown in Fig. 13. The initial temperature of the domain is set equal to the solid sublimation temperature, \( T_s \). The left boundary is then raised to \( T_o \) resulting in the generation of gas and movement of the gas/solid interface to the right. The dimensionless form of the governing equation for the gas temperature field is [41],

\[
\frac{\partial^2 \theta}{\partial \eta^2} = \frac{\partial \theta}{\partial \tau}, \quad \theta = \frac{T(x,t) - T_s}{T_o - T_s}, \quad \eta = x/b, \quad \tau = \alpha_g t/b^2
\]

where \( b \) is a characteristic length (chosen to be the domain size) and \( \alpha_g = k/(\rho C_p) \) is the thermal diffusivity. The constraints at the normalized interface location, \( \delta \), are \( \theta = 0 \) and \( -\frac{\partial \eta}{\partial \tau} = (1/\text{Ste}) \partial \delta / \partial \tau \), where \( \text{Ste} \) is the Stefan number defined as: \( \text{Ste} = C_p(T_o - T_s)/L_s \) where \( L_s \) is the heat of sublimation. The gas and solid densities are assumed identical and constant therefore there is no advection within the gas. The analytical solution for the temperature field and interface position are given by [41],

\[
\theta(\eta, \tau) = 1 - \frac{\text{erf} \left[ \frac{\eta}{2\sqrt{\tau}} \right]}{\text{erf} \left( \frac{\delta}{\sqrt{\tau}} \right)}
\]
\[ \delta(\tau) = 2\lambda \sqrt{T} \]  

where \( \lambda \) can be solved for numerically from the constraint equation \( \sqrt{\pi} \lambda e^{\lambda^2} \text{erf}(\lambda) = \text{Ste} \).

The solid portion of the sublimation model consists of a Lagrangian mesh where the left boundary is initially at \( \eta = 0 \). This solid model assumes that all energy passed from the Eulerian solver (Section 3.2.2) serves to sublimate the solid thereby releasing gas and moving the interface in the positive \( \eta \) direction. The interface velocity is calculated as: \( V^I = \frac{q^I}{(\rho L_s)} \).

The temperature of the solid model is held at the sublimation temperature. An additional Lagrangian mesh is used to enforce the isothermal boundary condition on the left boundary of the Eulerian domain.

The sublimation problem examined is defined in terms of the parameters outlined in Table 2. The calculated interface position is compared against the analytical solution in Fig. 14(a). As the Eulerian grid is refined from a spacing of \( Ax = 0.003 \) to 0.114, the predicted interface location approaches the analytical solution. The rate of convergence for the interface location is shown to be nominally first order in Fig. 14(b) where the \( L^2 \) relative error norm drops from 24% to less than 1.5%. The convergence shown in Fig. 14(b) indicates that the coupling proposed algorithms not only work separately but when combined together.

4.6. Fully coupled simulations

The FE Lagrangian model discussed in Section 2.2 has been used to simulate charring of several composite systems. Most recently a decoupled study of carbon-epoxy laminates was conducted that did not include the Eulerian solver [17]. Predictions of heat release rate, time-to-ignition and final products (mass fractions, volume percentages, porosity, etc.) are compared to data given by Quintiere, Walters and Crowley (QWC) [42]. Fig. 15 shows representative results of (a)
time-to-ignition and (b) and final products. As shown the agreement is quite good. For the present effort, the study of Ref. [17] is extended using fully coupled simulations and a mesh refinement analysis is conducted.

A single step global reaction combustion model is used to describe the gas phase combustion processes. The rate law governing reaction (31a) is specified assuming an Arrhenius relation given in Eq. (31b).

\[
\text{CH}_3\text{O}_2 + 1.225(\text{O}_2 + 3.76\text{N}_2) \rightarrow \text{CO}_2 + 0.65\text{H}_2\text{O} + 1.225(3.76)\text{N}_2
\]  

(31a)
The resulting system of ordinary differential equations is simultaneously solved using a customized version of the Semi-Implicit Euler numeric integrator found in Ref. [43]. As an approximation proportions of carbon, hydrogen and oxygen in the pyrolysis gas are assumed to be the same as those given by Tewarson as CH$_1$:3O$_0$:2½/C138 [44]. The reaction in Eq. (31a) is chosen to be similar to that for methane where the Arrhenius parameters are obtained from Ref. [45]. Further details on the treatment of the epoxy gas is available in Ref. [17].

A mesh refinement study of the fully coupled problem outlined in Fig. 16 is performed in both one and two dimensions. The two dimensional problem setup consists a 2.5 m x 5.0 m fluid domain. The inset in Fig. 16 provides the detail of the 3.2 mm x 2 cm carbon epoxy sample composed of 8 x 50 elements. A circular ignition source, placed at 1.0 cm x 0.75 cm with a surface temperature of 900 K, serves to initially ignite the gas released from the composite. The one dimensional cases are equivalent to a slice taken at $y = 1.5$ cm from the two dimensional problem. Consistent with the analysis described in Ref. [17], two additional heat fluxes are applied to the left hand size of the sample. The first is a uniform background heat flux of 25 kW/m$^2$ (from a radiant heating panel) and the second is an ignition heat flux of 60 kW/m$^2$ over the lower quarter of the sample as indicated in Fig. 16 (to account for burner induced ignition).

\[
\frac{d[CH_1O_2]}{dt} = -A \exp \left( \frac{-E_a}{RT} \right) (CH_1O_2)^{0.2} [O_2]^{1.3}
\]
The convergence analysis is performed by varying the number of Eulerian nodes from a spacing of 0.5 m to 0.016 mm for the 1D cases and 1.0 m to 0.125 mm for the 2D cases. Since an exact solution is not available, the most refined case is chosen as the basis for the $L^2$ relative error norm. Two parameters are utilized to study convergence, the total heating rate ($Q$) and average surface temperature. The total heat is calculated as $Q = \int \dot{q} \, d\Gamma$. The area of interest ($\Gamma$) for both param-
eters is limited to the left hand side of the panel. The rate of convergence for both parameters is shown to be nominally first order in Fig. 17 where there is clear overlap between the 1D and 2D $L^2$ relative error norms. The error associated with average surface temperature is approximately two orders of magnitude less than that of total heat error. As described in Section 3.2.2, the heat flux is calculated based upon the gradients of temperature thereby introducing additional error to that of the temperature field. The convergence shown in Fig. 17 indicates that the coupling proposed algorithms not only work separately but when combined together.

Fig. 18 illustrates the typical progression of heating, composite pyrolysis, and combustion. As shown in Fig. 18(a), the lower region of the composite first decomposes from the applied heat load thereby releasing volatile gases indicated with the mass fraction of $\text{CH}_3\text{O}_2$. When the volatile gases and available oxygen reach the ignition temperature they ignite. The flame shortly after ignition is shown in Fig. 18(b). This flame increases the overall heat returned to the surface causing additional pyrolysis and volatile gas release shown in Fig. 18(c). The pyrolysis of the composite material is accompanied by expansion also shown in this figure. As the pyrolysis region grows from the additional heat from the flame the primary mechanism of flame spread is modeled.

Fig. 14. One-dimensional sublimation test problem results showing (a) the predicted interface location with grid refined compared to the analytical solution and (b) $L^2$ relative error norm for the non-dimensional interface location, velocity, and heat flux.
5. Conclusions

An immersed boundary methodology for the modeling of conjugate heat and mass transfer is presented with specific application to fire environments. The model addresses the need for an efficient and accurate update of the moving interfaces, a no-slip and no-penetration solid interface and exchange of energy and mass transfer across the interfaces. The need for an efficient and accurate interface update is accomplished with the introduction of a patch system which systematically reduces the resolution of the Lagrangian model as a function of distance from the interface. A combination of ghost-fluid approaches and point source forcing functions at the interface are used to impose the last two constraints.

This methodology is shown to satisfy conservation principles with minimal error. Further validation is performed with modeling of flow over a cylinder with excellent results. The heat transfer aspect of the methodology is verified with an isothermal plate in buoyancy driven flow. The surface blowing case verified the need for area modification in the ghost–fluid method in order to accurately capture low speed flows. Lastly, the newly introduced immersed interface methodology is utilized to study the burning of carbon-epoxy composites along with a convergence analysis.

![Graph](image)

**Fig. 15.** Carbon-epoxy composite simulations from Ref. [17] compared to the experimental results of Quintiere, Walters and Crowley [42] where (a) is time-to-ignition with simulated sealed and open right boundaries and (b) final product predictions of $V/V_s$, $V_g/V_e$ and $Y_{rc}$ with increasing incident heat flux.
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Fig. 18. Fully coupled simulations of the carbon-epoxy composite showing mass fraction of CH$_{1.3}$O$_{0.2}$, gas and composite temperatures after (a) 2.5 s, (b) 3.5 s and (c) 4 s.