Web-Assisted Suicide and the First Amendment

by ELLEN LUU*

Introduction

Online social networking websites such as MySpace, Facebook, and other newsgroups and message boards provide users with a unique way to socialize. Users create profiles, post pictures, and contribute to web-based discussions to maintain relationships. Newsgroup users form online communities based particularly around certain topics where they can find “a valuable source of information, support and friendship.” They share not only political opinions and daily musings, but also very personal struggles and concerns. For example, individuals suffering from depression may find a community message board where they can share their feelings and find support. Unfortunately, these individuals may also find community groups that trade detailed information on how to commit suicide as well as provide psychological and emotional encouragement for suicide.
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Consider the case of Suzanne Gonzales: She was a nineteen-year-old student at the University of Florida who suffered from depression. She found the Alt.Suicide.Holiday (ASH) newsgroup, the most popular suicide internet group that works "like an online bulletin board." It offers a "practical user’s guide to suicide. There’s death by poison—everything from antifreeze to heroin—death by asphyxiation, decapitation, immolation and exsanguinations." Gonzales posted one hundred messages in a period of nine weeks, obtained information and instruction on how to pose as a jeweler to obtain potassium cyanide and mix a lethal cocktail, and obtained the assistance of other users to edit the suicide note to her parents.

Also consider the case of a fifty-two-year-old woman who rented two helium tanks and ended her life by overdosing on helium gas. The police "found a printout from the Church of Euthanasia’s website titled ‘How to Kill Yourself,’ detailing the most effective way to use helium to end your life." In another case, a twenty-one-year-old woman who suffered depression was found hanging from a dog leash in the bathroom of her home. When her husband came home to find her, he also found the computer still on, with a website on the computer screen detailing how to commit suicide by hanging. While statistical information on how many people in the United States have visited these websites and subsequently committed suicide is limited, an estimated fifty-nine people in Japan in January 2005 committed suicide after visiting similar websites. In the
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United Kingdom, these websites have been implicated in the deaths of at least sixteen young people in the years leading to 2006.\(^\text{16}\)

In response to Suzanne Gonzales’s tragic suicide, Representative Walter Herger of California introduced H.R. 940: Suzanne Gonzales Suicide Prevention Act of 2007.\(^\text{17}\) The bill proposes to amend title 18 of the United States Code to federally criminalize those who use interstate commerce for suicide promotion.\(^\text{18}\) It punishes the knowing use of interstate commerce with intent “to teach a particular person how to commit suicide, knowing that the person so taught is likely to use that teaching to commit suicide” or with the intent “to provide a particular person with material support or resources to help such person commit suicide, knowing that the person is likely to use the support to commit suicide.”\(^\text{19}\) The amendment would cover “supplying information . . . to a particular person who the provider knows is contemplating suicide,” or providing “any property, tangible or intangible, or service that is reasonably capable of substantially assisting a person to commit suicide, with the intent of making that person’s suicide attempt easier to accomplish.”\(^\text{20}\)

This Note discusses whether statutes that prohibit usage of the internet to actively and directly encourage a particular person to commit suicide or to provide general suicide-promoting information violate the First Amendment. Justice Stevens has recognized that the Court has “not yet considered whether, and if so to what extent, the First Amendment protects” speech that instructs people on how to commit crimes.\(^\text{21}\) While it may be easy to argue that suicide-promoting cyber-speech is really just conduct-assisted suicide, such a determination fails to take into account the legitimate speech-related purpose. The Supreme Court has upheld the prohibition of assisted suicide,\(^\text{22}\) but has not addressed cyber-speech that promotes or encourages suicide. It may similarly be easy to argue that cyber-speech that promotes suicide clearly falls within one of the
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unprotected categories of speech. This argument, however, similarly fails because such speech does not in fact fall squarely within the existing categories of unprotected speech. Finally, as content-based regulations, a court analyzing the constitutionality of statutes prohibiting such speech must employ the strict scrutiny test.

Should cyber-speech promoting suicide be afforded First Amendment protection? Would criminalization arise when an individual simply posts instructions on the best way to commit suicide by hanging? Or, would it only arise when an individual provides such information to another whom that individual knows is seeking such information and is likely to use it to commit suicide? Section I of this Note presents and applies the traditional First Amendment jurisprudence to cyber-speech promoting suicide. Section II presents an overview of the Supreme Court’s discussion of speech and the internet. Section III introduces the constitutionality of existing federal statutes that criminalize cyber-stalking. This analysis is useful because it shows how crime-facilitating cyber-speech squares with the First Amendment. Also, since the criminalization of cyber-stalking is a recent development, the analysis provides insight into how the use of cyber-speech to promote suicide may stand against a First Amendment challenge. Finally, Section IV uses cyber-stalking statutes as guidance for drafting statutes that prohibit the use of cyber-speech to promote suicide.

I. Traditional First Amendment Jurisprudence and Cyber-Speech That Promotes Suicide—an Imperfect Fit

The First Amendment of the Constitution provides that “Congress shall make no law . . . abridging the freedom of speech.” Implicit in the First Amendment is the right to information and ideas, as well as the “right to receive it.” It does not apply merely to political speech, but also to speech that is “entertaining as well as . . . instructive or informative.” The founder of ASH, Andrew Beals, argues that the “purpose of the site is rational, open discussion about suicide, with emphasis on individual liberty and autonomy.” He asserts that the website serves as an open
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forum for people who share similar emotional pain and serves as one of the few places where they can find support, acceptance, and understanding.\(^{29}\) Individuals who use the newsgroup find it easier to discuss depression or suicidal thoughts online than in person, and these newsgroups provide a place where they can speak without alarming friends and family or face hospitalization.\(^{30}\) In light of claims that such cyber-speech has a legitimate purpose, are advertisements for suicide partners, feedback on self-murder plans, and guides on how to commit suicide in the "methods file"\(^{31}\) protected speech in the face of challenges to legislation that criminalizes such speech?

First Amendment rights are not absolute. There are "well-defined and narrowly limited classes of speech, the prevention and punishment of which" does not violate the First Amendment.\(^{32}\) These unprotected, content-based categories of speech include incitement, "true threats," fighting words, and "obscenity."\(^{33}\) Legislation addressing these issues must meet the strict scrutiny standard to survive a constitutional challenge.\(^{34}\)

A. Existing Categories of Unprotected Speech

The development of modern First-Amendment jurisprudence began in the early 1900s and historically arose in the context of political speech during wartime. In *Schenck v. United States*, Justice Oliver Wendell Holmes first employed the "clear and present danger" test for a violation of the Espionage Act of 1917.\(^{35}\) The defendant participated in the print and mail distribution of leaflets calling for obstruction of the draft.\(^{36}\) The test is "whether the words used are used in such circumstances and are of such a nature as to create a clear and present danger that they will bring about the substantive evils that Congress has a right to prevent."\(^{37}\) Whether speech falls within this category is a question of "imminence and the magnitude of
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the danger" stemming from the speech, which the Court must balance against the expressiveness of the speech.38

1. Incitement and Fighting Words

Fifty years after Schenck, the "clear and present danger" test was eventually replaced with the test for "incitement" from Brandenberg v. Ohio. The defendant in Brandenberg was charged with violating a criminal syndicalism statute for his speech at a Ku Klux Klan rally.39 The speech included statements such as "Bury the niggers," and "Send the Jews back to Israel."40 Justice Douglas wrote a compelling concurring opinion in which he questioned the use of the "clear and present danger" test in times of war and most certainly in times of peace.41 In fact, Justice Douglas pointed out, in subsequent court opinions, that Justice Holmes intended a narrow use of the "clear and present danger" rule and rejected manipulating the rule to prohibit otherwise permissible speech.42 Moreover, he criticized the overly flexible and inconsistent manner in which the test can be applied to prohibit speech.43

Under the new Brandenberg test, speech "directed to inciting or producing imminent lawless action and... likely to incite or produce such action" is not protected by the First Amendment.44 The government may not, however, prohibit speech merely because "it increases the chance an unlawful act will be committed at some indefinite future time."45 A statute that punishes mere advocacy, even for lawless activity, is too broad to pass constitutional muster.46

Within the unprotected category of incitement is the small class of expressive conduct known as "fighting words."47 In Chaplinsky v. New Hampshire, the Supreme Court ruled that states are free to ban the use of "fighting words" which inherently would incite an ordinary citizen to
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whom the words are addressed to immediate physical retaliation. The Court found a statute that prohibits the use of "offensive, derisive, or annoying word[s] to any other person who is lawfully in any street or other public place" to be a valid exercise of state power and neither vague nor overbroad. It is narrowly drawn to prohibit specific speech that is likely to cause a breach of the peace. The Court carefully distinguished these "fighting words" as verbal acts that have very low social value. Such speech is not an "essential part of any exposition of ideas, and is of such slight social value as a step to truth that any benefit that may be derived from it is clearly outweighed by the social interest in order and morality." When analyzing the validity of statutes that prohibit suicide-promoting cyber-speech or the need to develop a new category of unprotected speech, weighing the social value of speech is a factor to consider.

To determine whether speech falls within the "incitement" category, the courts must carefully examine the actual circumstances of the situation and determine whether it is "directed to inciting or producing imminent lawless action and is likely to incite or produce such action." In Cohen v. California, the defendant was charged with violating the penal code for wearing a jacket that bore the words "Fuck the Draft" in a courthouse. The Court struck down the provision of the penal code which prohibits "maliciously and willfully disturb[ing] the peace or quiet of any neighborhood or person ... by offensive conduct." The use of "offensive" as a test for "incitement" was too broad to pass constitutional muster under Brandenburg. While the speech addressed in Cohen also constituted "fighting words" in the sense that the words may have provoked a violent reaction from viewers, the speech was not directed at any individual in particular, a requirement of the Chaplinsky test. The Court also addressed and rejected the "captive audience" argument that the government can prohibit speech merely because of the "presumed presence
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of unwitting listeners or viewers.\(^{59}\) In fact, the government’s power to protect the public from such speech is “dependent upon a showing that substantial privacy interests are being invaded in an essentially intolerable manner.”\(^{60}\) The Court found no such “captive audience” as people could easily avert their eyes.\(^{61}\) The “captive audience” issue will be addressed in greater detail during this Note’s discussion of *Reno v. ACLU*.\(^{62}\)

The narrow category of “fighting words” presents an analytical problem for cyber-speech that promotes suicide. As discussed in *Chaplinsky*, the “fighting words” must elicit an immediate physical reaction.\(^ {63}\) As elaborated in *Cohen*, the speech must be directed at a particular individual.\(^ {64}\) Many users of these online community groups do not have such an immediate reaction against the speaker due to the nature of the internet and how it is used. General documents describing methods for committing suicide that are posted on suicide-promoting websites present information and are not directed at anyone in particular. In situations where users directly post responses to questions about various suicide methods, the “fighting words” test also fails to render the speech unprotected because such words, while they may elicit a reaction—such as suicide—they do not elicit a physical retaliation against the speaker, as intended by the “fighting words” category of unprotected speech.

The broader “incitement” category of unprotected speech seems the most applicable to cyber-speech for suicide promotion, but still presents a difficult hurdle. For example, the “incitement” test would not apply to users who participate in the promotion of suicide by posting general instructions on methods. This speech does not produce “imminent” action and can easily be characterized as mere advocacy. There is a difference, however, between posting general information and responding to a request for information as assistance to the commission of suicide. This distinction will be further discussed in Section IV of this Note.

2. *Obscenity*

The Supreme Court has also determined that “obscenity” does not fall within First Amendment protection.\(^ {65}\) The test for “obscenity” is whether
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the speech at issue "deals with sex in a manner appealing to prurient interest" as judged by "a reasonable person," whether the work depicts or describes, in a patently offensive way, sexual conduct specifically defined by the applicable state law, and whether the work, "taken as a whole, lacks serious literary, artistic, political, or scientific value." Cyber-speech that promotes suicide does not "deal with sex in a manner appealing to prurient interest" and similarly would not fall under this category of unprotected speech. In contrast, cyber-stalking speech often deals with sexual conduct. Analysis of cyber-stalking speech as "obscenity" in Section III of this Note provides insight into how future courts may evaluate cyber-speech that promotes suicide, use existing First Amendment jurisprudence, and develop new frameworks for analysis.

3. True Threats

Finally, "true threats" to a person's safety made by another person are not protected by the First Amendment. In Watts v. United States, the defendant was charged with violating a statute which punishes "whoever knowingly and willfully . . . threat[ens] to take the life of or to inflict bodily harm upon the President of the United States." At a political rally, he said, "If [the army] ever make[s] me carry a rifle[,] the first man I want to get in my sights is [Lyndon B. Johnson]." Following the statement, both he and the audience laughed in response. Taking these factors into consideration, the Court held that he had not made a "true threat" and the statute unconstitutionally criminalized pure speech. The government may only prohibit "true threats" and the statement made by the defendant constituted a "political hyperbole" meant to express political opposition to the draft. "True threats" are "serious expression[s] of an intent to commit an act of unlawful violence to a particular individual or group of individuals, regardless of whether the speaker intends to carry out the
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threat." They are not constitutionally protected because such speech is used to intimidate or place the victim in fear of physical harm or death.\footnote{6}

Like the category of "obscenity," the category of "true threats" would not apply to cyber-speech that promotes suicide. Users may offer information and instruction about committing suicide but the users do not threaten to cause harm themselves. The application of the "true threats" framework to cyber-stalking statutes, however, similarly provides guidelines for drafting statutes to prohibit cyber-speech that promotes suicide.\footnote{78}

B. A Call For a New Category of Unprotected Speech?

Perhaps the Supreme Court must determine that cyber-speech which promotes suicide has virtually no constitutional value, creating a new First Amendment exception. One preeminent scholar, Eugene Volokh, has introduced a test to determine whether speech that substantially facilitates crimes should be a First Amendment exception.\footnote{79} This test requires that three conditions are satisfied: (1) "the speech is said to a few people who the speaker knows are likely to use it to commit a crime or to escape punishment," (2) "the speech, even though broadly published, has virtually no noncriminal uses—for instance, when it reveals social security numbers or computer passwords," and (3) "the speech facilitates extraordinarily serious harms, such as nuclear or biological attacks."\footnote{80}

Under this framework, general discussion about suicide methods posted by an individual or speech about how to cope with depression may not fall under this proposed crime-facilitating exception. It is not directed at any particular person likely to use it to commit suicide, but is instead general information published broadly. It arguably has non-criminal purposes as the ASH founder and users of such websites allege.\footnote{81} Online communities based particularly around certain topics find the websites to be "a valuable source of information, support and friendship." Users of these suicide-promoting websites post information and have discussions that do not serve a criminal purpose. With regards to the third condition, it is arguable that suicide does not compare to nuclear or biological attacks, in
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scope nor level of criminality. Attempted and assisted suicide has traditionally only been criminalized or banned as a non-felonious offense, and there is no fundamental right to assisted suicide.\textsuperscript{83}

This framework, however, could apply to situations where individuals post information about suicide methods in direct response to explicit or implicit requests for such information. The speech is directed at particular individuals who may be likely to use the information to commit suicide. The speech has no non-criminal purpose once it is directed at an individual who is seriously considering suicide with the intent that the individual commits suicide. However, as discussed above, the third condition poses a hurdle which may be difficult to overcome.

\section*{II. Adapting First Amendment Jurisprudence to the Internet}

It is important to consider the nature and characteristics of a medium of communication when conducting First Amendment analysis.\textsuperscript{84} Consider, for example, the different approaches taken with print versus broadcast media. Radio broadcast is distinguishable from print media because of the scarcity of radio frequencies.\textsuperscript{85} The Supreme Court struck down a statute requiring newspapers that print an attack on a political candidate's character to print the candidate's reply.\textsuperscript{86} With regards to broadcast, the Supreme Court upheld the Federal Communications Commission (FCC) "fairness doctrine" that requires television and radio broadcasters to provide fair coverage to each side of a discussion on public issues.\textsuperscript{87} Also take, for example, the differing analysis for the regulation of "indecent" speech. In \textit{FCC v. Pacifica Foundation}, the Court held the FCC has the power to regulate a radio broadcast that is indecent, though not obscene.\textsuperscript{88} Regulation is justified due to the fact that broadcasting is "uniquely pervasive" in a manner in which it intrudes into homes without

\textsuperscript{83}. See infra notes 150–153 and accompanying text; see generally Washington v. Glucksberg, 521 U.S. 702 (1997) (holding assisted suicide is not a fundamental right protected by the due process clause and that Washington's ban on assisted suicide was rationally related to a legitimate government interest).
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warning as to content. 89 A statute that prohibits indecent telephone messages, however, was found unconstitutional. 90 The Court distinguishes between telephone and broadcast because telephone messages "requires the listener to take affirmative steps to receive the communication. There is no 'captive audience' problem." 91 Radio broadcast lends itself to "unexpected outburst[s]" but an indecent telephone message is "not so invasive or surprising that it prevents an unwilling listener from avoiding exposure to it." 92

Despite the fact that the nature and characteristics of the internet make it a medium of communication unlike more traditional mediums of communication such as print and broadcast, the Supreme Court seems to be analyzing free speech issues under the traditional frameworks set forth in the previous Section I of this Note. In Reno v. ACLU, the Court struck down the Communications Decency Act of 1996 (CDA) as unconstitutional. 93 The CDA prohibits the transmission of obscene or indecent communications by means of telecommunications devices to minors. 94 The Court specifically discussed three prior decisions in finding the CDA overbroad and an unconstitutional, content-based regulation: Ginsberg v. New York, FCC v. Pacifica Foundation, and Renton v. Playtime Theatres, Inc. 95 It compared the internet to broadcast media, distinguishing it on three factors: (1) "the history of extensive Government . . . regulation of the broadcast medium"; (2) "the scarcity of available frequencies at its inception"; and (3) the invasiveness of the broadcast medium. 96 The Court ultimately found that these factors are not present with the internet. 97

Justice Stevens distinguished the CDA from the constitutionally upheld New York statute prohibiting the sale of obscene materials to minors for four reasons in Ginsburg v. New York. 98 First, the New York
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statute does not bar parents from purchasing the materials for their children. Second, the New York statute applies to commercial transactions. Third, the New York statute provides a standard for the vague term "indecent." And finally, the New York statute defines minors as those under the age of seventeen. In contrast, the CDA is much broader: it allows criminal penalties against parents, applies to all transmissions by telecommunications devices, fails to define "indecent," and includes seventeen year olds.

The FCC regulation against indecent speech broadcast over the air in *Pacifica* is also distinguishable from the CDA. In *Pacifica*, the Court upheld an FCC order for administrative sanctions against a radio station for broadcast of a satiric monologue called "Filthy Words" because it involved "obscene, indecent, or profane language by means of radio communications." First, the FCC, an experienced agency, was regulating content in terms of time. Second, the FCC regulation did not involve criminal prosecution. Third, the FCC regulation applied to a medium of communication in which historically, warnings have ineffectively protected listeners from unexpected content. In contrast, the CDA broadly bans content absent evaluation by a regulatory body familiar with the nature of the internet; the CDA involves criminal prosecution; and, the CDA involves a communication medium—the internet—that does not have the same "captive audience" problem that exists with broadcast.

The Court's decision to uphold a zoning ordinance prohibiting adult movie theaters in residential neighborhoods in *Renton v. Playtime Theatres, Inc.* also does not support upholding the CDA. The zoning ordinance was directed at regulating the secondary effects of crime and decreasing property value. In contrast, the CDA regulates the primary effect of the
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speech. The CDA is thus a content-based regulation, while the FCC order is a permissible regulation on time, place, and manner of speech. Justice Stevens expressed particular concern about the vagueness, overbreadth, and criminal sanctions of the CDA as a content-based regulation.

When presented with the unique characteristics of the internet, the Supreme Court had to determine what level of First Amendment protection to give this new medium since it did not have case law precedent. To summarize, in analyzing speech and the internet, the Court is concerned with content-based regulations that are overbroad, vague, and involve possible criminal sanctions. When the content of both protected (indecent) and unprotected (obscene) speech is regulated as to time in the context of a medium that has no historical difficulty in preventing access to unexpected material, the Court prefers deference to and evaluation by an experienced agency.

III. The Changing Nature of the Internet and the Problem of Cyber-Stalking

Since Reno, internet use has increased dramatically and new concerns have arisen. The legislature has responded to the advancements in technology that have created new crimes such as cyber-stalking and cyber-harassment. The Department of Justice has defined cyber-stalking as the "use of the Internet, e-mail, or other electronic communications devices to stalk another person." Cyber-stalking can pose a greater danger than offline stalking due to "the ease of use and non-confrontational, impersonal, and sometimes anonymous nature of Internet communications [which] may remove disincentives to cyberstalking." This relatively new
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crime drastically bridges the distance barrier and now enables stalking to occur from across the country, allows for the ease of online stalking with the click of a button, and allows the stalker to hide behind a "veil of anonymity." These factors made it difficult to address the problem of cyber-stalking. If a stalker was located in a different city or state than the victim, it was difficult to investigate and prosecute the stalker. A stalker can also create an email address, which many service providers allow without proper authentication as to identity, from which to send harassing and stalking messages. The ease and anonymity of sending emails makes it difficult for victims and law enforcement to identify cyber-stalkers and cyber-harassers who communicate over the internet.

Cyber-stalking involves a wide range of conduct that cannot be easily or accurately drafted into anti-cyber-stalking legislation. While such legislation must be broad to effectively cover this wide range of conduct, over breadth presents First Amendment problems. Cyber-stalking involves expressive conduct and speech over the internet. It implicates the unprotected category of "obscenity," and, in particular, the category of "true threats" discussed in Watts.

A. Overview of Existing Cyber-Stalking Legislation

The examination of federal legislation to address cyber-stalking and cyber-harassment provides insight into how to draft statutes to criminalize the similar problem of cyber-speech that promotes suicide. The Interstate Communications Act prohibits the transmission in interstate commerce of "any communication containing ... any threat to injure the person of another." This includes threats transmitted across state lines via the telephone, email, beepers, or the Internet.

Section 113 of the Violence Against Women and Department of Justice Reauthorization Act (Violence Against Women Act) amended the Communications Act of 1934, originally applicable to telephone
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communication, to apply to the Internet. It prohibits the knowing and anonymous use of a "telecommunications device" "to annoy, abuse, threaten, or harass" a person. This includes "any device or software that can be used to originate telecommunications or other types of communications that are transmitted, in whole or in part, by the Internet." Finally, the Violence Against Women Act also amended the Federal Interstate Stalking Punishment and Prevention Act to address cyber-stalking. The statute punishes those who, "with the intent to kill, injure, [or] harass," uses "mail, any interactive computer service, or any facility of interstate or foreign commerce to engage in a course of conduct that causes substantial emotional distress . . . [or] reasonable fear of the death of, or serious bodily injury" to another person.

B. How Existing Anti-Cyber-Stalking Legislation Stands Up Against the First Amendment

Legislation that address cyber-stalking have passed constitutional muster despite their seeming over breadth for a number of reasons. First of all, a "true threat" under the Interstate Communications Act must be such that a reasonable person "(1) would take the statement as a serious expression of an intention to inflict bodily harm (the mens rea), and (2) would perceive such expression as being communicated to effect some change or achieve some goal through intimidation (the actus rea)." This is an objective standard, dependent on whether the recipient of the communication would reasonably perceive the communication to be a serious expression of an intent to cause bodily harm. The statute punishes the knowing and willful threat of bodily injury through the use of
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interstate commerce. Cyber-stalking involves categories of unprotected speech—most often "true threats" and occasionally "obscenity." As discussed in Section I of this Note, cyber-speech does not fall as easily into the traditional exceptions to First Amendment protection.

Second, when analyzing whether communication of the threat occurred, courts do not focus on whether the chosen mode of communication reached an "indefinite and unknown audience," but whether the individual intended to communicate the threat to the recipient through the means. In other words, the Interstate Communications Act punishes communicating threats regardless of the range of dissemination. Section (a)(1)(C) of the Interstate Communications Act prohibits the use of a telecommunications device to anonymously "annoy, abuse, threaten, or harass any person... who receives the communication." It similarly employs a requirement that the speech be addressed or intended for a specific recipient, regardless of the mode of telecommunication used.

The statute also overcomes First Amendment scrutiny by not impinging on constitutionally protected speech. The statute, in provisions other than section (a)(1)(C), prohibits the use of telecommunications devices to knowingly make "any comment, request, suggestion, proposal, image, or other communications which is obscene or child pornography, knowing that the recipient... is under 18 years of age." It also prohibits knowingly making "any obscene communication for commercial purposes" through the interstate use of telephones. Obscene speech, as discussed in Miller, is not afforded First Amendment protection.

---


139. See supra discussion in Section I.

140. Kelner, 534 F.2d at 1023 (At a Jewish Defense League press conference following a session of the United Nations General Assembly at which Yasser Arafat, leader of the Palestine Liberation Organization, was to speak, Kelner was interviewed by a reporter and indicated he would assassinate Arafat. The interview was broadcast on television and Kelner was charged with violating the Interstate Communications Act. The court held that speech that was "so unequivocal, unconditional, immediate, and specific as to person threatened that it conveyed gravity of purpose and imminent prospect of execution" was not afforded First Amendment protection.).
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IV. What to Consider When Drafting Legislation That Prohibits Suicide-Promoting Cyber-Speech

While cyber-stalking statutes provide a starting place for analysis of suicide-promoting cyber-speech, they fall short of providing a solid foundation for such analysis. Cyber-stalking statutes criminalize unprotected speech—either “true threats” or “obscenity.” But, as discussed in Section I of this Note, cyber-speech that promotes suicide does not fall neatly within these unprotected categories of speech.\textsuperscript{145} General information on different methods to commit suicide posted on the website may be protected speech. It is not obscene and does not constitute “fighting words” or incitement of immediate lawless action. In contrast, a web-post that directly responds to an individual’s request for information on a specific method leads to a different conclusion. This speech may in fact be “directed to inciting or producing imminent lawless action and is likely to incite or produce such action.”\textsuperscript{146}

Consider the following scenario: Person A joins a newsgroup that provides information on suicide. Person A converses with Person B over the course of two months and Person A conveys serious signs of depression. The relationship progresses into discussions about suicide. Then, one day, Person A requests information about death by poison. Person B provides encouragement and detailed information about various methods, and, the following day, Person A commits suicide. The encouraging words and information would likely qualify as inciting suicide, a non-felonious offense. Person B was arguably aware that his speech would produce such action, and under a federal statute prohibiting the use of interstate commerce (e.g., the internet) to promote or directly encourage suicide, Person B may be found guilty.

This discussion inevitably leads to strict scrutiny analysis. Content-based regulations of speech are “presumptively invalid under the First Amendment.”\textsuperscript{147} The government may “regulate the content of constitutionally protected speech” if the regulation is “narrowly tailored” to a “compelling government interest.”\textsuperscript{148} Under these factors, then, we must first consider whether the government would have a “compelling interest” in the above hypothetical. “The government may not prohibit the expression of an idea simply because society finds the idea itself offensive

\textsuperscript{145} See supra discussion in Section I.
\textsuperscript{146} 16A AM. JUR. 2D Constitutional Law, supra note 26, § 502 (citing Knight Riders of Ku Klux Klan v. City of Cincinnati, 72 F.3d 43 (6th Cir. 1995)).
\textsuperscript{147} Id. § 458 (2008) (citing Davenport v. Washington Educ. Ass’n, Nos. 05-1589 and 05-1657, 2007 U.S. LEXIS 7722 (Jun. 14, 2007)).
\textsuperscript{148} Sable Communications of Cal., Inc. v. FCC, 492 U.S. 115, 126 (1989).
or disagreeable[.]” so bad ideas alone are not a compelling interest.\textsuperscript{149} Therefore, while society may find cyber-speech that promotes suicide to be offensive or disagreeable, this would not be enough to satisfy the “compelling state interest” prong. However, while the bad idea alone may not be enough, a compelling interest may be based on the very issue at hand—suicide.

A. The Preservation of Life as a Compelling Interest

There is a compelling interest in the preservation of life. Attempted and assisted suicide has traditionally been criminalized or banned as a non-felonious offense.\textsuperscript{150} In \textit{Washington v. Glucksberg}, after finding no fundamental right to “physician-assisted suicide,”\textsuperscript{151} the Court found a statute that criminalizes a person who “knowingly causes or aids another person to attempt suicide” to be constitutional. The state has a legitimate interest in the preservation of human life, preventing suicide, maintaining the integrity and ethics of medical profession, and protecting vulnerable persons who might be pressured.\textsuperscript{152} Because such statutes do not impinge on any fundamental rights, they are subject only to rational basis judicial scrutiny. The most notable assisted suicide cases, however, are related to physician-assisted suicide.\textsuperscript{153} The question then becomes whether these government interests satisfy the compelling interest prong of strict scrutiny in the context of content-based restrictions of cyber-speech that promotes suicide.

Perhaps the ease with which web-assisted suicide can occur justifies the determination that there is a compelling interest. Cyber-speech promoting suicide (1) is instantaneous, (2) provides for wide dissemination, (3) bridges distance, and (4) provides for anonymity—factors that make cyber-stalking dangerous and which provide important considerations for the drafting of cyber-stalking statutes.\textsuperscript{154} Individuals can send information and instructions on how to commit suicide through e-mail, chat rooms, and instant messaging nearly instantaneously. With the use of websites, chat rooms, and community boards, individuals can distribute information and instructions on how to commit suicide to a wide group of particularly


\textsuperscript{150} Washington v. Glucksberg, 521 U.S. 702 (1997) (holding assisted suicide is not a fundamental right protected by the due process clause and that Washington’s ban on assisted suicide was rationally related to a legitimate government interest).

\textsuperscript{151} \textit{Id.} at 728.

\textsuperscript{152} \textit{Id.} at 731–32.

\textsuperscript{153} \textit{Id.} at 728; see also Vacco v. Quill, 521 U.S. 793, 796–97 (1997).

\textsuperscript{154} See supra notes 118–126.
vulnerable individuals. These individuals may suffer from depression or suicidal thoughts and may not want to speak to friends, family, or psychologists. Instead, they can interact with people from all over the world who are willing to discuss and instruct on how to commit suicide. The online social networks are particularly compelling due to the public's discomfort with suicide. Many do not discuss or openly encourage suicide so the topic is shrouded with secrecy and stigma. However, on the internet, individuals can overcome hesitation or unwillingness and provide information and instruction under the "veil of anonymity." Anonymity also allows individuals to monitor the activities of vulnerable users. They can watch the emotional and psychological progress of an individual and provide encouragement and instruction for committing suicide when that individual is most vulnerable. In an even more frightening scenario, individuals can adopt methods used in cyber-stalking to encourage suicide. For example, an elicitor can recruit a third party to anonymously provide information and encouragement to a person the elicitor knows is contemplating suicide.

B. Narrow Tailoring

To satisfy the second, narrow tailoring prong, the court looks to a number of factors. First, the statute must advance the government interest. Second, it must not be over-inclusive to prohibit speech which does not implicate the government interest. Third, it must be the least restrictive measure that serves the government interest. Finally, under-inclusiveness is also a concern. Under-inclusiveness is suspect because it suggests that the stated government interest may actually be a pretext for favoring one form of speech deemed acceptable over another form deemed offensive or disfavored.

Does this mean that statutes designed to prohibit cyber-speech without violating the First Amendment are merely drafting exercises where the goal is to mirror cyber-stalking statutes? Eugene Volokh, mentioned above, suggests that crime-facilitating speech is a form of "dual-use material" which can be used in both harmful and legitimate ways. These websites

155. 1999 REPORT ON CYBERSTALKING: A NEW CHALLENGE FOR LAW ENFORCEMENT AND INDUSTRY, supra note 120.
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may be used in harmful ways by providing instructions on how to commit suicide to particularly vulnerable people. They may also be used in legitimate ways by helping people “evaluate and participate in public discourse” and by providing others a “valuable . . . means of expressing their views.”

The focus of cyber-stalking statutes is on the speech instilling fear of bodily harm or death. There is clearly a harmful use and virtually no legitimate purpose behind cyber-stalking. The Sixth Circuit has said that the Federal Interstate Stalking Punishment and Prevention Act which prohibits intentionally “using the internet in a course of conduct that places a person in reasonable fear of death or serious bodily injury” cannot be seen as overbroad to impinge on constitutionally protected conduct. This law, along with the section 223 of the Communications Act of 1934, applies to conduct that does not warrant First Amendment protection. Cyber-stalking is “intended to instill fear in the victim,” not to invoke constitutionally protected political speech. But, websites such as ASH purport to provide a place for open discussion and a place where users can find support and understanding. So, while the harmful use is to encourage vulnerable people to commit suicide, there may be a legitimate use.

Volokh proposes that “[u]nder this approach, the dual-use speech [could not] be banned when such a ban would interfere with the valuable uses, even when the ban was needed to prevent the harmful uses.” The drafting concerns would thus be less problematic and more likely to satisfy the narrow tailoring prong of strict scrutiny if the statute focuses explicitly on (1) intentionally and knowingly providing information and methods for committing suicide, (2) through the use of interstate commerce, (3) to a specific recipient, (4) who has implicitly or explicitly indicated a desire for such information, (5) with the intent and knowledge that the recipient use that information to commit suicide. In other words, regulations that explicitly focus on prohibiting the harmful uses of such cyber-speech are valid. But those that interfere with valuable uses—such as discussing depression and suicide for therapeutic purposes and the need for a sense of community and understanding—are invalid.
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167. Volokh, supra note 21, at 1133.
Conclusion

Cyber-speech used to provide information about suicide and to promote suicide is a new concern that has arisen with the changing nature of internet use and the increasing prevalence of internet use in our daily lives. Just as lawmakers have reacted to the threats of cyber-stalking and cyber-harassment by modifying existing legislation or drafting new legislation, they should act similarly with the new threat of cyber-speech for suicide promotion. The factors that made cyber-stalking particularly problematic, including dangers accompanied with anonymity, wide dissemination, instantaneous dissemination, and the narrowing of proximity, are present in the use of the internet to promote suicide. Because cyber-speech that promotes suicide does not fall neatly into traditional categories of unprotected speech, legislators must pay careful attention to what the proposed legislation intends to prohibit. A statute that prohibits general information about suicide or suicide methods posted on internet community boards or social networking sites may in fact violate the First Amendment. However, a statute that prohibits intentionally and knowingly providing information and methods for committing suicide through interstate commerce to a specific recipient who has implicitly or explicitly indicated a desire for such information, with the intent and knowledge that the recipient uses that information to commit suicide, may survive First Amendment scrutiny.