Salience-based reinforcement of a spiking neural network leads to increased syllable production
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Abstract—Canonical babbling is vocal babbling that contains syllabic patterning like that in adult speech. Its emergence during the first year of human infancy is one of the most significant pre-speech vocal motor milestones. This paper focuses on a spiking neural network model that controls the lip and jaw muscles of an articulatory speech synthesizer and learns to produce canonical babbling. The model was adapted to receive reinforcement when it produced a sound with high auditory salience. Salience-reinforced versions of the model increased their rates of canonical babbling over the course of learning more than their yoked controls. This supports the idea that both intrinsic reinforcement and social reinforcement both contribute to human acquisition of canonical babbling.

I. INTRODUCTION

A. The emergence of syllable production in infancy

The emergence of canonical babbling is one of the most significant early milestones in infants’ speech development. Canonical babbling is defined as the production of canonical syllables, either alone or in sequence. A canonical syllable is a syllable containing both a consonant and a full vowel where the transition between the consonant and vowel is rather fast, which is characteristic of syllables in adult speech [1]. In typically developing children this ability appears between 4 and 10 months of age [2]. Canonical babbling can take the form of a single canonical syllable, of repetitions of the same consonant-vowel permutation (a.k.a. reduplicated babbling), or of a sequence of different consonant-vowel permutations (a.k.a. variegated babbling).

How do infants come to learn to produce canonical babbling? Much previous research has focused on the role that social reinforcement might play. If we assume that a caregiver knows that some sounds are higher quality (e.g., containing not just vowel sounds but also adult-like consonants) than others, then they can choose to selectively reinforce infants’ productions of those sounds. Infants can then use that selective (i.e. contingent) reinforcement as a cue to guide their learning with the result being that they will come to produce more of the reinforced sound. We know from observational studies of human children that parents do respond differently to infant vocalizations that contain consonants than to those that do not contain consonants [3] and that contingent responding to infant speech-related vocalizations leads to increases in infants’ rates of production of speech-related vocalizations [4].

It has also been proposed that an intrinsic interest in the vocalizations one produces could play a role in shaping pre-speech vocal development [1], [5]–[8]. One specific idea is that infant vocalizations that are particularly salient to the auditory or somatosensory perceptual systems could be in and of themselves rewarding to infants [5], [8]. Another possibility is that infants might be motivated by internal goals to produce sounds that expand their repertoires [6]. The fact that infants often vocalize on their own, not necessarily in interaction with any other person [1], supports this role of intrinsic reinforcement in infant vocal learning. Figure 1 illustrates schematically what is meant by social reinforcement and intrinsic reinforcement.

The goal of the current study is to determine if auditory salience as the sole reinforcer, i.e. the sole source of feedback, would be sufficient in a neural network model of canonical babbling development. Another goal is to explicitly compare intrinsic, salience-based reinforcement to social reinforcement and see if one is more effective than the other.

B. Previous computational models

There are already a number of computational models of infant vocal development. Most have focused on the development of specific vowel, and occasionally consonant, sounds, focusing on the role of mapping between one’s own motor actions and the auditory and somatosensory consequences of those sounds and on the role played by input from another individual, such as a parent. For example, a number of models develop sensory-motor associations in order to learn to imitate vowel sounds [9]–[17]. Some have addressed how we might learn what phonemic categories correspond to what motor commands [12], [14]. And some have addressed how individuals’ repertoires of vowel and consonant sounds could be shaped through a combination of exploration and
selective responding by other individuals [5], [8]. The next few paragraphs will focus on reviewing in more detail a selection of other models of particular relevance to the present paper, including one model addressing the development of canonical babbling and two addressing the role of intrinsic reinforcement in the development of vowel and consonant inventories. Some work in other motor domains that demonstrates the potential power of intrinsic reinforcement will also be reviewed.

A previous model described in [7] is unique in that it attempts to explain how the canonical babbling milestone might be achieved. It uses a spiking neural network to control a simulated vocal tract, utilizing social reinforcement from a human listener (See Fig. 2). A spiking neural network was chosen because it intrinsically contains complex temporal dynamics [18], [19] without having to a priori set a syllabic rhythmic frame for articulators, as has previously been done in many models that learn to produce both consonants and vowels [5], [12]. After every 5 s of neural simulation, jaw and lip muscle activations were generated using the previous 1 s of neural spiking activity of a subset of neurons designated as motor neurons. These jaw and lip muscle activations were fed into an articulatory synthesizer [20], which generated a sound. A human listened to each sound the model generated and decided whether or not to reinforce it; the listener’s goal was to get the model to produce more advanced canonical babbling more often. When the model was reinforced, this led to an increase in the dopamine concentration in the spiking neural network, which temporally increased the rate of neural network learning. Over the course of two hours of social interaction with the model, the model’s performance gradually improved compared to a control model. This result suggests a specific neural mechanism by which reinforcement can lead to the development of canonical babbling and fits with previous research with human infants showing that social reinforcement from a caregiver can lead to vocal learning. A natural question is whether intrinsic, non-social, reinforcement through the same neural reinforcement learning mechanism could also lead to the emergence of canonical babbling.

One vocal development model that is noteworthy for including intrinsic reinforcement is Howard and Messum’s model [5]. A combination of both sensory, including auditory and somatosensory, salience and social reinforcement was used by the model in acquiring a repertoire of consonant and vowel sounds. Salience was based on a combination of total acoustic power, whether or not a touch (e.g., the lips touching each other) was perceived, and spectral balance in the acoustic signal. Salience was then combined with a measure of the diversity a sound added to the repertoire and a measure of the effort required to produce the sound. This combination formed an objective function that the model used to explore its vocalization abilities and to add sounds to its permanent vocal repertoire. After this stage of intrinsically guided exploration and repertoire expansion, social reinforcement from a human listener was used to refine the model’s repertoire, shaping it to include primarily sounds that are present in English. Note that Howard and Messum’s model was not a neural network model, in contrast to the model presented below, and thus addressed mechanisms of learning at a different level of analysis. Also note that the focus was on modeling the acquisition of specific consonant and vowel sounds assuming a set timing for when consonants and vowels should occur and not on the emergence of syllabic patterning itself.

Work by Moulin-Frier and Oudeyer [6] also utilized intrinsically guided learning for vocal motor development, specifically the development of an inventory of vowels. That model explored a space of seven upper vocal tract motor articulators and observed the auditory consequences of each motor exploration. It did not explore in a random way but instead chose a sensory goal and attempted to produce motor commands that would reach that goal. The most sophisticated version of the model chose its sensory goal at each time point to be one which had not already been mastered but for which significant learning progress was possible. Compared to a model that explored randomly, the intrinsically motivated (i.e. “goal selection with reaching”) model ended up with a broader, more complete vowel inventory. This work thus demonstrates that intrinsically guided learning can be quite powerful. Note though that this approach has also not yet been used to address the emergence of canonical babbling, i.e. babbling with adult-like syllabic patterning, and also does not operate at a neural level of analysis. Also, it focuses on intrinsic adaptive goal selection, which is a different aspect of intrinsically guided learning than what will be focused on in the model presented below, which focuses on using salience as an intrinsic reward.

Although there has been only a little work thus far on intrinsically guided learning in vocal motor development, there has been some additional work in other domains of action control. For instance, a similar approach to that taken by Moulin-Frier and Oudeyer has been applied in a more general motor learning context in which it was possible for a robot to move its limbs and mouth and to produced a fixed set of sounds. The robot was placed on a real human infant play mat and was given an ”adult” robot to interact with. The robot demonstrated a developmental sequence that nicely corresponds to what is displayed by human infants [21].

Additionally, of particular interest for the present paper, Lewis et al. [22] showed that visual salience as the sole reinforcer in a reinforcement learning model of eye movement was sufficient for the model to develop the ability to jointly attend to objects with a simulated caregiver. This study shows...
the power of salience as an intrinsic reward and was a direct inspiration for the work presented below.

II. Method

The neural network model was the same spiking neural network as that used in [7] and was an adaptation of that in [23]. The spiking neural network contained 1000 spiking neurons including 200 inhibitory and 800 excitatory. 50 of the excitatory neurons were randomly chosen to be motor neurons. At the start of each simulation, each neuron was randomly connected to 100 other neurons. Inhibitory neurons could not be connected to other inhibitory neurons but all other connection types were allowed.

The simulations ran in 1 ms time steps. At each time step, each neuron received current from each neuron that connected to it that had spiked during the previous millisecond, with that current being proportional to the connection weight from the presynaptic neuron to the postsynaptic neuron. At each time step each neuron also received some random quantity of current input. Current inputs increased the voltage of the neuron. Countering these inputs was a tendency for each neuron’s voltage to decay over time. Neuron spikes were defined as occurring whenever a neuron’s voltage rose above 30 mV; after each spike a neuron’s voltage was reset to -65 mV.

Every 5 s of simulated neural activity, the preceding 1 s of motor neurons’ spikes were summed then smoothed by performing a 100 ms moving average. The resulting 900 ms time series was multiplied by 2.5 and fed to an articulatory synthesizer as masseter (a muscle that closes the jaw) and orbicularis oris muscle activations [20]. Contraction of the masseter muscle closes the jaw and contraction of the orbicularis oris muscle closes the lips. Lung volume and laryngeal muscle activations were preset to ensure phonation; only the mouth and jaw muscles changed across different vocalizations. Because masseter and orbicularis oris muscles were the only muscles manipulated all consonants produced by the model were similar phonetically speaking and tended to sound something like [w]. After each sound was produced the model was either reinforced or not reinforced.

Reinforcement, when received, increased the dopamine concentration in the neural network, increasing the rate of spike timing dependent plasticity (STDP), a type of learning used with spiking neural networks that mimics that which has been observed at real cortical synapses. Each synapse’s eligibility to be strengthened was always stored. The eligibility trace was increased when the postsynaptic neuron fired soon after the presynaptic neuron, with this increase being larger the sooner after the presynaptic neuron that the postsynaptic neuron fired. Every 10 ms, the current dopamine concentration was multiplied by each synapse’s eligibility trace and synapse strengths were increased by the resulting amounts. Both the dopamine concentration and the synaptic eligibility traces decayed exponentially over time. Thus, reward-modulated STDP biased the model toward producing neuronal activations similar to those produced prior to the reward, thereby biasing the network to produce vocalizations more like the one it had just produced. Only synapses with excitatory presynaptic neurons were allowed to change—the strength of inhibitory-to-excitatory synapses was held constant throughout each simulation.

The difference between this model and that in [7] was the source of reinforcement. Instead of having a human listen to each sound the model made and decide whether or not to reinforce it, reinforcement was given if the estimated auditory salience of the model’s vocalization was above a threshold (see Fig. 2). If the estimated auditory salience of a vocalization was below the threshold, reinforcement was withheld.

Auditory salience was estimated using Coath et al.’s biologically inspired Auditory Salience Model [24], [25]. The method first takes a sound waveform and processes it using 30 filters modeling the processing that occurs at the cochlea. The resulting cochlear representation of the sound is then processed in various additional ways modeling the transformations of the representation of the sound in the central nervous system, including auditory cortex. Activation of the filters that represent cortical sound processing can be tracked over time, and rises and falls can be detected. Greater changes over time, that is greater rises and falls, of the activation of these cortical filters are assumed to correspond to points of higher auditory salience. The algorithm has previously been successfully applied to modeling tapping along to music [24].

Two examples of muscle activation timeseries and corresponding vocalization waveforms, cochlear responses, and auditory salience time series for two vocalizations produced by the human-reinforced version of the babbling model [7] are given in Figure 3. The salience trace for the first 150 ms of each 900 ms vocalization was ignored since it represented salience associated simply with the onset of sound and the wish here was to focus on auditory features that were potentially related to the syllabic patterning of a sound. We took the time series, $s(t)$, computed using Coath et al.’s auditory saliency algorithm and representing the estimated salience of a vocalization, $v$, took the absolute value of each element in that salience time series, and then summed all the values in the time series to get a single salience value for the whole vocalization, $S(v)$:

$$S(v) = \sum_{t=151\text{ms}}^{900\text{ms}} |s(v, t)|$$

Thus, $S(v)$ operationalizes auditory salience as the magnitude of temporal variance in cortical filter activations.

We ran two versions of the model, a low threshold version in which the salience value of a vocalization had to be greater than 4.5 in order for the sound to be reinforced and a high threshold version in which the salience value had to be greater than 7.5. These two values were chosen after listening to a number of synthesized vocalizations and comparing their $S(v)$ values to their perceived canonical babble quality. Nine simulations of each version were run. In addition, eighteen yoked control simulations were run, one for each of the eighteen salience-based reinforcement simulations. Each yoked control was run using a new random initialization of neural connections and new random inputs to each neuron at each time step. It therefore received reinforcement that was not contingent on anything having to do with the acoustics of its vocalization but rather it received reinforcement at the same exact times as one of the real, salience based reinforcement simulations.
Each simulation was run for 2 hours of simulated time, so that 1,440 ($2 \cdot 60 \cdot 60/5$) vocalizations were produced during the course of each simulation. Each vocalization sound made by every model was saved as a .wav file and its salience value, $S(v)$, was also saved so that we could measure the simulations’ performance over the course of training. Of interest in addition to tracking the increase or lack thereof in salience over learning, was how the salience-reinforced simulations’ vocalizations would sound to human listeners compared to the previous human-reinforced version of the model. Thus, two human listeners, each of whom had received some training listening to human infant examples of canonical babbling and of non-canonical vocalizations, were asked to listen to vocalizations produced by the first two low threshold simulations, the first two high threshold simulations, and the human reinforced simulation from [7]. Time constraint was the reason only a subset of the simulations were included. The sounds produced across learning for the five simulations were combined into a single list and then the order was scrambled so the listeners did not know which simulation had produced a sound nor when during learning it had been produced. The listeners rated each sound on a four-point scale where a score of 1 was given to sounds with no well-formed syllables, i.e. non-canonical vocalizations, and a score of 4 was given to
sounds with multiple very well-formed syllables, i.e. strong examples of speech-like canonical babbling. Each listener rated 7,200 (5 · 1, 440) sounds.

III. RESULTS

Figure 4 shows the average salience, $S(v)$, of vocalizations produced over the course of learning for each simulation type. Table I gives the average salience performance for each version of the model both in the first 20 minutes and in the last 20 minutes of learning. Both the salience-reinforced versions and the yoked control versions of the model showed increases in average salience over time, with the salience-reinforced showing greater increases. Over all trials, salience was .05 higher for the low-threshold version simulations than their yoked controls, $p < .001$. Similarly, over all trials, salience was .09 higher for the high-threshold version simulations than their yoked controls, $p < .001$.

The low threshold versions and their yoked controls showed greater increases than the high threshold versions. Over all trials, the low threshold version simulations’ salience was .14 higher than the high threshold version simulations’ salience. Thus, the low threshold versions, at least over the 2 hour simulation time period, improved more than the high threshold versions, $p < .015$.

Figure 5 shows the average human judgments of the vocalizations produced by two of the low threshold salience reinforced simulations, two of the high threshold salience reinforced simulations, and the human reinforced simulation from [7] over time. All three simulation types’ human judgment scores increased over training: for the human reinforced simulation, $\beta = .05$, $p = .015$, for the low threshold version, $\beta = .029$, $p = .031$, and for the high threshold version, $\beta = .015$, $p < .001$.

IV. DISCUSSION

The results indicate that salience based reinforcement can be a high quality source of feedback in learning to produce canonical babble. Here a spiking neural network that controls the lip and jaw muscles of a vocal tract simulation was selectively reinforced when the vocalizations it produced were deemed auditory salient. Salience was estimated using an algorithm that mimics auditory processing occurring in the cochlea and central nervous system, including auditory cortex. The salience detection algorithm is particularly attuned to temporal changes in auditory stimuli, so that syllabic productions, which have temporally varying properties over time, are perceived as more salient than pure vowel sounds which do not change over time (even if the vowel sounds actually contain more acoustic energy).

The fact that the model increased in quality of vocalization over time suggests that intrinsic, salience-guided learning may be an important complement to socially-guided learning in early vocal development. This is consistent with previous studies of human vocalization which have shown that while social reinforcement does appear to play a role in early vocal learning, there are also reasons to believe that infants sometimes vocalize for its own sake, and not just to elicit a social response. The idea that both intrinsic reinforcement and social reinforcement may play a role in early vocal development also supports an idea proposed by Oller [1] that canonical babbling is such an important behavior that its development has become canalized by evolution. That is, it has been made robust to disturbances. Having multiple pathways, such as an salience-based-reinforcement pathway and a social-reinforcement pathway to the emergence of canonical babbling would be a mechanism for canalization of the development.
of this important skill. The reason that severe to profound deafness produces severe delays in canonical babbling whereas many other risk factors do not may be because it affects both social and intrinsic reinforcement, as an infant with little hearing ability will not only lack the ability to hear other individuals’ auditory responses (a source of social reinforcement) but also will lack the ability to hear their own vocalizations (a source of intrinsic reinforcement).

Interestingly, in the simulations presented here, there appeared to be an advantage when a low threshold for reinforcement was used vs. a high threshold. The reason for this advantage may be that each simulation was allowed to run only for two hours of simulated time, during which the high threshold version received less frequent reinforcement than the high threshold version. Perhaps when allowed to run for longer, the high salience version would catch up to the low salience version or even show an advantage.

In contrast to the fixed-threshold salience-reinforced simulations, the human listener was presumably adaptive to the model’s performance over time when deciding whether to provide reinforce. It seems likely that adaptive learner goals and adaptive reinforcement are the norm in human infancy and will typically lead to better performance by developmental robots and computational models. For example, human mothers’ responses to infant behaviors do appear to change depending on infant vocal repertoire size [26]. Additionally, good results have been achieved by computational models that adapt their goals based on their previous performances [5, 6, 21] and computational work has demonstrated that different rewards are optimal in different agent environments [27]. The lack of adaptiveness in the salience-reinforced versions may account for the higher performance of the human-reinforced simulation. Further exploration of various adaptive reward schemes is an important future direction for the present model.

There are some other future directions that would also be interesting to pursue. For instance, it has been known for some time that although severe to profoundly deaf infants don’t exhibit canonical babbling until later than typically developing infants, they do eventually babble canonically [1]. If the present model were to be modified to include somatosensory salience in addition to auditory salience, it might be possible to develop a realistic model of canonical babbling in deaf infants. Additionally, because the current version of the model only controls the lips and jaw and even those were always given the same input, it does not yet address variegated babbling nor can it be used to model the order in which different syllable types emerge.

Another very interesting future direction would be to incorporate a broader range of upper and lower vocal tract muscles and see if certain types of consonants and vowels emerge sooner than others. This order could then be compared to the order of emergence of those syllables in human infants’ repertoires. If such a model were developed it would also permit us to investigate whether infants’ specific ambient language environments might influence which of their own vocalizations. It could be the case that intrinsic reward as well as social reward are both biased toward sounds that are included in the language(s) that the infant is learning. The specific consonants produced in the present model would likely be reinforcing to infants and their caregivers in most language environments, since consonants involving lip and jaw closure, such as [m] and [w], are very common throughout the world’s languages. However, infants learning languages that lack either of these consonants might find some of the sounds produced by the model here to be less salient and the sounds might also tend to be rated as lower quality by adult speakers of those languages (all the listeners here were English speakers).

Finally, this work makes the prediction that infants should find canonical babble more acoustically salient than nonsyllabic vocalizations. It would be very informative to test this prediction, perhaps using a looking time procedure, which has previously been used to demonstrate infant’s preferences for speech over non-speech stimuli [28]. If infants’ looking time, a measure of preference, is greater for sounds with higher auditory salience as defined here, that would support the present model; if not, it would provide evidence against it.
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