A comparison of spectral estimation methods for the analysis of sibilant fricatives
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Abstract: It has been argued that, to ensure accurate spectral feature estimates for sibilants, the spectral estimation method should include a low-variance spectral estimator; however, no empirical evaluation of estimation methods in terms of feature estimates has been given. The spectra of /s/ and /ʃ/ were estimated with different methods that varied the pre-emphasis filter and estimator. These methods were evaluated in terms of effects on two features (centroid and degree of sibilance) and on the detection of four linguistic contrasts within these features. Estimation method affected the spectral features but none of the tested linguistic contrasts.
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1. Introduction

In many studies of /s/ and /ʃ/, these fricatives are analyzed by estimating some of their spectral features—such as their spectral moments, peaks, and troughs—and then testing these feature estimates for significant linguistic contrasts—such as differences due to consonant place, or to how this place contrast is realized across genders or age groups. These feature estimates are typically computed from the spectrum that results from applying the discrete Fourier transform (DFT) to an acoustic waveform. Because a sibilant fricative is generated by turbulence noise sources, its waveform fluctuates randomly; thus, in this setting, the DFT is used as a spectral estimator—a method for transforming random data (i.e., a waveform) into a multivariate statistic (i.e., a spectral estimate).

A spectral estimator can be evaluated by considering it as a sequence of point estimators, each of which estimates the amplitude of a particular frequency component. Each point estimator is then assessed in terms of its mean squared error (MSE)—i.e., the sum of its bias and variance. As bias increases, accuracy decreases; as variance increases, precision decreases. Despite its widespread use, the DFT is known to have undesirably large variance and, by extension, poor precision and high MSE: If \( f(\omega) \) denotes the amplitude of a spectrum \( f \) at frequency \( \omega \), then the asymptotic distribution of the DFT’s estimator for \( f(\omega) \) has variance equal to \( \hat{f}(\omega) \) (Shumway and Stoffer, 2011, p. 193).

As an alternative to the DFT, Blacklock (2004) and Shadle (2006) have suggested the multitaper spectrum (MTS) (Thomson, 1982), which is equivalent to the pointwise average of some number \( K \) of statistically independent estimators based on the DFT. Because of this averaging, the point estimators of the MTS have \((1/K)\)th the variance as those of the DFT (Percival and Walden, 1993, p. 343; cf. the confidence intervals in Fig. 1). The reduced variance of the MTS has led to claims that only it will yield accurate and precise estimates for a sibilant’s spectral features. For example, Shadle (2006, p. 456) argues that “[j]ealously, a low-variance spectral estimate would be used” to estimate spectral features since they “depend greatly on the particular spectral representation” from which they are computed.

While the reduced variance of the MTS is an unassailable fact, there are three reasons to suspect that the spectral estimator’s variance or other distributional properties may not greatly affect a linguistic analysis. First, the spectral estimator is just one component in a
series of transformations applied to a waveform in order to compute a spectral representation; below, such a series is referred to as a “spectral estimation method.” Another component that affects the values of the computed spectral estimate is an optional pre-emphasis filter that damps low-frequency oscillations in the waveform before the spectral estimator is applied. Thus, the spectral estimator does not necessarily determine all properties of the spectral representation from which spectral features are computed.

Second, a linguistic analysis typically does not end with the estimation of a spectrum, but proceeds from there to the computation of spectral features. As a transformation of a spectral estimate, the accuracy and precision of a spectral feature estimator will be affected by the bias and variance of the spectral estimator; however, this propagation of bias and variance will not be uniform across all spectral features. For example, since centroid frequency (see Sec. 2.2) involves the sum of amplitude estimates, the variance of the spectral estimator will directly affect the precision of the centroid estimator, but it is not obvious whether the accuracy of the centroid estimator will be affected. Alternatively, the variance of the spectral estimator will affect the excursiveness of the spectral estimate, which in turn may affect the accuracy of estimators for peak or trough amplitudes, but how it might affect the precision of such estimators is unclear.

Finally, the endpoint of a linguistic analysis is, almost always, the test for linguistic contrasts within the spectral feature estimates. So, while it is possible that different spectral estimators will reveal different linguistic contrasts, the importance of spectral estimator—or, more generally, any component of a spectral estimation method—should be considered with respect to linguistic contrasts, not the asymptotic distributional properties of the estimator.

This research note quantitatively evaluates the effects of two components of a spectral estimation method—spectral estimator and pre-emphasis filter—in terms of two spectral features—centroid frequency and degree of sibilance. Since the actual expected value of either feature is unknown, the feature estimates under either estimation method are compared to those computed with a control method. Additionally, the effects of estimation method are assessed in terms of linguistic contrasts revealed within these spectral features.

2. Methods

2.1 Sibilant production data

Target productions of /s/ and /ʃ/ were drawn from the English portion of the Paidologos corpus (Edwards and Beckman, 2008). These productions were elicited
from native English-acquiring children aged between two and five years old ($N = 64$; 33 females) and native English-speaking adults ($N = 20$; 10 females) using a picture-prompted, word-repetition task. The materials for this task comprised 30 real English words, in which one of the target sibilants occurred in initial position and was followed immediately by a vowel. Half of these words began with /s/; the other half, with /ʃ/. The target productions were recorded using a Marantz PMD660 flash card recorder with a sampling frequency of 44.1 kHz.

The recorded productions of target /s/ and /ʃ/ were transcribed phonemically by a trained, native English-speaking phonetician. Only phonemically correct tokens were analyzed. This criterion left a total of 893 /s/ tokens (297 from adults) and 1048 /ʃ/ tokens (300 from adults). For each token, a trained native English speaker manually marked the onset and offset of frication after inspecting the spectrogram and waveform.

2.2 Spectral estimation and spectral features

For each phonemically correct production, the frication onset and offset were used to define a 20-ms analysis interval that was center-aligned with the temporal midpoint of frication. The spectrum of the waveform within each interval was estimated using three different methods (see Fig. 1), which were implemented with custom R scripts. Under the control method, the waveform was shaped by a Hamming window, and then its spectrum was estimated with the DFT. Under the pre-emphasis method, the waveform was first pre-emphasized according to the difference equation $Y[n] = X[n] - \alpha X[n - 1]$, where $\alpha = 0.98$. The pre-emphasized waveform $Y$ was then shaped by a Hamming window, and the DFT was used to estimate its spectrum. Under the multitaper method, the spectrum was estimated by the MTS (with parameters $K = 8$ and $NW = 4$) without preprocessing the waveform. The values for the parameters $\alpha$, $K$, and $NW$ were chosen to match previous studies of sibilants (cf. Jongman et al., 2000, who pre-emphasized with $\alpha = 0.98$; Romeo et al., 2013, who computed MT spectra with $K = 8$ and $NW = 4$). From each spectral estimate, two spectral features were computed to assess how estimation method reveals different aspects of a spectrum’s shape.

Compared to /ʃ/, /s/ is articulated with a more anterior lingual constriction and a smaller front cavity, whose resonances are concentrated at relatively higher frequencies (Narayanan et al., 1995). This difference in the broadband distribution of energy has commonly been measured with centroid frequency, which, in the current study, was computed within the interval $I_x = [0.55, 15]$ kHz of a spectral estimate $f$, following the method of Forrest et al. (1988):

$$\text{centroid} = \sum_{\omega \in I_x} \omega \frac{\hat{f}(\omega)}{\sum_{\omega \in I_x} \hat{f}(\omega)}. \quad (1)$$

During the time-course of a sibilant fricative, the spectral balance shifts such that the mid-frequency resonances and the low-frequency anti-resonances are more pronounced at frication midpoint than onset. To quantify a spectrum’s mid- to low-frequency spectral balance, Koenig et al. (2013, p. 1180) proposed a measure, $\text{AmpD}_{M-L\text{Min}}$, of the spectrum’s “degree of sibilance,” which they computed as follows. Given a spectral estimate $f$, whose amplitude values have been transformed to the decibel scale, let $I_L = [0.55, 3]$ kHz and $I_m = [3, 7]$ kHz denote the low- and mid-frequency ranges of $f$, respectively. Then, $\text{AmpD}_{M-L\text{Min}}$ is the difference in amplitude between the mid-frequency peak and the low-frequency trough (cf. the solid bracket at left in each panel of Fig. 1):

$$\text{AmpD}_{M-L\text{Min}} = \max_{\omega \in I_m} \hat{f}(\omega) - \min_{\omega \in I_L} \hat{f}(\omega). \quad (2)$$
2.3 Statistical analyses

The effects of the pre-emphasis and multitaper methods on centroid and AmpD_{M,LM} were investigated through two types of analysis. The first analysis considered the effect of estimation method on either spectral feature. For this analysis, the estimates of a given spectral feature were pooled across place, age, gender, and estimation method, and then entered as the dependent variable in a linear mixed-effects (LME) model that included a fixed effect for spectral estimation method and random intercepts by subject. The parameters of the fitted model corresponded to the treatment mean of the control method and the differences between the pre-emphasis or the multitaper method, respectively, and the control. Coefficients and Wald confidence intervals, using the Bonferroni-adjusted confidence level $1 – (0.05/3)$ were estimated for these parameters, and the effect of either the pre-emphasis or multitaper method was considered significant if the corresponding confidence interval did not cover zero.

The second analysis investigated whether the estimation methods differentially detected linguistic contrasts within measures of a given spectral feature. For this analysis, six LME models were built—one for each combination of estimation method and spectral feature. Each of the models included fixed effects for consonant place (/s/ or /f/), age (adult or child), and gender (female or male), as well as all interactions between these factors; and random intercepts by subject.

For each fitted model, the treatment mean for each combination of the place, age, and gender factors was estimated. Four linguistic contrasts among these treatment means, which indicate how a given spectral feature differentiates /s/ and /f/, were of interest: Place (P), Place:Age (P:A), Place:Gender (P:G), and Place:Age:Gender (P:A:G). These features were pooled across place, age, gender, and estimation method, and so on:

$$P = \frac{\mu_{s,a,f} + \mu_{s,a,m} + \mu_{s,c,f} + \mu_{s,c,m}}{4} - \frac{\mu_{f,a,f} + \mu_{f,a,m} + \mu_{f,c,f} + \mu_{f,c,m}}{4},$$

$$P:A = \left( \frac{\mu_{s,a,f} + \mu_{s,a,m}}{2} - \frac{\mu_{f,a,f} + \mu_{f,a,m}}{2} \right) - \left( \frac{\mu_{s,c,f} + \mu_{s,c,m}}{2} - \frac{\mu_{f,c,f} + \mu_{f,c,m}}{2} \right),$$

$$P:G = \left( \frac{\mu_{s,a,f} + \mu_{s,c,f}}{2} - \frac{\mu_{f,a,f} + \mu_{f,c,f}}{2} \right) - \left( \frac{\mu_{s,a,m} + \mu_{s,c,m}}{2} - \frac{\mu_{f,a,m} + \mu_{f,c,m}}{2} \right),$$

$$P:A:G = \left[ (\mu_{s,a,f} - \mu_{f,a,f}) - (\mu_{s,a,m} - \mu_{f,a,m}) \right] - \left[ (\mu_{s,c,f} - \mu_{f,c,f}) - (\mu_{s,c,m} - \mu_{f,c,m}) \right].$$

For each estimation method, means and Wald confidence intervals for these linguistic contrasts were estimated at the adjusted level $1 – (0.05/4)$. An estimation method was considered to have detected a linguistic contrast in a given spectral feature, if the corresponding confidence interval did not cover zero.

3. Results

The spectral feature analysis for centroid found that relative to the control ($\beta = 6789.64$ Hz, $SE = 110.55$ Hz, $CI = [6524.98, 7054.31]$ Hz), the pre-emphasis method produced significantly greater values ($\beta = 1198.64$ Hz, $SE = 62.55$ Hz, $CI = [1048.90, 1348.39]$ Hz); however, the difference between the multitaper and control methods was not significant ($\beta = -12.83$ Hz, $SE = 61.96$ Hz, $CI = [-161.16, 135.50]$ Hz). Mean centroid estimates for each estimation strategy, sibilant, and speaker group are shown in Table 1. The results of the linguistic contrast analysis for centroid are shown in the top row of Fig. 2. Under the control method, the P ($M = 3438.25$ Hz, $SE = 132.28$ Hz) and P:G ($M = 1240.56$ Hz, $SE = 264.56$ Hz) contrasts were detected, but the P:A and P:A:G
contrasts were not. The pre-emphasis and multitaper methods detected the same linguistic contrasts as the control.

Relative to the control ($\hat{\beta} = 56.43$ dB, $SE = 0.43$ dB, CI = [55.39, 57.47] dB), the spectral feature analysis for AmpD$_{M,LMin}$ found that the pre-emphasis method had a significant positive effect ($\hat{\beta} = 12.26$ dB, $SE = 0.28$ dB, CI = [11.59, 12.92] dB), yielding greater AmpD$_{M,LMin}$ values. Conversely, the effect of the multitaper method was significant but negative ($\hat{\beta} = -29.06$ dB, $SE = 0.29$ dB, CI = [-29.76, -28.37] dB), which produced lower AmpD$_{M,LMin}$ estimates. Mean AmpD$_{M,LMin}$ estimates are displayed in Table 1. The bottom row of Fig. 2 displays the results of the linguistic contrast analysis for AmpD$_{M,LMin}$. The control method detected only the P ($M = -3.54$ dB, $SE = 0.71$) and P:G ($M = -5.78$ dB, $SE = 1.43$) contrasts. The pre-emphasis and multitaper methods detected the same contrasts as the control.

Fig. 2. Means and Wald confidence intervals for the linguistic contrasts, involving place (P), age (A), and gender (G), in centroid (top) and AmpD$_{M,LMin}$ (bottom) estimates computed under the control (left), pre-emphasis (center), and multitaper (right) methods.
4. Discussion
Relative to the MTS, the DFT yields spectral estimates with more excursive amplitude fluctuations. Furthermore, both centroid and AmpD_{M,LMin} depend on the amplitude values of the spectral estimate from which they are computed; however, the spectral feature analyses for the multitaper method found that only AmpD_{M,LMin} was sensitive to spectral estimator. One possible explanation for this asymmetry is that within a narrow frequency band, some of the DFT-estimates’ amplitude values will be greater than those of the MTS-estimate at the same frequency, and others will be less. Since centroid is a weighted sum of frequency, where the weights are scaled amplitude values, the narrowband amplitude fluctuations of a DFT-estimate will end up averaging out across a large number of frequency components. This would also explain why higher moments (variance, skewness, kurtosis) have been found to be insensitive to spectral estimator (Reidy, 2013). On the other hand, AmpD_{M,LMin} directly measures the amplitude drop across just two components: the mid-frequency peak and the low-frequency trough. Thus, AmpD_{M,LMin} would be expected to be more sensitive to the excursiveness of the spectral estimate, and by extension the variance of the spectral estimator.

By damping the low-frequency components, a pre-emphasis filter depresses the low-frequency trough and increases the proportion of energy concentrated in the mid- and high-frequency ranges. Therefore, AmpD_{M,LMin} and centroid would both be expected to be greater under the pre-emphasis method, relative to the control, as was observed. While these differences due to pre-emphasis filter were predictable, they nonetheless show that the spectral estimator does not, in all cases, fully determine the properties of a spectral representation; and that when comparing the values of spectral feature estimates across studies, the effects of transformations other than spectral estimator may need to be borne in mind.

While the pre-emphasis method increased estimates of both features, and while the multitaper method decreased estimates of AmpD_{M,LMin}, neither method detected different linguistic contrasts than the control did in either centroid or AmpD_{M,LMin}. The results of the linguistic contrast detection analyses underscore this note’s thesis that despite two spectral estimators having markedly different asymptotic variance, such a difference in their distributional properties may not alter the detection of linguistically meaningful contrasts, which are often the goal of such an analysis.

The analyses presented here demonstrated that the effects of a given component of a spectral estimation method on downstream analyses are in some cases quite small; however, the results should of course be interpreted within the limited scope of the spectral features and linguistic contrasts considered. Other contrasts that are relevant for sibilants include vowel context (e.g., Koenig et al., 2013) and hearing status of the speaker (e.g., Todd et al., 2011). It remains an open question whether other contrasts such as these are sensitive to spectral estimation method; however, the broader point of this research note still holds—that this question should be settled empirically, in terms of estimates of these contrasts, rather than analytically, in terms of the asymptotic variance of the spectral estimator. Furthermore, different spectral estimation methods may be of use for the development of novel spectral features. For example, minor peaks are more apparent within MTS than DFT estimates (cf. right and left panels of Fig. 1).

5. Conclusion
This research note compared the effects of spectral estimation method on estimates of centroid frequency and of the degree of sibilance, and on the detection of four linguistic contrasts within either of these features. Pre-emphasis was found to increase estimates of both features, while the MTS decreased estimates of the degree of sibilance but had no effect on centroid. Despite their effects on the spectral features, all the methods detected only Place and Place:Gender contrasts within either feature,
suggesting that estimation strategy is unlikely to affect conventional analyses of sibilians, but it may facilitate the development of novel spectral features for these consonants.
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