
Quantitative Analysis and Empirical Methods
4) Inference

Jan Rovny

Sciences Po, Paris, CEE / LIEPP

Jan Rovny Quantitative Analysis and Empirical Methods



Introduction

Sampling and inference

The Central Limit Theorem

Distributions

The normal curve

Z-scores

Z-scores and T-scores

Jan Rovny Quantitative Analysis and Empirical Methods



Sampling and Inference
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Sampling

In reality, we never observe the population. We only observe
samples!

Consequently, our measures are based on samples, but do they
represent the population?

Key questions:
How certain are we that our sample mean represents the
population mean?
What is the confidence interval around our sample mean,
where we can expect the population mean to lie?

This is inferential statistics: we learn from samples about
populations.
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Example of inference 1

A large bag contains a million marbles, red and white. The
proportion of red marbles is π. π is constant but unknown. We
want to find out π. It is too costly to count all red/white marbles,
so we use inferential statistics:
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Example of inference 2

What is the true ratio of red marbles?

let’s suppose we draw 3 marbles out at random and that the
first is white, the second is red, and the third is white.

What would expect the proportion of red marbles to be?

Give the observed sequence WRW, what is your best guess of
π?

π = 1/3 = 0.333...,
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Example of inference 4

What is the true ratio of red marbles?

Give the observed sequence WRW, our best guess of π is
1/3 = 0.333...,

But ideally, we would have a bigger sample of, say, 20 marbles.

And we would like to draw a number of such samples, plotting
the value of π for each one.

What would we observe and why?
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Central Limit Theorem

To establish our knowledge of the population from samples we
rely on the Central Limit Theorem, a fundament of
statistics!

When we take a set of samples from ANY distribution, the
distribution of the sample means will be normal, and its mean
will be the same as the mean of the original distribution.

Example 1: Flip a coin 20 times, count the number of heads.
Repeat 1,000,000 times and each time plot the number of
heads.

You will have a normal distribution.

Example 2: Link
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Central Limit Theorem

Lessons:

As sample size increases, sample standard deviation decreases.
Sample mean 6= population mean, but with sample mean and
sample s.d., we can use the CLT to construct a confidence
interval where we can expect the population mean to lie.
We can measure our uncertainty!

Jan Rovny Quantitative Analysis and Empirical Methods



Distributions and the Normal Curve
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Distributions

A distribution describes the range of possible values of a
random variable, and the frequency with which values occur.

In the case of discrete variables (variables that take on
whole number values: 1,2,45 etc.)

Probability distribution tells us the probability that a given
value occurs

In the case of continuous variables (variables that take on
real numbers: 1.346, -17.48 etc.)

Probability distribution tells us the probability of a value falling
within a particular interval

Example: What is the distribution of height in our class?
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PDF and CDF of Discrete Variables

Knowledge of a distribution of variable X gives us the ability
to determine the probability of particular values x occurring.
We use two different ways of determining probability of
occurrence:

1. Probability Density Function (PDF): tells us the
probability of particular values: PDF (x) = Pr(X = x)
2. Cummulative Distribution Function (CDF): tells us the
probability that X takes on a value less than, or equal to x :
CDF (x) = Pr(X ≤ x)

For example: 1=CDU/CSU, 2=SPD, 3=AfD,...

Party PDF CDF

1 .33 .33
2 .205 .535
3 .126 .661
: : :
N . 1
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PDF and CDF of Continuous Variables

Knowledge of a distribution of variable X gives us the ability
to determine the probability of x lying within a certain data
interval.

1. PDF: cannot give us a probability for a particular value of
X (Pr(X = x) = 0)).
Can only tell us the probability of x lying in a certain interval:

Pr(X ∈ [a, b]) =
∫ b

a
f (x)dx .

Given the laws of probability, it must be true that∫∞
−∞ f (x)dx = 1
2. CDF: tells us the probability that X takes on a value less
than, or equal to x : CDF (x) = Pr(X ≤ x)
CDF (x) = Pr(X ≤ x) =

∫ x

−∞ f (x)dx
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Normal Distribution 1

aka Gaussian Distribution, aka the Bell Curve...

PDF: f (x) = 1
σ
√

2π
e−

(x−µ)2

2σ2

It is defined by two parameters, mean µ and variance σ2.
When X is normally distributed we write: X ∼ N(µ, σ2)
It is 1) Continuous, 2) Unbounded, 3) Symmetrical about the
mean, 4) mean=mode=median, 5) inflections are at µ± σ2
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Normal Distribution 2
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Probabilities Under the Standard Normal Curve

Since we know the PDF of the standard normal curve, we
know the probabilities of data lying within various intervals of
the normal curve.
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Transformations of Normal Curves

What if we don’t have a standard normal distribution: X is
not distributed N(0, 1)?

No problem, since we are dealing with continuous (i.e.
interval) data, we can transform any normal distribution to a
standard normal distribution!

1. Subtract the mean of X (to get mean=0), 2. Divide by the
standard deviation of X (to get s.d.=1). This way we arrive
at so-called Z-score. (We now refer to our variable as Z )

The Z-test then is: Z = X−µ
σ

This way we arrive at a the standard normal distribution,
where we know probabilities Pr(Z ≤ z).
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Z-scores

Refering to the Z-table, we can determine the probability of z
lying within a particular interval of our variable distribution
(which has now been turned into standard normal)
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Link
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Example 1

We have variable X ∼ N(5, 16), what is the probability that X
takes on a value smaller or equal to 13? That is Pr(X ≤ 13).

Here µ = 5, σ2 = 16, σ = 4
Need to transform X into Z-scores:
Z = X−µ

σ = 13−5
4 = 2

Now Pr(X ≤ 13) = Pr(Z ≤ 2)
Refer to Z table: Z of 2 translates to .9772
This means that 97.72% of the standard normal distribution
lies in the interval [−∞, 2]

Pr(X ≤ 13) = .9772
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Example 2

X ∼ N(5, 16), what is Pr(X > 8)?

Pr(X > 8) = 1− Pr(X ≤ 8)

Z = 8−5
4 = .75; 1− Pr(X ≤ 8) = 1− Pr(Z ≤ .75) =

1− CDF (.75) = 1− .7734 = .2266
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Confidence Intervals

Similarly, we can consider an interval around the mean of a
distribution
Can we be confident at the 0.05 significance level that X is
different from µ?
That is the same as saying “Does X lie within the 95%
confidence interval around µ?”

µ = 0;α = significance level (0.05)
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Example 3

X ∼ N(5, 16)

Is 7.5 significantly different from the mean of X?

Significantly different means that it is outside the 95%
confidence interval of X

The 95% confidence interval covers 95% of the area under the
curve around the mean.
It is thus [−1.96,+1.96] on the Z-scores
Where is 7.5 in terms of Z-scores: Z = 7.5−5

4 = .625
Since .625 is clearly within the [−1.96,+1.96] interval, 7.5 is
NOT significantly different from the mean of X .
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Working with Samples

The problem:

We DO NOT KNOW the population s.d. σ, but only the
sample s.d. s.
We cannot use z-scores and z-table, because it assumes very
large number of observations.
It is thus not appropriate for small samples we usually work
with
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Solution:

We use sample s.d. s to determine standard error = s/
√
N

Replace z-scores with t-scores and t-table, which take into
consideration samples size
t = X−x̄

sx/
√
N

We can determine the confidence interval around our sample
mean: c .i . = x̄ ± t ∗ s.e.
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(a) William Gosset (b) Guinness
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Z- and T-distributions

T-distribution has heavier tails, to account for loss of
information in small samples
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Z- and T-distributions

T changes with the degrees of freedom (ν) available
The greater the d.f., the more T resembles Z

T-table
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Degrees of Freedom

Number of values that are free to vary, in other words:

We ask information of our data.

The total amount of information our data can give us is N

The degrees of freedom is N minus the information we are
asking of our data

E.g.: sample s.d. s has N − 1 degrees of freedom,
It is calculated using N and the sample mean x̄ .
The calculation of x̄ uses one degree of freedom.
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T example

X ∼ N(2, 9),N = 100

Where does the true (population) mean lie?

Choose level of certainty (significance) – usually 95%

Calculate confidence interval:

c .i . = x̄ ± t ∗ s.e.
Need to find standard error:
s.e. = s.d ./

√
N = 3√

100
= 3/10 = 0.3

c .i . = 2± t ∗ 0.3

Need to find critical t-value – see table

Table: 95% confidence level with 99 d.f.: t = 1.984

c .i . = 2± 1.984 ∗ 0.3

c .i . = 2± 0.5952 = [1.4048 ; 2.5952]
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Z-tests v. T-tests

Fortunately for us, the t-distribution converges on a normal
distribution when samples are large

With large samples (N > 1000), the t-test produces the same
results as the z-test!

Rules of thumb for when to use a Z-test or a T-test:

Z-test: when population variance σ2 is known, or when
population variance σ2 is unknown, but we have a large
(N > 1000) sample.
T-test: when population variance σ2 is unknown and we have
a small sample.

R and other statistical packages only use T, because with T
you are always on the safe side...
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