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ABSTRACT

Research on belief formation has produced contradictory findings on whether and when communication between group members will improve the accuracy of estimations such as economic forecasts, medical diagnoses, and job candidate assessments. While some evidence suggests that carefully mediated processes (i.e., the “Delphi method”) produce more accurate beliefs than unstructured discussion, others argue that unstructured discussion outperforms mediated processes. Still others argue that independent individuals produce the most accurate beliefs. This paper shows how network theories of belief formation can resolve these inconsistencies. Emergent network structures of influence—even in groups with no apparent structure, such as committees—interact with the pre-discussion belief distribution to moderate the effect of communication on belief formation. As a result, communication sometimes increases and sometimes decreases the accuracy of the average belief in a group. The effects differ for mediated processes and unstructured communication, such that the relative benefit of each communication format depends on both group dynamics as well as the statistical properties of pre-interaction beliefs. These results resolve contradictions in previous research and offer practical recommendations for teams and organizations.

**NOTE** This draft is a work in progress. This manuscript presents a re-analysis of past experiments by myself and others. I am currently collecting data to replicate the empirical findings presented here. I welcome feedback at all levels: joshua.becker@kellogg.northwestern.edu

Replication data and code available at:
https://github.com/joshua-a-becker/emergent-network-structure
Forming accurate beliefs is critical to making good decisions. The fundamental paradox in group decision-making is that interaction between group members is an integral part of the decision-making process, and yet social influence dynamics pose the risk of undermining decision quality through processes such as herding (Da & Huang, 2019; Lorenz, Rauhut, Schweitzer, & Helbing, 2011) and groupthink (Janis, 1982). As a result, a great deal of research has sought to understand why group decision-making sometimes fails (Janis, 1982) and what practices, if any, can allow interacting groups to produce accurate beliefs (Green, Armstrong, & Graefe, 2007). The processes studied by this research are frequently described as “collective intelligence” processes (Bonabeau, 2009; Malone & Bernstein, 2015; Woolley, Chabris, Pentland, Hashmi, & Malone, 2010), which refers to the tendency for groups to produce macro-level behaviors that cannot be reduced to a sum of individual level characteristics (DeDeo, 2014; Krafft et al., 2016).

Broadly speaking, decision-making is a complex behavior that involves many distinct processes including idea generation, idea evaluation, and idea selection (Davis, 1973). Each of these individual processes has been the subject of extensive research. For example, idea generation has been studied through research on brainstorming (Stroebe, Nijstad, & Rietzschel, 2010) and is subject to unique concerns such as the exploration-exploitation tradeoff (Lazer & Friedman, 2007; March, 1991). The present paper focuses specifically on the formation of accurate beliefs, which is important to idea evaluation—e.g., assessing the expected payoff of an investment. As a basic process, belief formation plays a fundamental role in many kinds of decision-making.

Belief formation has been subject to academic interest in a wide range of domains. One of the most commonly studied processes of belief formation is forecasting, which is a critical component of strategic decision-making and can include generating sales projections (Cowgill & Zitzewitz, 2015), predicting the success of an advertising campaign (Hartnett, Kennedy, Sharp, & Greenacre, 2016), or estimating future macro-economic indicators (Jansen, Jin, & de Winter, 2016). Forecasting is also a common task in crowdsourcing, in which organizations take advantage of the potential benefits collective intelligence without the risks of groupthink by aggregating the beliefs of a large number of independent individuals. For example, amateur forecasters contribute their predictions about publicly traded companies on the web-based platform Estimze, which
produces earnings and revenue forecasts that regularly beat wall-street analysts (Da & Huang, 2019; Drogen & Jha, 2013). Beyond forecasting, belief formation plays a role in more quotidian decisions, highlighting a wide range of contexts in which collective intelligence can be valuable. One critical process in most organizations is hiring, which can be quite costly if not done well (Abbasi & Hollman, 2000). Hiring decisions involve evaluating candidates on such factors as performance, cultural fit, and the likelihood of remaining employed (or achieving tenure). Another decision suited to the benefits of collective intelligence is medical decision-making, which requires estimating the probability of a particular pathology diagnosis (Pauker, 1982).

While these decisions certainly can (and often are) made by individuals, teams play an increasingly important role in decisions that were once dominated by individuals, such as medical decision-making (Christensen, Abbott, Gretchen, & Chapman, 2003) and even hedge fund management (Massa, Reuter, Zitzewitz, & Stanford, 2006). Importantly, the rise of teams offers enormous potential benefit—indeed, the core motivation of collective intelligence theory is that groups can produce better (e.g., more accurate) decisions than individuals (Krafft et al., 2016; Sunstein, 2006; Woolley et al., 2010). For example, studies on crowdsourcing have found that the aggregated beliefs of multiple physicians can outperform even the most skilled individuals (Kurvers et al., 2016), and that aggregate beliefs of amateur investors can outperform expert analysts (Chen, De, Hu, & Hwang, 2014; Drogen & Jha, 2013).

Although decision-making can be a complex process that involves the synthesis of many different sources and types of information, a common ingredient in many decisions is one or more critical numeric values. For example, a marketing team may need to estimate the sales volume for a potential new product; the success of a hiring decision depends on the probability that a candidate will be remain in the position; strategy decisions are influenced by forecasts about a wide range of economic indicators. These decision tasks all benefit from accurate estimates of a numeric value. One characteristic of numeric estimation tasks is that they can be described with very general statistical models (Becker, Brackbill, & Centola, 2017; Csaszar & Eggers, 2013; Hogarth, 1978; Hong & Page, 2008; Kao et al., 2018; Lamberson & Page, 2012). This paper will therefore focus very broadly on theoretical and empirical research examining numeric estimation tasks with the expectation that these insights will inform a wide range of decision-making processes in teams and organizations.
The fundamental question that this paper addresses is the following: when do communication practices such as committee discussion improve the accuracy of group beliefs, and when are the benefits of collective intelligence most effectively harnessed by aggregating the contributions of independent individuals?

**TO GROUP OR NOT TO GROUP?**

One key argument for the benefits of group decision-making over individual decision-making is the expectation that no single individual is likely to provide an exactly correct numeric estimate. Both statistical principles (Hogarth, 1978; Page, 2007) and empirical data (Atanasov et al., 2017; Galton, 1907; Ven & Delbecq, 1974) suggest that when group members pool their beliefs, errors cancel out in aggregate, allowing groups to generate more accurate beliefs (and thus produce better decisions) than individuals acting in isolation. In fact, the “crowd beats average” principle (Page, 2007)—commonly known as the “variance bias tradeoff” in statistical estimation theory—provides a mathematical guarantee that the average belief in a group will be more accurate (in terms of squared error) than a randomly selected individual. The intuitive interpretation of these principles is that when people have diverse information and perspectives, errors “cancel out” and produce accurate group beliefs.

However, groups in practice often fail to take advantage of all the diversity of information held by their individual members. Example of how group decision-making can fail are found in case studies describing “Groupthink” dynamics (Janis, 1982) in organizational decisions. In these studies, norms favoring group cohesion produced conformity pressures which prevented individuals from sharing information that contradicted existing group beliefs (Janis, 1982; Surowiecki, 2004). Importantly, social influence can harm belief accuracy even in the absence of normative pressure. Herding models have shown that strictly rational individuals who would produce accurate decisions independently can produce inaccurate decisions when their beliefs are formed sequentially (Banerjee, 1992). This process has been shown empirically to impact financial crowdsourcing. For example, early versions of Estimize allowed contributors to see the estimates of other forecasters before providing their own forecast, reducing overall accuracy; when they revised their design to require independent contributions, accuracy increased (Da & Huang, 2019).

One especially popular strategy for taking advantage of a group’s collected intelligence while minimizing the risks associated with social influence is the “wisdom of crowds” approach,
also known as “crowdsourcing.” This approach is simple and yet powerful: people simply collect the independent beliefs of a large number of individuals, thus harnessing the statistical benefits of group beliefs without exposing the decision to the risks of herding or groupthink. This approach is reflected in the revised Estimize platform (Drogen & Jha, 2013) as well as other crowdsourcing efforts by firms such as Google (Cowgill & Zitzewitz, 2015), Ford (Cowgill & Zitzewitz, 2015), Dell (Bayus, 2013), and Best Buy (Dvorak, 2008). More advanced statistical methods can improve upon simple aggregation with weighting methods that, for example, try to identify people who are consistently more accurate (Budescu & Chen, 2014).

However, while the wisdom of crowds strategy can be extremely effective, it is limited in two respects. First, it is frequently infeasible or undesirable to prevent contributors from interacting, as when a decision must be made by people who naturally interact in the course of their work. Second, even if social interaction is potentially avoidable, strategies that harness only the collected intelligence of independent individuals fail to take advantage of the potential benefits of group interaction. As some researchers argue, properly structured communication processes can allow groups to produce even more accurate beliefs than could be obtained by independent individuals (Becker et al., 2017; Dalkey & Helmer, 1963; Gustafson, Shukla, Delbecq, & Walster, 1973; Ven & Delbecq, 1974).

The Delphi Method

Motivated by the potential benefits of group interaction, some researchers have studied the “Delphi” method as a process that can theoretically harness the collective intelligence of interacting groups while mitigating the risks associated with social influence dynamics (Dalkey & Helmer, 1963). Although the exact method varies widely across implementations (Green et al., 2007; Humphrey-Murto & de Wit, 2019), the Delphi method generally involves allowing decision-makers to share limited information through a facilitator. Some versions allow participants to write down motivating arguments, while others are limited to the exchange of numeric estimates. In laboratory studies utilizing this method, researchers have studied topics ranging from the trivial, such as guessing average height/weight ratios (Gustafson et al., 1973) to the more serious, such as optimizing military campaigns (Dalkey & Helmer, 1963). However, most experiments utilizing the Delphi do not explicitly measure accuracy (e.g. by using questions with no known true answer)

Though the phrase “collective intelligence” has been introduced relatively recently, the spirit is the same.
as their focus is on other factors such as consensus formation (Dalkey & Helmer, 1963) and the perceived ability to contribute diverse perspectives without repercussion (Ven & Delbecq, 1974).

Critically, however, those experiments which did actually measure accuracy yielded inconsistent and at times contradictory results (Hastie, 1986; Rowe & Wright, 1999). In the experiments, people are typically asked to complete numeric estimates before and after some form of group information exchange, allowing the researchers to assess the effect of communication on belief accuracy. Gustafson (1973) found that open discussion produced the most accurate estimates while the Delphi method produced the least accurate estimates, with independent individuals falling in the middle. Findings by Gough (1975; as cited by Hastie, 1986) also found that open discussion outperformed the Delphi method, but found that both methods outperformed independent judgements. Still others (Larreche & Moinpour, 1983) found that the Delphi method outperformed both independent individuals and unstructured discussion.

There are several possible explanations for these inconsistencies. One possible explanation that must be considered is statistical sampling error. In addition to the studies cited above, several researchers (Fisher, 1981; Boje & Murnighan, 1982; Snizek 1990) found no statistically significant difference between different types of groups. Coupled with the fact that the analytic strategies varied considerably across studies—leaving the possibility that researchers were choosing those metrics which were most favorable to their argument—these null results suggest the potential for Type I error in those papers that did find differences. However, if this is indeed the case, then researchers are as uninformed as ever about whether group discussion is helpful, harmful, or completely neutral when it comes to group belief accuracy. The present paper argues that the (potential) benefits of social interaction are not a statistical fluke, reducing uncertainty by conducting an analysis across four independently conducted experiments (with a replication in progress as of this writing).

Another possible explanation emerges from the observation that each of these experiments simply studied different estimation tasks, including both different categories (i.e., trivia vs. economic estimation) and different questions within categories. This explanation is supported by one report (Brockhoff, 1975) that the Delphi method outperformed unstructured discussion for some tasks, while unstructured discussion outperformed Delphi for other tasks. However, Brockhoff offers no explanation for this divergence, which is a strictly empirical observation. This explanation therefore simply begs the theoretical question: why does unstructured discussion
sometimes produce the most accurate beliefs, Delphi interaction at other times, and independent individuals still other times?

In order to explain why task characteristics matter, the present paper argues that the network structure of social influence—even in groups with no apparent network structure, such as committees where everyone communicates directly—interacts with the statistical properties of belief formation. This analysis will show that unstructured communication is sometimes better, and sometimes worse, than limited numeric information exchange. This analysis will also show that unstructured discussion is sometimes better, and sometimes worse, than independent individuals. However, limited numeric information exchange appears to consistently produce more accurate beliefs than independent individuals.

**THE NETWORK DYNAMICS OF BELIEF FORMATION**

This paper proposes the idea that network theory can explain why social interaction sometimes improves group accuracy and sometimes reduces accuracy, and in so doing resolve the apparently contradictory findings from prior research. Although this paper analyzes discussions in which there is no apparent network structure, as in a committee all sitting together around a table, the theory is motivated by the behavior of highly centralized networks, in which one subgroup or individual exerts a disproportionately large influence on belief formation. My key theoretical insight is based on the expectation that even when groups lack apparent network structure, e.g. when everyone can communicate with everyone, some people can nonetheless be more influential than others.

In networks dominated by a single individual, the effect of communication depends entirely on the position of that central individual’s belief relative to the group’s mean belief. Notably, the effect of communication in centralized networks does not depend simply on whether the central individual is more (or less) accurate than the group as a whole. As Becker et al. (2017) show empirically, groups can be pulled in the direction of the central individual without adopting that central individual’s belief wholesale. What is important therefore is not how accurate the central individual is, but whether their belief falls on the same side of the mean as the true numeric value being estimated. If the central individual falls on the truth side—even if they are wildly inaccurate—the group can be pulled toward the truth and thereby become more accurate by virtue of being pulled toward the central individual. If the central individual falls on the opposite side of
the mean from truth, the group will be drawn toward that central individual’s beliefs and become less accurate.

This dynamic means that network centralization will sometimes improve the accuracy of a group’s mean belief, and sometimes harm the accuracy of a group’s mean belief. Almaatouq (2019) Studies this dynamic in simulation to show that the effect of social influence in centralized networks—whether it is helpful or harmful—depends on the initial belief distribution. In networks dominated by a single central individual (as studied by Becker et al., 2017) the probability that the group will improve is equal to the proportion of individuals on the truth side of the mean—i.e., the probability that the central node will fall on the truth side of the mean. The present paper argues that, if otherwise unstructured groups display emergent centralization as a result of endogenous variation in influence, then the effect of social influence will also vary according to initial belief distribution. In other words, even unstructured networks will generate emergent centralization causing them to behave like Almaatouq’s (2019) and Becker et al.’s (2017) explicitly centralized networks.

The present analysis adopts the DeGroot (1974) model of social influence to formally express the notion of emergent belief centralization. DeGroot studies a model in which each individual begins with an independent belief, then observes the belief of some peers, and then revises their belief toward a weighted average of their own initial belief and the beliefs of their peers. DeGroot shows that if this process is repeated indefinitely, groups asymptotically converge on a single shared consensus belief². DeGroot further shows that the consensus belief is a weighted sum of initial beliefs, where each individual’s contribution to group beliefs (i.e., their weight) is equal to their eigenvector centrality. Eigenvector centrality is a common measurement of network centrality that counts not only how influential a person is on their immediate neighborhood, but how influential their neighbors are, and so forth. (Intuitively: a person with only one friend can be highly influential if their one friend is the President of the United States.) In previous studies examining the wisdom of networked crowds, researchers assumed networks were “binary,” which means that two people either do or do not communicate (Becker et al., 2017; Noriega-Campero et al., 2018; Pan, Altshuler, & Pentland, 2012). However, DeGroot’s model allows for non-binary “weighted” networks, in which a network tie reflects not only whether person A observes person

² Consensus requires certain conditions, but they are very broad: in an undirected network/graph, consensus will be reached as long as there is one giant component.
B, but also how much weight person A places on the belief of person B. Person A is then assumed to update their belief by taking a weighted average of all the beliefs of all their peers.

**Resolving the Contradiction**

Importantly, the mechanisms allowing influence to vary depend on communication format. Unstructured communication offers several mechanisms through which an individual can increase their influence including being persuasive, asserting status, or just being more talkative. This variation in influence leads to variation in eigenvector centrality, and thus variation in each person’s contribution to group beliefs. In other words, unstructured communication can produce groups with a centralized emergent network, despite the fact that the explicit (binary) communication network—who communicates with whom—is perfectly decentralized. In contrast, when groups communicate via the Delphi method, i.e. anonymous exchange of numeric information, there is no opportunity to be more influential on other people. Delphi networks therefore remain relatively decentralized. As a result, comparing Delphi communication to unstructured discussion is like comparing centralized to decentralized networks.

Putting these theoretical pieces together, network theory can explain the variable effects of communication and resolve the apparent contradictions of prior research. As Almaatouq (2019) points out, centralized networks are sometimes better (more likely to produce increased accuracy) and sometimes worse than decentralized networks. This variation occurs because centralized networks are more likely to improve than decentralized networks when central individuals are likely to hold a belief in the direction of truth, but less likely to improve when the central individual is likely to hold a belief in the direction away from truth; decentralized networks are relatively stable in comparison. The variable benefits of centralization are the key factor in explaining why Delphi communication sometimes produced more accurate beliefs than unstructured discussion and sometimes produced less accurate beliefs. Because unstructured discussion groups behave like centralized networks, while Delphi groups behave like decentralized networks, unstructured discussion will sometimes perform better than Delphi and sometimes perform worse, and the relative benefit depends on the statistical properties of pre-interaction beliefs.
Hypotheses

If this theoretical argument is correct, one should expect the effect of unstructured discussion to depend on initial belief distribution, just as in explicitly centralized networks. This insight represents the main hypothesis of this paper:

**Hypothesis 1a:** The probability that unstructured discussion improves the accuracy of the mean belief in a group increases as a function of the proportion of individuals on the truth side of the mean. When the majority is on the truth side, the group is more likely to become more accurate; when the majority is away from truth, the group is more likely to become less accurate.

However, because Delphi networks will remain relatively decentralized and therefore demonstrate relatively stable performance (due to the lack of opportunities for people to differentiate themselves) there will be no effect of initial belief distribution. This insight leads to the secondary hypothesis of the paper, and the resolution of prior contradictory findings:

**Hypothesis 1b:** When the majority of a group is on the truth side of the mean, unstructured discussion will be more likely to improve the accuracy of the mean belief than numeric exchange (Delphi exchange). When the majority of the group is on the opposite from the truth, unstructured discussion will be less likely to improve the accuracy of the mean belief than numeric exchange.

In this paper, testing for the effect of initial belief distribution is the primary method for identifying the effects of emergent network structure.

While the main evidence for the role of centralization is the effect of initial belief distribution, this analysis also directly measures emergent centralization. Network centralization can be quantified as the extent to which one or a small number of individuals possess disproportionate influence—i.e., are highly central (Freeman, 1978). In other words, centralization is a measurement of how evenly distributed are centrality scores, as when Gini coefficient is used
to measure the relative equality of an income distribution. By theory, centralization is expected to be the reason that initial belief distribution matters, leading to the following hypothesis:

**Hypothesis 2:** More centralized discussions will show a stronger effect of initial belief distribution than less centralized discussions. Centralization will therefore increase the probability of improvement for groups where the majority is on the side of truth, and decrease the probability of improvement when the majority is on the opposite side. When groups display no centralization, initial belief distribution will have no effect.

**METHODS**

To illustrate the explanatory power of this theory, this paper presents a reanalysis of data from previous experiments that measured belief accuracy in groups before and after interaction. This reanalysis tests for the effects of emergent network centralization. This analysis uses four previously published studies (Becker et al., 2017; Becker, Porter, & Centola, 2019; Gürçay, Mellers, & Baron, 2015; Lorenz et al., 2011). These datasets were all made publicly available through the initial publications.

Detailed methods can be found in the initial publications, and each study follows a similar procedure. Subjects were asked to complete estimation tasks (e.g. visual estimation, trivia questions, and political facts) before and after exchanging information via a computer mediated communication process. An example of a visual estimation task is an image of a jar of gumballs where subjects are asked to estimate how many gumballs are in the jar. An example of a trivia question is estimating the length of the border of Switzerland. An example of a political fact is asking subjects to estimate the number of undocumented immigrants living in the United States.

In three of the studies (Lorenz et al, 2011; Becker et al, 2017; Becker et al, 2019) subjects only exchanged numeric estimates. These studies therefore represent a method equivalent to a digitally mediated version of the Delphi method. Lorenz et al. (2011) allowed 5 rounds of revision (1 independent estimate and 4 socially influenced estimates) while Becker et al. (2017; 2019) allowed 3 rounds of revision (1 independent estimate and 2 socially influenced estimates). In contrast, Gürçay et al allowed subjects to engage in continuous, unstructured discussion via a computer chat interface, so that subjects provided only two answers, a pre-discussion and a post-
discussion estimate (1 independent estimate and 1 socially influenced estimate). The data from Gürçay et al. is missing chat transcripts from 5 groups, and therefore those trials are omitted from analyses where the chat transcripts are necessary (i.e., measuring emergent centralization).

**Measurements**

In each experiment, groups completed multiple estimation tasks, and I define a single experimental trial as one group completing one estimation task. For each trial, I measure the accuracy of the average initial belief and the average final belief. I measure accuracy as the distance to the truth—i.e., the absolute value of the arithmetic difference between the truth and the mean belief. My main outcome metric is a simply binary outcome: did the mean belief become more accurate?

This paper examines two main predictor variables. In order to reflect the effect of the initial (pre-influence) belief distribution, I measure the initial proportion of individual estimates on the truth side of the mean, henceforth \( \phi \). Recall that for networks dominated by a single individual, \( \phi \) indicates the probability that social influence will improve the accuracy of the mean belief when beliefs are uncorrelated with centrality. This measurement is defined as follows: Each individual belief falls either above the mean, or below the mean. Similarly, the truth (correct answer) falls either above the mean or below the mean. I define \( \phi \) as the proportion of individual beliefs that are on the same side of the mean as the truth.

The second predictor variable is network centralization. According to the theoretical argument given above, the reason that \( \phi \) matters is because \( \phi \) represents the probability that any given individual will pull the group towards the true answer. Under the hypothesis that groups display emergent centralization even in unstructured networks, this value therefore represents the probability that a central individual—who exerts disproportionately large influence on group beliefs—will pull the group toward the answer. In previous research, network centralization was manipulated by directly controlling who could observe whom. However, the present paper is concerned with emergent centralization as a result of endogenous communication dynamics. I therefore measure emergent centralization based on the dynamic behavior of a group.

While many factors can impact individual influence, the most observable factor is talkativeness. That is, I assume that people who talk more (i.e., send more chat messages) are more influential on group beliefs. I therefore use the number of chat messages sent by each person
as a proxy for their network centrality. Following standard network metrics (Badham, 2013) I measure network centralization as the Gini coefficient on individual centrality (i.e., talkativeness) scores. This can be interpreted in the same way as the Gini coefficient on, e.g., income distributions: when one person does all the talking, they possess all the influence, and the network is highly centralized. When everybody talks the same amount, influence is distributed evenly, and the network is decentralized. Because there are other ways that people can be influential (e.g., through persuasive arguments or by asserting expertise) this measurement is necessarily imperfect, as it does not reflect all possible ways in which a person can be influential. Therefore, if this analysis does show a relationship between emergent centralization and group belief formation, it serves as a conservative test of my theoretical argument.

Control Variables

Previous work has shown that in decentralized networks, group beliefs will become more accurate when there is a correlation between individual accuracy and adjustment, such that people with greater accuracy (i.e., smaller) make smaller adjustments (Becker et al., 2017). Because this value is strongly predictive of improvement in empirical data, I include this metric as a control variable in all analyses.

Following previous work (Adjodah, Chong, Leng, Krafft, & Pentland, 2017; Becker et al., 2019; Kao et al., 2018; Madirolas & de Polavieja, 2015) I measure adjustment to social influence, $\alpha$, as the proportion of the distance closed between a person’s initial independent belief and their observed social information:

$$\alpha_i = \frac{x_{i, pre} - x_{i, post}}{x_{i, pre} - \bar{x}}$$

where $x_{i, pre}$ and $x_{i, post}$ indicate the pre- and post-influence beliefs for individual i, and $\bar{x}$ indicates the mean of observed beliefs (i.e., that person’s peers). This value is then reverse coded, so that it represents stubbornness, i.e. centrality:

$$stubbornness = 1 - \alpha_i$$

When this value is 0, an individual completely adopts social information, and when this value is 1, that person does not revise their answer at all. In theoretical models this value falls only between

---

3 For the data provided by Becker et al. (2019), the exact social information is not recorded in the replication dataset, and I approximate this value as the mean of the group belief, which is equivalent in expectation.
0 and 1, but in empirical data, this value can fall outside of that range if a subject moves away from or overshoots the average belief of their peers.

Using this metric, I can control for the correlation between stubbornness and error: a negative correlation indicates that stubborn people have lower error (higher accuracy) and that groups are expected to improve (Becker et al., 2017). A positive correlation indicates that stubborn people have higher error (lower accuracy) and that group accuracy is expected to decrease.

Identification

My main statistical test is a logistic regression predicting the likelihood that a group will improve based on $\phi$, communication format, and emergent centralization. Because each group (i.e., set of individuals) in each experiment completed multiple estimation tasks, I use hierarchical logistic regression with outcomes clustered by group. This test includes a control for error/stubbornness correlation. To test the underlying mechanistic role of emergent centralization, I also conduct a hierarchical logistic regression predicting the probability of improvement as a function of the Gini coefficient on talkativeness. This test includes a control for the error/stubbornness correlation as well as the total number of chat messages sent.

RESULTS

This analysis begins by testing the main effect predicted by the theory of emergent network structure, that the effect of social influence is moderated by initial belief distribution even in apparently unstructured networks. As with explicitly centralized networks, I expect the emergent centralization of unstructured discussion to draw group beliefs in the direction of the majority opinion. To test this “majority effect,” this analysis reports a simple outcome for each estimation task by each group: was the mean belief closer to the truth after discussion?

I first report results for unstructured discussion. As shown in Figure 1, I find that the probability of improvement in unstructured discussion is substantially explained by $\phi$, or the proportion of individuals in the direction of truth. Since each group completed multiple estimation tasks, I statistically test this effect using hierarchical logistic regression with outcomes nested in groups, finding that the probability of improvement in unstructured discussion significantly increases with $\phi$ ($P<0.001$). Critically, this analysis shows that variation in initial belief distribution can completely reverse the effects of unstructured discussion: when $\phi>1/2$ (majority
in the direction of truth) a majority of discussion become more accurate ($P<0.001$), and when $\varphi<1/2$ (majority opposite truth) a majority of discussion groups become less accurate ($P<0.01$).

In contrast with unstructured discussion, the moderating effect of initial belief distribution is substantially weaker for numeric information exchange. This outcome is consistent with the expectation that the effect of centralization in numeric exchange will be substantially weaker than the effects of centralization in unstructured discussion. While we do see a slight positive trend in logistic regression, it is only marginally significant ($P<0.11$).

--- insert Table 1 about here ---

One empirical challenge in identifying the effect of $\varphi$ is that as $\varphi$ increases, the correlation between accuracy and adjustment also increases, creating a confounding collinearity. Table 1 shows the logistic regression results for this basic test, with and without a control for the error/stubbornness correlation. This analysis shows that once the error/stubbornness correlation is controlled, even the marginal effect of $\varphi$ in numeric exchange disappears ($P>0.90$). While this null result should not necessarily be interpreted to mean that $\varphi$ has no impact on numeric exchange, the statistical weakness of this effect—given the large sample size of $N=299$ trials—nonetheless indicates that the effect of $\varphi$ is small enough that it does not make a practical difference for numeric exchange. In contrast, the effect of $\varphi$ remains strong in unstructured discussion even after controlling for the error/stubbornness correlation ($P<0.01$). These findings suggest that unstructured discussion displays a emergent centralization, while numeric exchange does not.

--- insert Figure 1 about here ---

The critical implication of this finding, as can be seen visually in Figure 1, is that unstructured discussion for some belief distributions is more likely to increase accuracy than numeric exchange; while for other belief distributions, numeric exchange is more likely to increase belief accuracy than unstructured discussion. Comparing only those cases where a majority is on the truth side, i.e. $\varphi>1/2$, there is a nominal advantage to unstructured discussion: 67% of unstructured discussions improved as compared with 63% improvement in numeric exchange, though the two groups are statistically indistinguishable. However, the difference gets larger as $\varphi$
increases. For those trials in which $\phi > 0.75$, this analysis shows that unstructured discussion improved belief accuracy in 84% of trials, as compared with a 69% improvement rate in numeric exchange ($P < 0.03$, logistic regression). Thus for those belief distributions in which a majority of people are in the direction of truth, unstructured discussion is more likely to improve the accuracy of the mean belief than numeric exchange. In contrast, numeric exchange shows a stark advantage when a majority of people are on the opposite side of truth: numeric exchange improved belief accuracy in 58% of trials where $\phi < 1/2$, compared with only 33% improvement for unstructured discussion ($P < 0.01$, logistic regression).

**Emergent Centralization in Unstructured Discussion**

The remainder of this analysis tests for the underlying mechanism hypothesized to produce the effect of belief distribution: emergent centralization. For a given discussion (i.e., a single estimation task) by a single group, I measure emergent talkativeness centralization as the Gini coefficient on the number of chat messages sent by each person. If emergent centralization is the reason that initial belief distribution matters, then my theoretical model predicts that initial belief distribution will have a stronger effect for more centralized networks. To test this effect, I conduct a hierarchical linear regression on outcomes for the trials in which subjects engaged in unstructured discussion. This regression includes an interaction term between $\phi$ and centralization as well as controls for the error/stubbornness correlation and the total number of chat messages sent. Although this regression does not produce a statistically significant interaction term, the overall effect is in a direction consistent with the hypothesized mechanism. Therefore, while I cannot reject the null hypothesis that Gini centralization has no interaction with $\phi$, the results are nonetheless consistent with predictions based on the underlying theoretical model. (Moreover, it is worth noting that as of this writing, the replication dataset shows nearly identical results. However, I have not finished collecting the full amount of the pre-registered sample size and therefore do not report those results here.)

To visually represent the interaction between emergent network centralization and initial belief distribution, Figure 2 shows the model-fitted probability of improvement as a function of emergent centralization (Gini coefficient) for four levels of $\phi$. This interaction shows that, when $\phi < 1/2$—i.e., when the majority is away from truth—the probability of accuracy improvement decreases as the group becomes more centralized. This is consistent with the expectation that
centralization amplifies the effects of the initial belief distribution. In contrast, when $\phi>1/2$—i.e., when the majority is toward truth—centralization increases the probability of improvement, again consistent with the expectation that centralization amplifies the initial belief distribution. Another way of interpreting this figure is interaction is the observation that the gap between trials at different levels of $\phi$, or the effect of initial belief distribution, becomes larger as groups become more centralized.

--- insert Figure 2 about here ---

In understanding the effect of network centralization, an important question to ask is: who are the central individuals? Previous research has shown a correlation between self-reported confidence and accuracy (Heath & Gonzalez, 1995; Madirolas & de Polavieja, 2015) and we therefore examine individual accuracy to determine whether people who are more talkative are also more accurate. If there were a similar correlation between talkativeness and belief accuracy (or more precisely, the likelihood of falling on the truth side of the mean) one would expect emergent centralization to reliably improve group belief accuracy. I found, however, neither a numerically meaningful nor statistically significant correlation between accuracy and talkativeness.

--- insert Table 2 about here ---

Table 2 shows the coefficients on a hierarchical linear regression (to control for within-group correlation) comparing the relationship between percent-error and the number of chat messages sent for each individual. In order to allow the coefficient to be interpreted as a correlation coefficient (ranging -1 to 1) both the predictor variables and outcome variables are mean-centered and normalized by the standard deviation. In order to compare error sizes across trials with different very different scales, I take the logarithm of the percent error, setting minimum error at 1% since the logarithm is not defined for zero. The relationship between accuracy and talkativeness centrality is effectively zero. (Consistent with previous research, I found a strong and consistent correlation between error and response to social information. As shown in Table 2, the strength of this correlation is nearly identical for both Delphi exchange and unstructured
Importantly, the belief of the most talkative individual predicts whether or not the group will improve: the mean belief in a group became more accurate in 63% of trials where the most talkative person held a belief on in the direction of truth, but only 45% of trials where the most talkative person is on the opposite side of truth (P<0.01, proportion test).

**DISCUSSION**

One important goal of this paper was to resolve the apparent contradictions in previous research comparing numeric exchange (“Delphi method”) with unstructured discussion. This analysis shows that despite surface-level contradictions, each of the claims from previous research—numeric exchange is better than Delphi method, Delphi method is better than numeric exchange, independent estimates are optimal—is consistent within a broader pattern of results showing the effect of the initial belief distribution. The analysis here showed that unstructured discussion outperforms numeric exchange for certain initial belief distributions, and Delphi method outperforms unstructured discussion for other belief distributions. Although it is not possible in hindsight to be certain that this explanation is the correct explanation for prior results, an interaction between task characteristics (belief distribution) and emergent network structure is nonetheless a sufficient explanation.

Empirically, the analysis presented here showed that the variable benefits of unstructured discussion are due to a “majority effect” wherein the mean belief is drawn in the direction of the majority. Thus, the benefits (or risks) of unstructured discussion depend on initial belief distribution. While this result may seem intuitive—the idea that majorities dominate group discussion is hardly surprising—it is an advancement from prior theoretical arguments, which predicted that networks in which everyone is equally connected (decentralized) would simply converge toward the mean of independent beliefs (Becker et al., 2019; Hélène Landemore & Page, 2015). Moreover, this effect appears to be unique to unstructured discussion. If the majority opinion does have any effect when groups interact via numeric exchange, it is small enough that it was difficult to detect in the present analysis, suggesting that the majority effect is not in fact a universal characteristic of information exchange in any practical sense, despite its intuitive appeal.

The primary theoretical goal of this analysis was to show that social network theory plays an important role in explaining belief formation even when groups don’t have an explicitly defined network structure. Because network centralization here is an endogenous feature of group...
interaction, and not experimentally controlled, it is difficult to make a strict causal argument about the role of emergent centralization in unstructured discussion. However, the clear empirical relationship between talkativeness centralization and the majority effect—groups with greater emergent centralization showed a stronger majority effect—provides strong supporting evidence for the theoretical explanation that emergent network structure determines group belief formation. This finding is also consistent with previous research by Woolley et al (2010) showing that groups who displayed more equal turn-taking achieved higher performance ratings on a variety of tasks. Although Wooley et al. offered no theoretical explanation for this empirical finding, the argument made here is consistent with more general research showing that network centralization can undermine group performance in a variety of domains (Becker, 2019; Becker et al., 2017; Rulke & Galaskiewicz, 2000).

To Group or Not to Group? Implications for practice

As Almaatouq (2019) points out—and as this analysis also shows—network centralization can sometimes be beneficial, if the majority is in the right direction. Here, though, the analysis shows that centralization is rarely beneficial. Unstructured discussion only showed a clear advantage for cases where $\phi > 0.75$. When $0.75 > \phi > 0.5$, the two formats were roughly equivalent. And when $\phi < 0.5$—when the majority was away from truth—numeric exchange showed a clear advantage. As a result, if a decision-maker in practice is uncertain what statistical properties their task will demonstrate, numeric exchange (Delphi method) is a safer choice. This analysis therefore offers a simple recommendation: limit communication to numeric exchange. When numeric exchange is not feasible, it may therefore be desirable to avoid discussion altogether and simply aggregate independent estimates. However, discussion is often a natural or even necessary component of group decision-making; in such an event, it may at least be possible to aggregate independent beliefs and compare them with post-discussion beliefs to make an informed decision.

Notably, because the real risk of communication is associated with unequal participation, one solution is simply to encourage participants to all contribute equally! In the long run, such facilitated discussion—falling somewhere between unstructured discussion and strictly mediated numeric exchange—may offer the greatest benefits. However, as a potential intervention, the efficacy of facilitated discussion may depend on which context-specific problems the Delphi method is invoked to solve. One problem that the Delphi method is intended to solve is the effect
of status—anonymity ensures that nobody’s beliefs are given priority. In a context where status is a problem, facilitated conversation may not be sufficient, but might be combined with anonymity (e.g. using a digital platform) to ensure equal participation and equal contribution to collective beliefs formation. Ultimately, the goal as demonstrated by statistical models of the wisdom of crowds is to ensure that the group’s final belief fully reflects all the diversity of constituent members. This analysis shows that unstructured discussion is inherently antithetical to that goal due to emergent centralization; however, emergent centralization is not the only risk.

One limitation of this analysis is the relatively anemic version of the Delphi method used in the experiments analyzed here. In these experiments, the only information subjects could observe was the numeric belief of other subjects. While this simple implementation is consistent with the experimental research forming the basis for prior (contradictory) claims about the accuracy benefits of the Delphi method (e.g. Gustafson et al., 1973; Larrere & Moinpour, 1983), some applications of the Delphi method allow participants to share not only numbers, but details and arguments. However, there are no data available (to my knowledge) that explicitly measures the accuracy benefits of argument-sharing. While the present analysis therefore highlights several key considerations for decision-making in practice, additional empirical evidence is needed to understand how decisions in practice fit into the general statistical and network model analyzed in this paper.

Conclusion

While this re-analysis can help resolve contradictions in previous research, the nature of the laboratory experiments analyzed here preclude broad-sweeping recommendations about practice. However, two key principles stand out: know your group, and know your task. The principle “know your group” refers to the fact that two key group factors moderate the relative benefits of discussion: the error/stubbornness correlation (do the accurate people know who they are?) and emergent centralization (do some people dominate conversations?). The principle “know your task” refers to the fact that the relative effect of discussion also depends on task characteristics—the statistical properties of pre-discussion belief distributions. While no general principle is yet clear to indicate which decision tasks will have what properties, this variation suggests that groups should be able to calibrate best practices that meet their particular needs. However, the potential to calibrate strategies to both groups and tasks depends on several as-yet untested hypotheses.
Nonetheless, the general statistical model presented here—showing how previously contradictory results are in fact fully consistent when considered in a broader perspective—provides a path forward for understanding how collective intelligence dynamics can operate (or fail) to generate accurate beliefs, estimates, and forecasts.
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Figure 1. Relationship between $\phi$ (proportion toward truth) and the probability that communication improves the accuracy of a group’s mean belief.

Notes: Numbered captions indicate sample size for each point. Each datapoint is an experimental trial.
Table 1. Statistical relationship between $\phi$ (proportion toward truth) and the probability that communication improves the accuracy of a group’s mean belief.

<table>
<thead>
<tr>
<th></th>
<th>% Error (Logged)</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Discussion</td>
<td>Delphi</td>
<td></td>
</tr>
<tr>
<td>Talkativeness</td>
<td>0.01 (0.03)</td>
<td>0.02 (0.03)</td>
<td></td>
</tr>
<tr>
<td>Stubbornness</td>
<td>-0.25*** (0.03)</td>
<td>-0.25*** (0.03)</td>
<td>-0.25*** (0.03)</td>
</tr>
<tr>
<td>Intercept</td>
<td>-0.66*** (0.20)</td>
<td>-0.04 (0.21)</td>
<td>-0.09 (0.22)</td>
</tr>
<tr>
<td>Observations</td>
<td>2,099</td>
<td>2,099</td>
<td>2,099</td>
</tr>
<tr>
<td>Log Likelihood</td>
<td>-4.005.26</td>
<td>-3.978.94</td>
<td>-3.981.23</td>
</tr>
<tr>
<td>Akaike Inf. Crit.</td>
<td>8,018.53</td>
<td>7,965.88</td>
<td>7,972.45</td>
</tr>
<tr>
<td>Bayesian Inf. Crit.</td>
<td>8,041.12</td>
<td>7,988.48</td>
<td>8,000.70</td>
</tr>
</tbody>
</table>

Note: Each datapoint is an experimental trial.
Figure 2. Interaction between $\varphi$ (proportion toward truth) and talkativeness centralization

Notes: Figure shows fitted values based on regression model. Each datapoint is an experimental trial.
Table 2. Relationship between accuracy and centrality

<table>
<thead>
<tr>
<th></th>
<th>% Error (Logged)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Discussion</td>
</tr>
<tr>
<td>Talkativeness</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>(0.03)</td>
</tr>
<tr>
<td>Stubbornness</td>
<td>0.23***</td>
</tr>
<tr>
<td></td>
<td>(0.03)</td>
</tr>
<tr>
<td>Intercept</td>
<td>-0.66***</td>
</tr>
<tr>
<td></td>
<td>(0.20)</td>
</tr>
<tr>
<td></td>
<td>(0.20)</td>
</tr>
<tr>
<td>Observations</td>
<td>2,099</td>
</tr>
<tr>
<td>Log Likelihood</td>
<td>-4,005.26</td>
</tr>
<tr>
<td>Akaike Inf. Crit.</td>
<td>8,018.53</td>
</tr>
<tr>
<td>Bayesian Inf. Crit.</td>
<td>8,041.12</td>
</tr>
</tbody>
</table>

Note: Each datapoint is an individual person.