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Abstract

This study is one of the first evaluations of independent (i.e., self-guided) practice in math in a developing country. We randomly assigned 4,461 students in grades 4-7 in “unaided” private schools across seven Indian cities who were using a computer-assisted learning software to: (a) a control group, in which they moved from one unit to the next upon completion; or (b) a treatment group, in which they had to complete practice exercises before progressing to the next topic. After six months, the additional practice had a precisely estimated null effect on the math achievement of the average student. However, treatment students with low initial performance outperformed their control counterparts by 0.14 standard deviations (SDs). Our results suggest that independent practice may help private-school students from relatively well-off families in need of catching up with their peers.
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There is broad consensus among math educators about the importance of practice for primary- and middle-school students (see Woodward et al. 2012). Yet, the type of practice that has been found effective is often preceded by a considerable degree of scaffolding from teachers, either through “task lists” of specific steps (see, e.g., Hohn and Frey 2002; Verschaffel et al. 1999), “self-questioning” checklists (e.g., A. K. Jitendra et al. 1998; Asha K. Jitendra et al. 2011) or processes (Cardelle-Elawar 1990, 1995; King 1991; Kramarski and Mevarech 2003; Mevarech and Kramarski 2003). Far less is known about “independent” (i.e., self-guided) practice that is not necessarily matched to specific metacognitive strategies that provide students with a structure to think about how to approach a type of problem. This type of practice is becoming increasingly important with the advent of coronavirus, which has suddenly required that students take a more independent role in their education.

More specifically, we still know far too little about whether (and if so, how) independent practice affects students at varying levels of preparation for schooling differently. Most of the evaluations of practice-based interventions cited above do not estimate heterogeneous effects by baseline achievement, and many of those that do lack sufficient statistical power to detect them, so it has been challenging to make sense of null effects for interactions between interventions and students’ baseline performance. Ex ante, it is not clear what to expect. On the one hand, low-performing children may benefit from learning at their own pace and independent practice may allow them to do so. Accordingly, multiple impact evaluations of software-enabled practice in these contexts have consistently found small-to-moderate positive effects on student achievement (see, e.g., Bettinger et al. 2020; Lai et al. 2013; Lai et al. 2015; Lai et al. 2016; Mo et al. 2015; Pitchford 2015). On the other hand, these children are often several grade levels behind curricular expectations, so additional practice may not be as helpful as remedial work that focuses on building foundational skills and remedying misconceptions. That may be the reason why software that dynamically adjusts to the performance of each student has yielded even larger effects on achievement than those that review the material covered in school during a given week (e.g., A. V. Banerjee et al. 2007; Muralidharan, Singh, and Ganimian 2019).

This paper presents one of the first studies of the effects of technology-enabled independent practice in a developing country. During the 2017-2018 school year, we partnered with an educational-assessment firm in India to randomly assign 4,461 students in grades 4-7 in private-“unaided” (i.e., independently funded) schools across seven Indian cities that were using a computer-assisted learning (CAL) software to: (a) a control group, in which students complete a set of “learning exercises” (which present new concepts) on a given topic in math (e.g., operations with fractions) and then move on to the next topic; or (b) a treatment group, in which students also complete the learning exercises but are then asked to complete a set of “practice exercises” (which seek to build procedural knowledge) before moving on to the next topic. Specifically, given that practice exercises were a feature of the software, we deactivated them for control-group students.
during the study period, building on prior studies that infer the effect of a policy or program by examining the consequences of its discontinuation (Argys et al. 2020; Chyn 2018; Dynarski 2003; Fishman et al. 2017; Nakajima 2020). We discuss the implications of this approach for our research question in greater detail below.

We can verify that the intervention was implemented mostly as intended: during the six months of the study, the median student across both experimental groups interacted with the CAL software for more than 700 minutes and treatment students interacted with the practice exercises for more than 60 minutes. Students could interact with the software during or after school, but the bulk of usage occurred at home (66% on average during the study), which makes it particularly relevant for the current context of the pandemic. The three topics in which students attempted most practice exercises were: measurement (14% of all exercises attempted), fractions (10%), and numbers (9.1%). Further, interaction with the software remained relatively constant during the study—typically, students used the software between 20 and 40 minutes per week. Treatment students collectively attempted nearly half a million practice exercises.

We report two main sets of results. First, after six months, we found that practice exercises had a precisely estimated null effect on math achievement, as measured by an independent test designed by the research team (not by the software developers): the average treatment student performed 0.01 standard deviations (SDs) better than their counterpart in the control group, and the difference was statistically insignificant. We can rule out positive effects larger than 0.06 SDs (as per the upper limit of the estimate’s 95% confidence interval). In fact, we observe effects consistently estimated around zero across all topics and skills in the assessment. Further, we do not see any relationship between the number of practice exercises completed by the average student and his/her achievement in math.

Yet, these average impacts mask non-trivial heterogeneous effects. Initially low-performing students (i.e., those in the bottom quartile of the within-grade baseline math achievement distribution) outperformed their peers in the control group by 0.14 SDs ($p < 0.01$). In fact, they improved in two of the three content domains (numbers and geometry) and all three cognitive domains (knowing, applying, and reasoning) assessed in the endline test. We examine whether low performers who spend more time on the software and do more practice exercises fare better, but to our surprise, we do not find that this is the case. We do not find any statistically significant heterogeneous effects by students’ school, grade, or sex.

This study makes several key contributions to research on student learning in developing countries. First, it draws attention to the issue of heterogeneity in the benefits of independent practice. Prior studies in math pedagogy have sought to recruit students from disadvantaged backgrounds to understand the impact of independent practice on a segment of the student population that stands to benefit from additional exposure to the material. Yet, for the most part, this literature relies on
small samples, which prevent researchers from comparing the effect of independent practice across different types of students. The sudden disruption imposed by coronavirus on school systems make this question particularly timely.

Second, this study also contributes to the growing literature on private schools in India. Prior studies have established that these schools, which serve about one in two children in the country (Central Square Foundation 2020), outperform public schools (Muralidharan and Kremer 2008), their advantage is mostly due to student selection rather than better instruction ((Singh 2015), but their lower teacher salaries make them more efficient (Muralidharan and Sundararaman 2015). Our study adds to this growing literature by identifying an intervention that may advance the achievement of this large (and growing) segment of the Indian school system.

More generally, our study illustrates the potential of leveraging CAL software for rapid-cycle randomized experiments that can shed light on the pedagogical approaches that work best. Often, decisions about software features are made by education specialists working alongside developers, informed by research based on small, convenience samples in the United States. In a few cases, it is also guided by so-called “A/B testing”, in which a specific feature of the software is offered to a random subset of its users. Yet, as our paper demonstrates, partnerships between researchers and software developers can produce studies that address questions of broader interest to the field of education, ensure that minimal conditions for causal inference are met (e.g., equivalence at baseline and post-attrition), and that the results are shared (and scrutinized) by the relevant scientific community.

The rest of the paper is structured as follows. Section 1 presents the context, study design, and intervention. Section 2 describes the data. Section 3 discusses the empirical strategy. Section 4 reports the results. Section 5 discusses implications for research and policy.

1 Experiment

1.1 Context

Our study focuses on private schools in India, which have been considerably under-studied given their relative share of domestic and global enrollment in elementary education. They serve 120 million (i.e., nearly one of every two) of all Indian students (Central Square Foundation 2020). If they were considered independently, they would make up the third-largest school system in the world, after the public-school systems of China and India (UIS-UNESCO 2019). Private-school enrollment has increased 33 times between 1973 and 2017, and private-unaided schools, where we conducted our study, accounted for the lion’s share of this increase, having surged from 3.4% to 34.8% of total enrollment (Central Square Foundation 2020). According to the latest available data,
these schools enroll 36% and 31% of primary school (i.e., grades 1 to 5) and upper-primary school (grades 6 to 8) students, respectively (NIEPA 2019). While most of them charge relatively low fees (the monthly median fee in an elementary private-unaided school is INR 958 or USD 13 in urban areas and INR 500 or USD 7 in rural areas), they educate one of every three and one of every two students in the top two income quintiles, respectively, and thus enjoy a privileged role in shaping the education of the country’s elites (Central Square Foundation 2020).

The nine private-unaided schools in our study spanned seven Indian cities, including: Ahmedabad and Rajkot (in the state of Gujarat), Faridabad (Haryana), Ghaziabad (Uttar Pradesh), Kolkata (West Bengal), New Delhi (Delhi), and Tiruchirappalli (Tamil Nadu). In the 2016-2017 school year, these cities had 13,025 schools and over 2.9 million students (NIEPA 2018a, 2018b), or about the same number of students as the six largest school districts in the U.S. (NCES 2019). Table A1 in Appendix A shows, in all study states except West Bengal, private-unaided schools account for more than a third of enrollment of students at the elementary-school level, and in all states, this share has increased between 35 and 156% in the past decade alone.

Learning-outcomes data for private schools in India is not systematically collected. Yet, existing data suggest that these schools have similar or higher achievement than government (i.e., public) schools. According to the latest (pre-COVID-19) round of a representative assessment of rural schools, only 44% of grade 5 students in government schools could read a grade 2 text, compared to 65% of their private-school counterparts, and only 23% of fifth graders in the public sector could solve a division of a three-digit number by a one-digit number, compared to 40% of their peers in the private sector (ASER 2019). Similarly, in the latest installment of the National Achievement Survey (NAS), which includes private schools affiliated to state boards, students of private-unaided schools slightly outperformed those in private-aided schools in all subjects (math, natural and social sciences, modern Indian languages, and English) (NCERT 2017). These differences are at least partly explained by self-selection into each sector (see, e.g., Muralidharan and Kremer 2008; Muralidharan and Sundararaman 2011; Singh 2015).

We conducted this study in partnership with Educational Initiatives (EI), a leading assessment firm in the country that developed the CAL software that we used to randomly assign students to practice exercises (described in greater detail in the Intervention sub-section). We established this partnership as a multi-year project to leverage both the vast item bank of the software in math and other subjects and its high degree of penetration across the country to use randomized experiments to answer questions of import to educators. The partnership, dubbed the Learning Lab, was led by Karthik Muralidharan at the University of California, San Diego and Sridhar Rajagopalan at EI and funded by the Douglas B. Marshall Foundation. We were co-principal investigators and research associates on this project.
1.2 Sample

The sample for the study included 4,461 students from grades 4 to 7 across nine private schools in the aforementioned cities. We drew a convenience sample of schools because this was the first study of the Learning Lab and we needed a group of schools that met all of the hardware and software requirements to deliver the CAL software during the study period without major disruptions. We invited 12 private schools to participate. Nine of those schools agreed to participate. We sought informed consent from principals and teachers at those schools.

Students were considered to have attrited from the study if they were absent from school on the day in which the endline assessment was administered or if they dropped out of school. Attrition from the study was low: 4,001 of the 4,461 students who took the baseline assessment (90%) also took the endline assessment. We do not know the share of attritors who dropped out of school, but we can estimate this number by taking advantage of the fact that access to the CAL software was provided through their school. Specifically, for any given week, we can calculate the percentage of students who stopped using the software among attritors and non-attritors. This approach suggests that only a small share of students dropped out of school, but that they were more likely to be attritors: in week 20 (i.e., roughly a month before the endline), 5.2% of attritors had stopped using the software, compared to 0.6% of non-attritors. We found a marginally statistically significant difference in attrition by experimental group: 11% of control students and 9.4% of treatment students attrited, and the difference was significant at the 10% level ($p = 0.052$). We discuss whether this small difference affected our results by reporting inverse-probability weighted (IPW) estimates and Lee (2009) bounds in the Results section.

1.3 Randomization

We randomly assigned the 4,461 students in our sample to: (a) a control group, in which they first completed a set of “learning exercises” (which presented new concepts) on a given topic in math (e.g., operations with fractions) and then moved on to the next topic; or (b) a treatment group, in which students also completed the learning exercises but were then required to complete a set of “practice exercises” (which seek to build procedural knowledge and fluency) before moving on to the next topic. To maximize comparability across experimental groups, we randomly assigned participants to experimental groups at the student level (instead of at the school or classroom levels) and we stratified our randomization within each school-by-grade-by-section combination and by students’ within-class performance on the CAL platform prior to the start of the study (e.g., one lottery included students in school 1, in grade 4, and section “A”, who ranked in this section’s top half as per students’ prior interaction with the platform).
The randomization of students within the same classroom maximizes statistical power, but its main drawback is that it allows for “spillovers.” In theory, if treatment students (who had access to the intervention) work together with control students (who did not have access to the intervention) on math exercises, control-treatment comparisons could under-estimate the effect of the intervention on the math achievement of the former (if they transferred some of their knowledge to the latter). In practice, we believe such spillovers are unlikely for three reasons. First, for practice to meaningfully impact learning, it typically requires more support than a fourth-to-seventh grader could provide to his/her classmates (see, e.g., Palinscar and Brown [1984]; Scardamalia, Bereiter, and Steinbach [1984]). This is why, as we state in the Introduction, prior studies of practice have focused on initiatives in which teachers provide modeling, coaching, and scaffolding (see also National Research Council [2000]) (see also National Research Council, 2000). Second, as we mention in the Introduction and discuss in greater detail in the Results section, the average student spent two-thirds of his/her time interacting with the CAL software at home (rather than at school), where he/she presumably had fewer opportunities to work with classmates. Third, as we also report in the Results section, we find that the intervention had a 0.14 SD effect on initially low-achieving students—precisely, the subset that would benefit most from group work (and thus, the one most prone to spillovers). Even if there had been spillovers, they would have to be similar on magnitude as the benefits from practice accrued to the individual for them to result in precisely estimated null effects. To our knowledge, there are no studies suggesting that spillovers could offset individual gains.

Control and treatment students were comparable on their baseline achievement and sex, regardless of whether we compare all students present at baseline or only those who also took the endline assessment (i.e., non-attritors, see Table 1). In fact, not just the means, but the distribution of baseline achievement was quite similar across experimental groups (see Figure A1 in Appendix A).

1.4 Intervention

The CAL software in which our experiment was embedded, called “Mindspark,” was developed by Educational Initiatives (EI), a leading assessment firm in India, over a 10-year period. It has been used by over 500,000 students, it has a database of over 45,000 questions, and it administers over 2 million questions across its users every day. It can be delivered during the school day, before or after school at stand-alone centers, and through a self-guided online platform. The after-school version was recently evaluated through a randomized experiment and found to vastly improve the math and reading achievement of primary and middle-school students in Delhi (Muralidharan, Singh, and Ganimian 2019). In our study, students had access to the in-school version, which is currently used by more than 100,000 students in 300 private schools in India and abroad (including
some Arab states in the Persian Gulf). All students continued to receive regular (i.e., teacher-led) instruction during the study period.

There are two important differences between the private-school version of the software (which we use in this study) and the after-school version (which was previously evaluated) that are worth highlighting to interpret our impact estimates. First, the private-school version mostly presents learning and practice exercises at or above grade level: across treatment students, 58% of all practice exercises they completed during the study were at grade level, and 20% were above their enrolled grade level (see Table A2). The after-school version caters to children from disadvantaged schools, and consequently emphasizes material below grade level. Second, the topics and skills covered by the private-school version is determined by each student’s teacher, based on the curriculum and any additional practice he/she deems appropriate. The content and cognitive domains of the material presented in the after-school version is largely determined by a diagnostic test, which students take when they first interact with the software. Therefore, our impact estimates do not confound the effect of practice with that of the dynamic adaptation of the material, which is largely shut down in the private-school version of the software. Neither principals nor teachers were provided with diagnostics on student learning until after the study, so our estimates do not confound the effects of practice with those of information provision. In fact, principals and teachers were “blind” to treatment condition, so it is extremely unlikely that they engaged in any compensatory behavior to only support the learning of treatment students.

We are not interested in evaluating the impact of the software; instead, we use it to randomly assign students to different levels of independent practice in math. Specifically, control and treatment students interacted with the software in a similar manner (Figure 1). First, students were prompted by the software to select a math topic (e.g., fractions); each topic includes between eight and ten units (e.g., subtraction of fractions). Then, they attempted a set of learning exercises that sought to introduce that unit (on average, students complete 16 fill-in-the-blank and multiple-choice questions per unit). Next, the experience of control and treatment students differed: students in the control group moved on to the next unit after completing the learning exercises, whereas those in the treatment group were required to complete practice exercises to consolidate their understanding of the concepts and procedures taught through the learning exercises.

The learning exercises that all students completed differ from the practice exercises that only treatment students were required to complete in four ways. First, as mentioned above, learning

1. As Table A2 shows, there is some degree of dynamic adaptation, but within a much narrower set of grades than in the after-school version evaluated by Muralidharan, Singh, and Ganimian (2019).

2. Schools differed in how they used the CAL software: some of them may have used it as part of graded homework, while others may have used it as an additional learning resource. However, these differences should not bias our impact estimate, given that we stratified our randomization by school-by-grade-by-section combination and performance on the platform prior to the study (see Randomization sub-section). Practice exercises could not have been used for high-stakes purposes, as it was not available for control students and since teachers were “blind” to students’ assignment to the treatment condition.
exercises introduced new concepts and procedures, whereas practice exercises focused on helping students develop their procedural knowledge (i.e., knowledge about the algorithms to be followed to solve a specific problem) and fluency (i.e., capacity to solve problems rapidly). Second, learning exercises were untimed, but students were given eight to ten minutes (depending on the topic) to attempt each practice exercise. Students who were unable to complete a practice exercise in the allotted time were allowed to attempt it again (with a reset timer) during their next session (to avoid delaying students’ progression from one unit to the next). Third, learning exercises were the same for students at all levels of initial achievement, but practice exercises were categorized in three difficulty levels (low, medium, or high), which were presented sequentially (students who attempted low-difficulty exercises graduated to medium-difficulty exercises, and so on, regardless of whether the exercises were answered correctly).\footnote{Unfortunately, we do not have data on learning exercises; only on practice exercises (for treatment students).} Finally, while all units included learning exercises, not all of them included practice exercises.\footnote{We deactivated this feature among control students during the evaluation to evaluate its effect. As we stated in the Introduction, we are not the first to infer the effects of an intervention by examining the consequences of its discontinuation, but it is worth discussing the implications of this design for our research question. If practice exercises benefit students mainly by teaching them general (e.g., problem solving) skills, and the relationship between such benefits and the number of exercises attempted is concave (i.e., there are diminishing returns), our control-treatment comparisons will not capture such effects (because practice exercises will have impacted both experimental groups before our study), and we will under-estimate the effects of practice. Yet, if such exercises improve math achievement by exposing students to problems on specific domains (e.g., additions of two-digit fractions), allowing them to try different strategies, and observing which strategies work best (i.e., through content-specific trial and error), our impact estimates will capture such effects (because students were covering different topics, and thus completing different exercises, before and after the evaluation period).}

Third, learning exercises were the same for students at all levels of initial achievement, but practice exercises were categorized in three difficulty levels (low, medium, or high), which were presented sequentially (students who attempted low-difficulty exercises graduated to medium-difficulty exercises, and so on, regardless of whether the exercises were answered correctly).\footnote{We deactivated this feature among control students during the evaluation to evaluate its effect. As we stated in the Introduction, we are not the first to infer the effects of an intervention by examining the consequences of its discontinuation, but it is worth discussing the implications of this design for our research question. If practice exercises benefit students mainly by teaching them general (e.g., problem solving) skills, and the relationship between such benefits and the number of exercises attempted is concave (i.e., there are diminishing returns), our control-treatment comparisons will not capture such effects (because practice exercises will have impacted both experimental groups before our study), and we will under-estimate the effects of practice. Yet, if such exercises improve math achievement by exposing students to problems on specific domains (e.g., additions of two-digit fractions), allowing them to try different strategies, and observing which strategies work best (i.e., through content-specific trial and error), our impact estimates will capture such effects (because students were covering different topics, and thus completing different exercises, before and after the evaluation period).} Importantly, all schools in our study had prior access to the software, which included the practice exercises. In fact, the median student in our study (across both experimental groups) had attempted 683 practice exercises.\footnote{We cannot calculate the share of units with practice exercises from our data, but we can calculate the percentage of all days in which students interacted with the CAL platform in which they also completed practice exercises. The average treatment student saw at least one practice exercise in 75% of all days in which he/she used the platform. Put differently, three of each four days that a treatment student used the software involved practice exercises.} We deactivated this feature among control students during the evaluation to evaluate its effect. As we stated in the Introduction, we are not the first to infer the effects of an intervention by examining the consequences of its discontinuation, but it is worth discussing the implications of this design for our research question. If practice exercises benefit students mainly by teaching them general (e.g., problem solving) skills, and the relationship between such benefits and the number of exercises attempted is concave (i.e., there are diminishing returns), our control-treatment comparisons will not capture such effects (because practice exercises will have impacted both experimental groups before our study), and we will under-estimate the effects of practice. Yet, if such exercises improve math achievement by exposing students to problems on specific domains (e.g., additions of two-digit fractions), allowing them to try different strategies, and observing which strategies work best (i.e., through content-specific trial and error), our impact estimates will capture such effects (because students were covering different topics, and thus completing different exercises, before and after the evaluation period).

Evidence from developmental psychology suggests that the type of transfer of knowledge and skills that would lead us to under-estimate the effect of independent practice is quite rare (see National Research Council\textsuperscript{2000}). While scholars in this field initially believed that practice with difficult tasks contributed to the development of general skills of learning and attention

\footnote{Evidence from developmental psychology suggests that the type of transfer of knowledge and skills that would lead us to under-estimate the effect of independent practice is quite rare (see National Research Council\textsuperscript{2000}). While scholars in this field initially believed that practice with difficult tasks contributed to the development of general skills of learning and attention.}

\footnote{Unfortunately, we do not have data on learning exercises; only on practice exercises (for treatment students).}

\footnote{We cannot calculate the share of units with practice exercises from our data, but we can calculate the percentage of all days in which students interacted with the CAL platform in which they also completed practice exercises. The average treatment student saw at least one practice exercise in 75% of all days in which he/she used the platform. Put differently, three of each four days that a treatment student used the software involved practice exercises.}

\footnote{We do not know the date in which each school started using the software, but assuming that all students before the start of evaluation attempted exercises at the same rate as treatment students during the evaluation period, we estimate that the former had been exposed to the software for 92 weeks (i.e., roughly two years).}
Woodworth and Thorndike (1901), experimental research discovered that, even when individuals seem to exhibit transfer, they are often relying on background knowledge that is of little use to solve similar tasks (e.g., Ericsson, Chase, and Faloon 1980). Subsequent studies have demonstrated that transfer depends not only on the degree to which tasks share common elements (Klausmeier 1985; Thorndike 1913), but also on the characteristics of learners (Singley and Anderson 1989), such as their mastery of the original subject (e.g., Klahr and Carver 1988; Littlefield et al. 1988), the extent to which they have learned it with understanding (instead of memorizing facts, e.g., Hendrickson and Schroeder 1941; Judd 1908), the time devoted to learning it (to develop pattern-recognition skills, e.g., Chase and Simon 1973; Ericsson, Krampe, and Tesch-Römer 1993; Simon and Chase 1973), and their motivation to learn (White 1959). Transfer is also affected by the context in which the original task was learned (e.g., Carraher, Carraher, and Schliemann 1985; Nunes et al. 1993) and the level of abstraction at which it was presented (e.g., Singley and Anderson 1988; Spiro et al. 1991). In fact, transfer may even be negative (i.e., experience with one set of events may actually hurt performance on related tasks) by leading individuals to adopt less efficient problem-solving strategies (Luchins and Luchins 1970). Therefore, our experimental design seems unlikely to under-estimate the effects of practice.

Given that we administered the baseline instruments on slightly different dates (see the Data section), some control students had access to the practice exercises after the baseline. Their exposure to this feature, however, was minimal: the mean student only spent 3.4 minutes attempting practice exercises during this period, and the median student 1.7 minutes. Thus, it is extremely unlikely that this brief exposure made a meaningful difference in their achievement.

2 Data

We collected two main types of data: (a) students’ achievement, before and after the intervention, to check for baseline equivalence and estimate impact; (b) students’ usage of the CAL software and interaction with the intervention, to verify implementation fidelity and estimate the relationship between the number of practice exercises completed and achievement. We complemented these data with administrative information on students’ grade and sex (we did not conduct a student survey).
2.1 Student achievement

We administered student assessments of math learning at baseline (before the intervention) and endline (six months after the start of the intervention). These assessments evaluated what students ought to know and be able to do according to international standards, including three content domains (numbers, geometric shapes, and measurement) and three cognitive domains (knowing, applying, and reasoning). The distribution of items across content and cognitive domains was based on the assessment framework of the 2019 Trends in International Math and Science Study (TIMSS) for grade 4 (Mullis and Martin 2017).

Each test had 35 multiple-choice items. We drew on items from international assessments (e.g., TIMSS, PISA, Young Lives), domestic assessments (e.g., Quality Education Study, Student Learning Survey), and previous impact evaluations in India (e.g., the Andhra Pradesh Randomized Studies in Education or APRESt). We included items from a wide range of difficulty to reduce the possibility of “floor” effects (i.e., students not answering any questions correctly) and “ceiling” effects (i.e., students answering all questions correctly). At both baseline and endline, we administered one assessment for students in grades 4 and 5 and another one for students in grades 6 and 7, and we created four versions of each assessment to prevent cheating.

We used a non-equivalent anchor test (NEAT) design to link results across administrations (for a discussion of this design, see Kolen and Brennan 2004). We included an “anchor test” with overlapping items across rounds of data collection and we scaled the results for both rounds concurrently using a two-parameter logistic Item Response Theory (IRT) model.

2.2 Students’ time on CAL platform and responses to exercises

We also obtained access to data on students’ time interacting with the CAL platform and with the learning and practice exercises, as well as on whether their responses to these exercises were correct, to verify that the trial and the intervention were implemented as intended and to investigate the dose-response relationship between practice and achievement. Each student was assigned a unique login and password, which allowed us to track his/her usage and responses during the study. Using each student’s Internet Protocol (IP) address and time of login, we could also determine whether he/she used the software in school or at home.

6. Different schools conducted the baseline assessment and started using the software on slightly different dates (see Table A3). However, throughout this paper, we limit our analysis to a common six-month period, starting on September 11, 2017 and ending on March 11, 2018.

3 Empirical strategy

We estimate the effect of the offer of practice exercises (i.e., the intent-to-treat or ITT effect) by fitting the following model:

\[ Y_{tg} = \alpha_{rgs} + \beta T_{tg} + \theta Y_{tg}^{(t-1)} + \epsilon_{t} \]  

where \( Y_{tg} \) is the math achievement of student \( i \) in grade \( g \) and school \( s \) at time \( t \) (endline), \( r_{gs} \) is the randomization stratum of grade \( g \) and school \( s \) and \( \alpha_{rgs} \) is a stratum fixed effect, \( T_{tg} \) is an indicator variable for random assignment to treatment, and \( Y_{tg}^{(t-1)} \) is math achievement at time \( t-1 \) (baseline). The parameter of interest is \( \beta \), which captures the causal effect of the intervention. We fit variations of this model that interact the treatment dummy with students’ grade, sex, and baseline achievement (continuous or by within-grade quartile) to understand whether the intervention is more helpful for some sub-groups of students.

We do not adjust our standard errors to account for classroom-level correlations in student outcomes because a recent study has demonstrated that such adjustment is not warranted when random assignment is conducted at the individual level (Abadie et al. 2017). Some have argued that this adjustment should be performed when randomization strata include very few observations (Chaisemartin and Ramirez-Cuellar 2020). Our strata are relatively large, but we demonstrate our estimates are robust to such adjustment in Table A8.

We compute family-wise error rate-adjusted \( p \) values in our estimation of heterogeneous ITT effects. Specifically, we follow List, Shaikh, and Xu (2019) and we account for pre-registered sub-group analyses by sex, enrolled grade, and initial math achievement.

4 Results

4.1 Implementation fidelity

The intervention was implemented largely as intended. First, virtually all students across both experimental groups (3,999 out of 4,001 students or 99.9%) logged in at least once to the CAL platform during the evaluation. In fact, the average student interacted with the software for 952 minutes during the six months of the study (i.e., about 38 minutes per week, see Figure 2), mostly at home (i.e., instead of at school, see Figure A2). Usage varied across schools typically between about 500 and 1,000 minutes; only one school logged more than 2,500 minutes (Figure A3, panel A). Variation in take-up is not uncommon, and it may have been due to differences in school infrastructure (e.g., availability of computers), teacher buy-in, and/or alignment between the software and the school’s math curriculum, among other factors.
Second, all treatment students attempted at least one practice exercise during the study. The average treatment student spent 76 minutes attempting practice exercises during the study period (i.e., about 3 minutes per week, see Figure 3). Interaction with the practice exercises also differed across schools, following a similar pattern as software usage (Figure A3, panel B).

Lastly, the practice exercises that treatment students attempted covered 18 topics (e.g., “geometry”), 59 subtopics (e.g., “triangles and triangle properties”), and 151 units within those topics (e.g., “classifying triangles based on sides and angles”). The three topics in which students attempted the most amount of practice exercises were measurement (14% of the total number of exercises), fractions (10%), and number theory (9.1%).

4.2 Average effects on math achievement

The offer of the intervention had a precisely estimated null effect (of 0.01 standard deviations or SDs) on the math achievement of the average student, regardless of whether we account for students’ baseline performance or not (Table 2). In fact, based on the 95% confidence interval, we can rule out effects below -0.04 SDs and above 0.06 SDs. This null average effect is consistent across content domains, with point estimates ranging from 0.002 to 0.01, and across cognitive domains, with point estimates ranging from 0.002 to 0.01 (Table 3). It is also consistent across “repeated” items across baseline and endline and “non-repeated” items (introduced in the endline; Table A4).

4.3 Heterogeneous effects on math achievement

We explored whether the effect of the intervention differed across the only three student characteristics recorded in our data—sex, enrolled grade, and initial achievement—as we had specified in our pre-analysis plan. We found that the intervention had a moderate-to-large positive effect of 0.14 SDs for students with initially low math achievement. First, we do so graphically. We plot the effects of the intervention for each within-grade quartile of baseline math achievement (Figure 4). Then, we do so analytically. We examine this heterogeneity in two ways: first, by interacting the treatment indicator variable with each student’s (continuous) baseline score and then, by interacting that indicator with indicators for each student’s within-grade quartile of baseline achievement (Table 4). Even after adjusting the p values for multiple-hypothesis testing, our estimate of the causal effect of practice exercises on initially low-achieving students remained statistically significant at the 1% level (p = 0.001, not in table).

We explored, but ultimately rejected, the possibility that the effects of the intervention on initially low-achieving students could be explained by impacts on English-language proficiency. Specifically, 8. In the reasoning cognitive domain, we find a marginally statistically significant effect, which is likely due to the number of hypothesis tests that we are running (see Table 3).
given that instruction in private-unaided schools in India is delivered in English (see Singh and Sarkar 2015), and our baseline and endline assessments were also in English (rather than in Indian vernacular languages), it seems at least possible that practice exercises may have improved the math achievement of low performers by teaching them English (math) words. We examined this possibility in three ways. First, we calculated students’ proportion-correct scores on the endline assessment for items that did not require them to read words (beyond a short prompt, such as “solve”) and for items without “math vocabulary” words (e.g., “rectangle”), and we estimated the impact of the intervention on each of these separately. Then, we used a confirmatory, two-dimensional item-response theory (IRT) model to scale students’ endline scores by allowing items that did not require literacy and those that did to load onto separate correlated factors, and we estimated the effect of the intervention on the latter. Next, we used a similar IRT model in which all items loaded onto the first factor but those requiring literacy may also load to a correlated factor, and we estimated the effect of the intervention on the former. If initially low achievers only improved because they were “taught” English through practice exercises, they should not have improved (or they should have improved less) on the aforementioned six outcome variables. However, this was not the case. In fact, impacts on these outcomes were indistinguishably close to our main estimates in Tables 2 and 4 (see Table A5).

We did not, however, find compelling evidence of heterogeneous effects by other factors (see Table A6). Female students performed slightly below male students, but the difference was not statistically significant, nor was the interaction between the treatment and female indicator. The effect of the intervention did not vary by the grade in which students were enrolled either. While we observed some variation in the effect of the intervention across schools, we were under-powered to detect statistically significant differences (see Figure A4).

4.4 Average effects on interaction with CAL software

Finally, we considered whether practice exercises impacted the extent to which students interacted with the CAL software. First, given that treatment students were required to attempt practice exercises at the end of each unit but control students were not (see Intervention section), it is possible that the intervention led the former to complete fewer units in the CAL platform than the latter. This would have been problematic because, while we expected practice exercises to positively impact the math achievement of treatment students, we would expect completing fewer units to negatively impact their achievement, so the overall effect of the intervention would have confounded these conflicting influences. We addressed this possibility in the first column of Table A7, where we estimated the effect of the intervention on the number of sessions completed in the CAL platform. Treatment students spent only about 1% more of sessions than control students, and the difference between the two was statistically insignificant. Second, given that we evaluated the effect of practice
exercises by deactivating them for control students during the study period (see Intervention section), it is possible that they compensated for this change by spending more time on the platform than their treatment peers. This would have also been problematic because it would have led us to confound the effect of exposure to practice exercises with the effect of spending time on the CAL platform. We addressed this possibility in the second column of Table A7, where we estimated the effect of the intervention on the total time spent on the platform. Treatment students spent roughly 2.3% more minutes than control students, but again, the difference was not statistically significant. In the third column of the table, we also considered the possibility that the intervention affected the time that control students spent on the platform during each session by estimating the effect of the intervention on the total time spent on the platform, holding the number of sessions constant. Per session, treatment students spent approximately 1.5% more minutes on the platform, but the difference was only marginally statistically significant. In short, we did not find much evidence that the intervention impacted the extent to which students interacted with the CAL software, suggesting that we were not confounding the effects of practice with those of other factors.

5 Conclusion

This paper presents one of the first studies that is sufficiently powered to simultaneously rule out meaningful effects of independent practice for the average and detect non-trivial positive effects for lower-performing students. After only six months of an average of three minutes of practice per day, we find that the lowest-performing students attending private schools that cater to relatively well-off families outperformed their control peers by 0.14 SDs. However, this extra practice had no effect on their average-performing counterparts. These results are robust across sub-group analyses and different schools and cities.

Our study makes an important contribution to three different but related literatures. First and foremost, it identifies an approach to address heterogeneity in students’ preparation for schooling, a frontier challenge in developing countries (see Ganimian and Murnane 2016; Glewwe and Muralidharan 2016). This approach demands far less time from students and teachers than remedial interventions with similar effects (e.g., A. V. Banerjee et al. 2007b). It can be pursued (mostly) after school hours, without requiring that teachers divert from the curriculum, or that they take time away from core subjects to take students to the computer lab—two factors that have frustrated efforts to scale-up similarly effective interventions (see, e.g., Muralidharan and Singh 2019; A. Banerjee et al. 2017). And, conditional on the availability of the requisite hardware and software required for the CAL platform in which it is embedded (in this case, Mindspark) it does

---

9. We use the term “extra practice” to refer to the practice exercises that treatment students, but not control students, were expected to complete during the study period (this was the intervention). As we explain in the Results section, however, control and treatment students spent the same amount of time with the CAL software.
not require any additional setup costs or training. Given the wide reach of the Mindspark software in India and abroad, and the current need to educate students while they are out of school due to the coronavirus, our results suggest that we could be helping a lot more students catch up with their peers by encouraging independent practice.

Second, our study also contributes to the rapidly evolving body of research on private schools in India and in developing countries more generally. While our study is by no means representative of all private-unaided schools, it sheds light on a sector that has received considerably less attention than it warrants in light of its domestic and global share of student enrollment in elementary education. Our study identifies an approach through which at least unaided private schools could improve learning among low performers. Given the low costs of the underlying platform (see Muralidharan, Singh, and Ganimian 2019), we are optimistic that a similar approach could be adopted in aided private schools, which make up the bulk of the sector in South Asia (see Andrabi et al. 2007).

Finally, our study offers an important demonstration of how to leverage the growing penetration of educational software products to run rapid-cycle randomized evaluations that shed light on the merits of intuitively appealing yet largely untested educational strategies while reducing the time and cost required for independent data collection. Perhaps more importantly, it does so in a way that allows researchers to closely monitor students’ interaction with the intervention being tested (in this case, independent practice) and to estimate its effect precisely, not only for the average student, but also for relevant sub-groups. We see this as a crucial contribution to research on education technology, given that many interventions that have been evaluated in this space have yielded disappointing results and would benefit from feedback on their effectiveness (Ganimian, Hess, and Vegas 2020).
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6 Figures and Tables

Figures

Figure 1: Differences between the sequence of exercises completed by students in the study

<table>
<thead>
<tr>
<th>Treatment Group (Student A)</th>
<th>Control Group (Student B)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Students A &amp; B complete a baseline assessment</td>
<td></td>
</tr>
<tr>
<td>Students A &amp; B select the topic “Fractions”</td>
<td></td>
</tr>
</tbody>
</table>
| Students A and B complete learning exercises for Learning unit 1 “Subtraction of fractions”  
e.g., “Peter divides a pizza into 4 equal pieces and eats 3 of them. What fraction of the pizza is left?” [Answer a.]  
a. 3/4  b. 6/8  c. 2/4  d. 1/4 |
| Student A completes practice exercises for Learning unit 1 “Subtraction of fractions”  
e.g., “What is 4/4 − 3/4?” [Answer c.]  
a. 2/4  b. 3/4  c. 1/4  d. 6/8 |
| Students A and B move to Learning unit 2 |
| Students A and B complete an end line assessment |

Note: This figure describes the sequence of exercises completed by students in both experimental groups in the study.
**Figure 2:** Weekly and cumulative time spent on the CAL platform during the study

---

**Notes:**
1. This figure shows the weekly (panel A) and cumulative (panel B) usage of the CAL platform for the median student, by experimental group.
2. This figure includes all students observed at baseline and endline, regardless of whether they used the software (99.9% of students did).
3. Usage is binned by weeks elapsed since the start of the study (on September 11, 2017).
Figure 3: Weekly and cumulative time spent on practice exercises during the study among treatment students

Notes: (1) This figure shows the weekly (panel A) and cumulative (panel B) time spent on practice exercises platform for three groups of treatment students: the median student (i.e., 50th percentile), the 25th percentile, and the 75th percentile, to give a sense of variation in usage in the sample. (2) This figure includes all treatment students observed at baseline and endline, regardless of whether they used the software (99.9% of students did). (3) Usage is binned by weeks elapsed since the start of the study (on September 11, 2017).
Figure 4: Heterogeneous ITT effects on math achievement at endline, by quartile of baseline performance

Notes: (1) This figure shows heterogeneity in the intent-to-treat (ITT) effect of practice exercises on students’ achievement in math at endline (after six months), by within-grade quartile of baseline performance. (2) Both panels account for randomization-strata fixed effects. (3) Bars and whiskers show 90-percent and 95-percent confidence intervals, respectively.
6.1 Tables

Table 1: Balancing checks between experimental groups

<table>
<thead>
<tr>
<th></th>
<th>(1) Control</th>
<th>(2) Treatment</th>
<th>(3) Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>A. Grade-wise distribution (full sample)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Grade 4</td>
<td>0.24</td>
<td>0.25</td>
<td>-0.00</td>
</tr>
<tr>
<td></td>
<td>[0.43]</td>
<td>[0.43]</td>
<td></td>
</tr>
<tr>
<td>Grade 5</td>
<td>0.29</td>
<td>0.28</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>[0.45]</td>
<td>[0.45]</td>
<td></td>
</tr>
<tr>
<td>Grade 6</td>
<td>0.25</td>
<td>0.26</td>
<td>-0.01</td>
</tr>
<tr>
<td></td>
<td>[0.43]</td>
<td>[0.44]</td>
<td></td>
</tr>
<tr>
<td>Grade 7</td>
<td>0.22</td>
<td>0.22</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>[0.41]</td>
<td>[0.41]</td>
<td></td>
</tr>
<tr>
<td>B. Balance tests (full sample)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline score</td>
<td>0.00</td>
<td>-0.03</td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td>[1.00]</td>
<td>[1.01]</td>
<td>(0.02)</td>
</tr>
<tr>
<td>Female</td>
<td>0.53</td>
<td>0.51</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>[0.50]</td>
<td>[0.50]</td>
<td>(0.01)</td>
</tr>
<tr>
<td>N (students)</td>
<td>2234</td>
<td>2227</td>
<td></td>
</tr>
<tr>
<td>C. Balance tests (non-attritors)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline score</td>
<td>0.02</td>
<td>-0.01</td>
<td>0.04</td>
</tr>
<tr>
<td></td>
<td>[1.00]</td>
<td>[1.00]</td>
<td>(0.02)</td>
</tr>
<tr>
<td>Female</td>
<td>0.53</td>
<td>0.52</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>[0.50]</td>
<td>[0.50]</td>
<td>(0.01)</td>
</tr>
<tr>
<td>N (students)</td>
<td>1984</td>
<td>2017</td>
<td></td>
</tr>
</tbody>
</table>

Notes: (1) This table compares students in the control and treatment experimental groups on their grade-wise enrollment and characteristics: it shows the mean and corresponding standard deviations for each variable (in brackets) and it compares both groups including randomization-strata fixed effects, showing its mean difference and corresponding standard errors (in parentheses). Panel A compares grade enrollment. It does not perform significance tests because, due to the stratification strategy, grade enrollment is comparable across groups by design. Panel B compares students’ baseline score and sex (the only two variables collected at baseline) for all students present at baseline. Panel C does the same only for students who were present at baseline and at endline (90% of the total). (2) * significant at 10%; ** significant at 5%; *** significant at 1%.
**Table 2: ITT effect of practice exercises on math achievement at endline**

<table>
<thead>
<tr>
<th></th>
<th>Math (IRT-scaled) score</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
<td></td>
</tr>
<tr>
<td>Treatment</td>
<td>0.014</td>
<td>0.014</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.027)</td>
<td>(0.025)</td>
<td></td>
</tr>
<tr>
<td>Baseline score</td>
<td></td>
<td>0.645***</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.025)</td>
<td></td>
</tr>
<tr>
<td>N (students)</td>
<td>4001</td>
<td>4001</td>
<td></td>
</tr>
<tr>
<td>R-squared</td>
<td>0.512</td>
<td>0.588</td>
<td></td>
</tr>
</tbody>
</table>

*Notes:* (1) This table shows the intent-to-treat (ITT) effect of practice exercises on students’ achievement in math at endline (after six months). Column 1 shows the simple difference in means (including randomization-strata fixed effects); column 2 moreover controls for baseline score. (2) * significant at 10%; ** significant at 5%; *** significant at 1%.
Table 3: ITT effect of practice exercises on math achievement at endline, by content and cognitive domain

<table>
<thead>
<tr>
<th></th>
<th>(1) Numbers</th>
<th>(2) Geometry</th>
<th>(3) Data</th>
<th>(4) Knowing</th>
<th>(5) Applying</th>
<th>(6) Reasoning</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>A. All students</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment</td>
<td>0.002</td>
<td>0.008</td>
<td>0.002</td>
<td>0.004</td>
<td>0.002</td>
<td>0.011*</td>
</tr>
<tr>
<td></td>
<td>(0.004)</td>
<td>(0.005)</td>
<td>(0.006)</td>
<td>(0.005)</td>
<td>(0.004)</td>
<td>(0.006)</td>
</tr>
<tr>
<td>Baseline score</td>
<td>0.077***</td>
<td>0.117***</td>
<td>0.114***</td>
<td>0.065***</td>
<td>0.102***</td>
<td>0.132***</td>
</tr>
<tr>
<td></td>
<td>(0.004)</td>
<td>(0.005)</td>
<td>(0.006)</td>
<td>(0.005)</td>
<td>(0.004)</td>
<td>(0.006)</td>
</tr>
<tr>
<td><strong>N (students)</strong></td>
<td>4001</td>
<td>4001</td>
<td>4001</td>
<td>4001</td>
<td>4001</td>
<td>4001</td>
</tr>
<tr>
<td><strong>R-squared</strong></td>
<td>0.513</td>
<td>0.495</td>
<td>0.405</td>
<td>0.475</td>
<td>0.533</td>
<td>0.501</td>
</tr>
<tr>
<td><strong>B. Low-performing students</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment</td>
<td>0.020**</td>
<td>0.051***</td>
<td>0.013</td>
<td>0.027***</td>
<td>0.022**</td>
<td>0.042***</td>
</tr>
<tr>
<td></td>
<td>(0.009)</td>
<td>(0.011)</td>
<td>(0.012)</td>
<td>(0.009)</td>
<td>(0.009)</td>
<td>(0.013)</td>
</tr>
<tr>
<td>Baseline score</td>
<td>0.088***</td>
<td>0.125***</td>
<td>0.115***</td>
<td>0.076***</td>
<td>0.110***</td>
<td>0.141***</td>
</tr>
<tr>
<td></td>
<td>(0.007)</td>
<td>(0.009)</td>
<td>(0.010)</td>
<td>(0.008)</td>
<td>(0.007)</td>
<td>(0.011)</td>
</tr>
<tr>
<td><strong>N (students)</strong></td>
<td>4001</td>
<td>4001</td>
<td>4001</td>
<td>4001</td>
<td>4001</td>
<td>4001</td>
</tr>
<tr>
<td><strong>R-squared</strong></td>
<td>0.517</td>
<td>0.503</td>
<td>0.408</td>
<td>0.478</td>
<td>0.538</td>
<td>0.506</td>
</tr>
</tbody>
</table>

Notes: (1) This table shows the intent-to-treat (ITT) effect of practice exercises on students’ achievement in each content (columns 1-3) and cognitive (columns 4-6) domain at endline (after six months). All estimations include randomization-strata fixed effects. Panel A provides average ITT effects among all students. Panel B uses interactions (not shown) to report ITT effects among students in a grade-level’s bottom quartile, as per students’ performance on the baseline assessment. (2) * significant at 10%; ** significant at 5%; *** significant at 1%.
Table 4: *Heterogeneous ITT effects on math achievement at endline, by students’ baseline performance*

<table>
<thead>
<tr>
<th></th>
<th>Math (IRT-scaled) score</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
<td></td>
</tr>
<tr>
<td>Treatment</td>
<td>0.014</td>
<td>0.136***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.025)</td>
<td>(0.050)</td>
<td></td>
</tr>
<tr>
<td>Baseline score</td>
<td>0.672***</td>
<td>0.647***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.028)</td>
<td>(0.042)</td>
<td></td>
</tr>
<tr>
<td>Treatment X Baseline</td>
<td>-0.054**</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.025)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quartile 2</td>
<td>0.182***</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.065)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quartile 3</td>
<td>0.198**</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.085)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quartile 4</td>
<td>0.144</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.110)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment X Quartile 2</td>
<td>-0.160**</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.071)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment X Quartile 3</td>
<td>-0.131*</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.071)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment X Quartile 4</td>
<td>-0.193***</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.070)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

| N (students) | 4001 | 4001 |
| R-squared    | 0.588 | 0.590 |

Notes: (1) This table shows the intent-to-treat (ITT) effect of practice exercises on students’ achievement in math at endline (after six months) by baseline performance, either as a continuous score (column 1) or as a set of quartile indicator variables (column 2). All estimations include randomization-strata fixed effects. (2) * significant at 10%; ** significant at 5%; *** significant at 1%.
Appendix A  Additional figures and tables

Additional figures

**Figure A1:** Distribution of math (IRT-scaled) scores by experimental group at baseline

Notes: (1) This figure shows the distribution of scores in the baseline assessment of math for control and treatment students. (2) Scores were scaled using a two-parameter logistic Item Response Theory (IRT) model. (3) This figure includes all students present at baseline and endline.
Figure A2: Percentage of time spent on the CAL platform at home (instead of at school)

Notes: (1) This figure shows a local polynomial smooth plot with confidence intervals, for the number of minutes that the average student spent using the CAL software at home (rather than during school hours) for each day of the study. (2) 95-percent confidence intervals shown with dashed lines. (3) This figure includes all students who used the software on a given day.
Figure A3: Take-up among treatment-group students, by school

Notes: (1) By study school, this figure shows the average number of minutes treatment-group students spent on the software (panel A) and on practice exercises (panel B). (2) Standard errors shown with gray whiskers. (3) School numbers are in alphabetical order of locations, as follows. 1: Ahmedabad, Gujarat; 2: Faridabad, Haryana; 3: Ghaziabad, Uttar Pradesh; 4-5: Kolkata, West Bengal; 6-7: New Delhi, Delhi; 8: Rajkot, Gujarat; 9: Tiruchirappalli, Tamil Nadu.
**Figure A4**: Heterogeneous ITT effects on math achievement at endline, by school

Notes: (1) This figure provides a “caterpillar plot” of ITT effects by school (cf. Hippel and Bellows [2018]). Each black dot refers to the point estimate for a given school. (2) Bonferroni confidence intervals adjust standard errors for multiple hypothesis testing. The black solid line shows the null distribution of “effects” that can be expected due to error. $\tau$ is the heterogeneity standard deviation. $Q$ refers to Cochran’s $Q$ statistic, which follows a $\chi^2$ distribution, and $p$ reports on the corresponding p-value for a test of the null hypothesis of no heterogeneity. $\rho$ estimates the reliability; that is, the share of variance in estimates that is attributable to heterogeneity (rather than error). (3) The estimation controls for student baseline achievement and randomization-strata fixed effects.
Figure A5: Dose-response relationship

Notes: (1) This figure shows heterogeneity in the intent-to-treat (ITT) effect of practice exercises on students’ achievement in math at endline (after six months) by randomization stratum, for all students (panel A) and students in the bottom quartile of baseline achievement within their grade level (panel B). (2) Bars and whiskers show 90-percent and 95-percent confidence intervals, respectively.
### Table A1: Distribution of elementary-education student enrollment by school type in Indian states represented in this study, 2006-2007 and 2017-2018

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Delhi</td>
<td>66%</td>
<td>53%</td>
<td>28%</td>
<td>44%</td>
<td>5.40%</td>
<td>3.40%</td>
</tr>
<tr>
<td>Gujarat</td>
<td>79%</td>
<td>62%</td>
<td>19%</td>
<td>36%</td>
<td>2.80%</td>
<td>2.10%</td>
</tr>
<tr>
<td>Haryana</td>
<td>74%</td>
<td>39%</td>
<td>23%</td>
<td>59%</td>
<td>3.20%</td>
<td>1.50%</td>
</tr>
<tr>
<td>Tamil Nadu</td>
<td>50%</td>
<td>37%</td>
<td>25%</td>
<td>46%</td>
<td>25%</td>
<td>17%</td>
</tr>
<tr>
<td>Uttar Pradesh</td>
<td>70%</td>
<td>46%</td>
<td>30%</td>
<td>42%</td>
<td>5.40%</td>
<td>5.60%</td>
</tr>
<tr>
<td>West Bengal</td>
<td>87%</td>
<td>86%</td>
<td>8.10%</td>
<td>11%</td>
<td>4.90%</td>
<td>0.30%</td>
</tr>
</tbody>
</table>

**Sources:** Central Square Foundation (2020).

**Notes:** (1) Percentages indicate the share of students enrolled in government, private-unaided, and private-aided schools for all states represented in our study.
### Table A2: Share of practice exercises below, at, or above grade level

<table>
<thead>
<tr>
<th>Enrolled grade level</th>
<th>Share of practice exercises...</th>
<th>...two or more grade levels behind</th>
<th>...one grade level behind</th>
<th>...at grade level</th>
<th>...one grade level above</th>
<th>...two or more grade levels above</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grade 4</td>
<td>0.001</td>
<td>0.070</td>
<td>0.422</td>
<td>0.330</td>
<td>0.177</td>
<td></td>
</tr>
<tr>
<td>Grade 5</td>
<td>0.019</td>
<td>0.065</td>
<td>0.407</td>
<td>0.315</td>
<td>0.194</td>
<td></td>
</tr>
<tr>
<td>Grade 6</td>
<td>0.010</td>
<td>0.066</td>
<td>0.881</td>
<td>0.042</td>
<td>0.000</td>
<td></td>
</tr>
<tr>
<td>Grade 7</td>
<td>0.010</td>
<td>0.281</td>
<td>0.632</td>
<td>0.078</td>
<td>0.000</td>
<td></td>
</tr>
<tr>
<td>All grades</td>
<td>0.010</td>
<td>0.113</td>
<td>0.579</td>
<td>0.198</td>
<td>0.099</td>
<td></td>
</tr>
</tbody>
</table>

**Notes:**
1. This table shows the share of practice exercises completed by treatment students during the study by the grade level in which students were enrolled and the grade level in which each exercise was categorized. Specifically, it shows the share of exercises one or two (or more) grade levels below, at grade level, or one or two (or more) grade levels above the enrolled grade of each student. (2) Practice exercises can be mapped to multiple levels. In this table, if an exercise includes at least the student’s enrolled grade level, it is marked as at-level.
Table A3: Cities, schools, assessment, and software-activation dates

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Ahmedabad, Gujarat</td>
<td>25-26 Sep</td>
<td>6-Oct</td>
<td>3-5 Apr</td>
</tr>
<tr>
<td>Faridabad, Haryana</td>
<td>26-Sep</td>
<td>6-Oct</td>
<td>27-28 Mar</td>
</tr>
<tr>
<td>Ghaziabad, Uttar Pradesh</td>
<td>26-Sep</td>
<td>6-Oct</td>
<td>13-14 Apr</td>
</tr>
<tr>
<td>Kolkata, West Bengal</td>
<td>15-Sep</td>
<td>15-Sep</td>
<td>7-9 Mar</td>
</tr>
<tr>
<td></td>
<td>14-Sep</td>
<td>17-Oct</td>
<td>5-7 Mar</td>
</tr>
<tr>
<td>New Delhi, Delhi</td>
<td>21-22 Sep</td>
<td>17-Oct</td>
<td>16-Apr</td>
</tr>
<tr>
<td>Rajkot, Gujarat</td>
<td>20-Sep</td>
<td>22-Sep</td>
<td>15-Mar</td>
</tr>
<tr>
<td>Tiruchirappalli, Tamil Nadu</td>
<td>7-Oct</td>
<td>9-Oct</td>
<td>9, 11-13 Apr</td>
</tr>
</tbody>
</table>

Notes: (1) This table shows the list of sites, schools, assessment, and software activation dates for the study sample. (2) Software activation date refers to the date in which the practice exercises were made unavailable to control students. (3) Schools with multiple baseline and endline dates had multiple grades in the study, which differed on their test dates.
<table>
<thead>
<tr>
<th></th>
<th>(1) Repeated items proportion-correct score</th>
<th>(2) Non-repeated items proportion-correct score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Treatment</td>
<td>0.005</td>
<td>0.002</td>
</tr>
<tr>
<td></td>
<td>(0.004)</td>
<td>(0.005)</td>
</tr>
<tr>
<td>Baseline score</td>
<td>0.089***</td>
<td>0.110***</td>
</tr>
<tr>
<td></td>
<td>(0.004)</td>
<td>(0.005)</td>
</tr>
<tr>
<td>N (students)</td>
<td>4001</td>
<td>4001</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.527</td>
<td>0.491</td>
</tr>
</tbody>
</table>

Notes: (1) This table shows the intent-to-treat (ITT) effect of practice exercises on students’ achievement in repeated items across baseline and endline (column 2) and non-repeated items (column 3) domain at endline (after 6 months). Both estimations include randomization-strata fixed effects. (2) * significant at 10%; ** significant at 5%; *** significant at 1%. 

Table A4: ITT effect of practice exercises on math achievement at endline, by repeated and non-repeated items
## Table A5: ITT effect of practice exercises on math achievement at endline, accounting for whether questions included words / academic language

### A. All students

<table>
<thead>
<tr>
<th></th>
<th>Proportion correct</th>
<th>IRT (separate)</th>
<th>IRT (additional)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1) No words</td>
<td>(2) No acad. lang.</td>
<td>(3) No words</td>
</tr>
<tr>
<td>Treatment</td>
<td>0.000</td>
<td>0.004</td>
<td>0.009</td>
</tr>
<tr>
<td></td>
<td>(0.004)</td>
<td>(0.004)</td>
<td>(0.025)</td>
</tr>
<tr>
<td>Baseline score</td>
<td>0.059***</td>
<td>0.090***</td>
<td>0.610***</td>
</tr>
<tr>
<td></td>
<td>(0.004)</td>
<td>(0.004)</td>
<td>(0.025)</td>
</tr>
<tr>
<td>N (students)</td>
<td>4001</td>
<td>4001</td>
<td>4001</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.434</td>
<td>0.550</td>
<td>0.575</td>
</tr>
</tbody>
</table>

### B. Low-performing students

<table>
<thead>
<tr>
<th></th>
<th>Proportion correct</th>
<th>IRT (separate)</th>
<th>IRT (additional)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1) No words</td>
<td>(2) No acad. lang.</td>
<td>(3) No words</td>
</tr>
<tr>
<td>Treatment</td>
<td>0.017**</td>
<td>0.023***</td>
<td>0.126**</td>
</tr>
<tr>
<td></td>
<td>(0.009)</td>
<td>(0.008)</td>
<td>(0.051)</td>
</tr>
<tr>
<td>Baseline score</td>
<td>0.073***</td>
<td>0.099***</td>
<td>0.622***</td>
</tr>
<tr>
<td></td>
<td>(0.007)</td>
<td>(0.007)</td>
<td>(0.043)</td>
</tr>
<tr>
<td>N (students)</td>
<td>4001</td>
<td>4001</td>
<td>4001</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.436</td>
<td>0.555</td>
<td>0.577</td>
</tr>
</tbody>
</table>

**Notes:** (1) This table shows the intent-to-treat (ITT) effect of practice exercises on math achievement at endline (after six months), accounting for whether questions included words (columns 1, 3, and 5) or academic language (columns 2, 4, and 6). In columns 1 and 2, the outcome is the proportion of students’ correct answer for test questions that do not require students to read words (beyond the prompt “solve”), or to read academic terms (e.g., “rectangle”). In columns 3 and 4, the outcome is a (standardized) factor score from a confirmatory, two-dimensional 2PL item response theory model, where items that do not require literacy load on this factor (and items that do require literacy load on another, separate factor that correlates with the first). In columns 5 and 6, the outcome is a (standardized) factor score from a confirmatory, two-dimensional 2PL item response theory model, where all math items load on this factor (and items that require literacy may also load on another, additional factor that correlates with the first). All estimations include randomization-strata fixed effects. Panel A provides average ITT effects among all students. Panel B uses interactions (not shown) to report ITT effects among students in a grade-level’s bottom quartile, as per students’ performance on the baseline assessment. (2) * significant at 10%; ** significant at 5%; *** significant at 1%.
<table>
<thead>
<tr>
<th></th>
<th>Math (IRT-scaled) score</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
<td></td>
</tr>
<tr>
<td>Treatment</td>
<td>-0.015</td>
<td>0.021</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.036)</td>
<td>(0.050)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>-0.050</td>
<td>-0.022</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.038)</td>
<td>(0.029)</td>
<td></td>
</tr>
<tr>
<td>Treatment X Female</td>
<td>0.054</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.050)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment X Grade 5</td>
<td></td>
<td>-0.011</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.068)</td>
<td></td>
</tr>
<tr>
<td>Treatment X Grade 6</td>
<td></td>
<td>0.042</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.071)</td>
<td></td>
</tr>
<tr>
<td>Treatment X Grade 7</td>
<td></td>
<td>-0.067</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.073)</td>
<td></td>
</tr>
<tr>
<td>Baseline score</td>
<td>0.646***</td>
<td>0.645***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.025)</td>
<td>(0.025)</td>
<td></td>
</tr>
<tr>
<td>N (students)</td>
<td>4001</td>
<td>4001</td>
<td></td>
</tr>
<tr>
<td>R-squared</td>
<td>0.588</td>
<td>0.588</td>
<td></td>
</tr>
</tbody>
</table>

Notes: (1) This table shows the intent-to-treat (ITT) effect of practice exercises on students’ achievement in math at endline (after 25 weeks) for female students (column 1) and students enrolled in different grades (column 2). Both estimations include baseline randomization-strata fixed effects. (2) * significant at 10%; ** significant at 5%; *** significant at 1%.
Table A7: ITT effect of practice exercises on usage of CAL platform

<table>
<thead>
<tr>
<th></th>
<th>Number of sessions completed (log)</th>
<th>Total minutes spent on CAL platform (log)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
</tr>
<tr>
<td>Treatment</td>
<td>0.010 (0.016)</td>
<td>0.023 (0.015)</td>
</tr>
<tr>
<td>Baseline score</td>
<td>0.068*** (0.016)</td>
<td>0.101*** (0.015)</td>
</tr>
<tr>
<td>Number of sessions completed (log)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

N (students) 3999  3999  3999
R-squared 0.477  0.504  0.845

Notes: (1) This table shows the intent-to-treat (ITT) effect of practice exercises on the (natural logarithm of) number of sessions that students completed (column 1), on the (natural logarithm of) minutes they spent on the CAL platform (column 2), and on that same number holding the number of sessions completed constant (column 3). All estimations include randomization-strata fixed effects. (2) The estimations exclude 2 (out of 4,001) students who did not spend any time on the software. (3) * significant at 10%; ** significant at 5%; *** significant at 1%.
Table A8: Robustness of estimation results to standard-error adjustment to account for correlations in student outcomes at the classroom level

<table>
<thead>
<tr>
<th></th>
<th>Main effect</th>
<th>Cont. interact.</th>
<th>By quartile</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
</tr>
<tr>
<td>Treatment</td>
<td>0.014</td>
<td>0.014</td>
<td>0.014</td>
</tr>
<tr>
<td></td>
<td>(0.025)</td>
<td>(0.026)</td>
<td>(0.025)</td>
</tr>
<tr>
<td>Baseline score</td>
<td>0.645***</td>
<td>0.645***</td>
<td>0.672***</td>
</tr>
<tr>
<td></td>
<td>(0.025)</td>
<td>(0.027)</td>
<td>(0.028)</td>
</tr>
<tr>
<td>Treatment X Baseline</td>
<td>-0.054**</td>
<td>-0.054**</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.025)</td>
<td></td>
</tr>
<tr>
<td>Quartile 2</td>
<td></td>
<td></td>
<td>0.182***</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.065)</td>
</tr>
<tr>
<td>Quartile 3</td>
<td></td>
<td></td>
<td>0.198**</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.085)</td>
</tr>
<tr>
<td>Quartile 4</td>
<td></td>
<td></td>
<td>0.144</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.110)</td>
</tr>
<tr>
<td>Treatment X Quartile 2</td>
<td>-0.160**</td>
<td>-0.160**</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.071)</td>
</tr>
<tr>
<td>Treatment X Quartile 3</td>
<td>-0.131*</td>
<td>-0.131*</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.071)</td>
</tr>
<tr>
<td>Treatment X Quartile 4</td>
<td>-0.193***</td>
<td>-0.193***</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.070)</td>
</tr>
<tr>
<td>N (students)</td>
<td>4001</td>
<td>4001</td>
<td>4001</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.588</td>
<td>0.588</td>
<td>0.588</td>
</tr>
<tr>
<td>Clustered s.e.s</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
</tbody>
</table>

Notes: (1) This table shows the estimations from Tables 2 and 4 (average and heterogeneous ITT effects of practice exercises, respectively) with and without adjusting standard errors to account for correlation in student outcomes at the classroom level. (2) * significant at 10%; ** significant at 5%; *** significant at 1%.
Table A9: Robustness of results to systematic attrition

<table>
<thead>
<tr>
<th></th>
<th>Average effect</th>
<th>Lowest quartile</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
</tr>
<tr>
<td></td>
<td>IPW</td>
<td>Lee (lower)</td>
</tr>
<tr>
<td>Treatment</td>
<td>0.015</td>
<td>-0.034</td>
</tr>
<tr>
<td></td>
<td>(0.025)</td>
<td>(0.024)</td>
</tr>
<tr>
<td>N (students)</td>
<td>4001</td>
<td>3965</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.589</td>
<td>0.624</td>
</tr>
</tbody>
</table>

Notes: (1) This table shows the intent-to-treat (ITT) effect of practice exercises on students’ achievement in math at endline (after 6 months). Columns 1-3 show average effects; columns 4-6 show effects among students in the bottom quartile of baseline achievement within their grade level. (2) Columns 1 and 4 show inverse-probability weighted (IPW) estimates; columns 2-3 and 5-6 show Lee (2009) bounds. (3) All estimations include randomization-strata fixed effects and baseline scores (results not shown). Columns 4-6 include, but do not report on, quartile fixed effects and their interactions with the treatment indicator. (4) * significant at 10%; ** significant at 5%; *** significant at 1%.