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Abstract

In this article we respond to a comment by Gerald Auten and David Splinter on our recent working paper. Auten and Splinter’s comment does not challenge the basic argument of our paper about the difficulties in estimating the tax gap at the top of the income distribution with data from random audits alone. Rather, they assert that certain methodological choices created an “inherent upward bias” in our benchmark illustrations of how accounting for the limitations of random audit data affects estimates of the tax gap at the top. We agree that, partly due to data limitations that we point out in our paper, the top tax gap is quantitatively uncertain. However, here we show that principled reasoning and further data analysis contradict the assertions that led Auten and Splinter to argue for an upward bias, and a number of factors ignored by Auten and Splinter suggest that our benchmark estimates of top-end evasion may actually be under-estimated on net. We respond to each of the issues they raised and ultimately conclude that, while it is important to always bear in mind that tax gap estimates are uncertain, our original benchmark estimates are in fact reasonable and conservative.
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1 Introduction

We posted a working paper, entitled “Tax Evasion at the Top of the Income Distribution: Theory and Evidence” as an NBER working paper in March of 2021. The paper was joint work with ourselves and to IRS coauthors, John Guyton and Patrick Langetieg. The main findings of this paper, which remains a working paper subject to revision before publication, are as follows:

1. Data from National Research Program (NRP) random audits, as they exist currently, substantially under-measure tax evasion at the top of the income distribution.

2. Evasion via under-reporting of pass-through business income and via offshore financial accounts are two important forms of evasion at the top that are substantially under-measured by these random audits.

3. These two forms of evasion matter quantitatively for aggregate statistics like total under-reporting and the total tax gap at the top, and top 1% fiscal income shares adjusted for under-reported income.

In May 2021, Gerald Auten and David Splinter circulated a comment on this paper (Auten and Splinter (2021), henceforth AS). The general thrust of this comment is that several of the assumptions we made to arrive at our quantitative benchmark estimates regarding the third point above created an “inherent upward bias” in our estimates of overall evasion at the top of the income distribution. This supposedly in turn led us to over-state the impact of accounting for under-reporting on top 1% fiscal income shares. The comment does not dispute the first two findings above.

In this article, we respond to these assertions. We agree that there is substantial uncertainty about the exact quantitative magnitude of the income tax gap at the top of the distribution, and we thank Auten and Splinter for pushing us to think harder about this uncertainty along a number of dimensions. We tried to convey the uncertainty in our quantitative results via sensitivity analysis in our working paper. Much of the uncertainty is a consequence of the first two findings above: evasion that is difficult to detect by audits is inherently difficult to quantify. However, we argue that our benchmark estimate is not clearly, unambiguously, or inherently biased toward estimating too much evasion at the top. Rather, we show that 1) some issues raised as potential source of upward bias by Auten and Splinter actually reflect unknowns that could bias our estimates in either direction (with no compelling reason to expect bias in a particular direction); 2)
other issues they raise do not stand up to scrutiny, and 3) several factors that they ignore suggest that our current estimates of evasion at the top may be too low. We conclude that while these aggregate statistics are uncertain and further research should attempt to refine them, our benchmark estimates remain a reasonable and conservative illustration of the importance of evasion un-detected by random audits for the tax gap at the top of the distribution and other aggregate statistics.

Regarding broader, ongoing discussions about how to measure the tax gap, we emphasize that nothing in our study contradicts that random audit programs are immensely useful for research on the tax gap. Measuring tax evasion is very difficult. The most popular approach worldwide pins its hopes on random audit data. Random audit data have highly advantageous features: they are representative of the full population and comprehensive in attempting to capture all types of individual non-compliance. The broad lesson of our paper, however, is that sophistication makes it difficult to detect some significant forms of evasion via random audits. Specifically, our paper documents evidence that these limitations apply to NRP random audits as they are currently conducted in the US.\(^2\) The limitations of random audit data stem from the limitations of the underlying audit procedures (and not, for instance, from the random selection of cases). The procedures used in NRP random audits are the same as general audit procedures for most operational audits of individual tax filers, so the same concerns about detecting sophisticated types of evasion could apply to operational audit data, though there are some specialized audit programs that take aim at more sophisticated evasion. The root cause of the difficulty in arriving at quantitative estimates for our third finding above is that there is no available data that retains all the benefits of random audit data and overcomes their limitations in capturing top-end evasion. Until more perfect data may be gathered, perhaps by a more perfect random audit procedure, the best approach available to measuring the tax gap is to supplement random audit data with additional, potentially non-representative or partial data on other forms of evasion. Doing so requires confronting some uncertainty in estimates of the tax gap, especially at the top of the distribution, which we seek to do in a transparent and principled fashion.

In what follows, we divide the specific comments by Auten and Splinter, into three categories and respond to each in turn. The first category involves distributional questions around the procedure called Detection Controlled Estimation (DCE), which is used in official tax gap statistics to account for types of evasion detected by some but not all auditors conducting random audits. The second category concerns how we quantify and distribute evasion in pass-through businesses. These two categories comprise the bulk of the issues raised by AS about our benchmark estimates. We address each of the miscellaneous other issues raised by AS in a residual third category. Finally, we discuss some bigger picture issues, in an attempt

\(^2\)We note that random audits in other countries face similar challenges Alstadsaeter et al. (2019), suggesting that our findings are not entirely unique to the 2006-2013 NRP in the US.
to place our work and this comment in the context of the broader theoretical and empirical literature on tax evasion and inequality.

2 On Detection Controlled Estimation

Overview. A sizable share of the tax gap in official statistics (IRS, 2007, 2016, 2019; Johns and Slemrod, 2010), about one half to two thirds of the tax gap for individual income under-reporting, is attributable to DCE. The core motivation for employing DCE is that there is a sizable difference between estimated evasion detected in an average National Research Program (NRP) random audit versus NRP audits conducted by the most thorough auditors. The most thorough auditors are estimated to find about three times as much under-reporting as the average auditors. Official statistics therefore estimate the total amount of individual income tax assessed in a counterfactual scenario in which the full population were audited by the most comprehensive auditors. Thus total individual income under-reporting and the individual income tax gap are about three times larger than would be suggested from random audits without this adjustment.

The DCE methods we employ are based on Johns and Slemrod (2010), which details the methods used in the 2001 Tax Gap study (IRS, 2007), and applies them for distributional analysis exactly like we have done in our working paper. Specifically, we divide taxpayers into two categories: one group has either reported sole proprietorship income (Schedule C income) or total positive income (TPI) greater than $100,000, and the second group is the complement of the first. Within each group, detected income under-reporting for each type of income is scaled at the micro level by one of two multipliers, depending on whether the income in question is designated “high-” or “low-visibility” income (essentially whether the income is supported by substantial third-party information reporting). Based on estimated auditor effects models, returns with sole proprietorship income or TPI>$100,000 get multipliers of 3.358 for low-visibility income and 2.340 for high-visibility income; returns with no sole proprietorship income and TPI <$100,000 get multipliers of 4.148 for low-visibility income and 2.009 for high-visibility income. Because a large share of detected under-reporting is low-visibility income for those with business income or losses, the 3.358 multiplier applies to a large majority of all under-reporting. Finally, the above apply to detected under-reporting, while we make no DCE adjustments in the case of detected over-reporting (or equivalently we use a multiplier of 1 in these cases). For further details, we refer readers to Johns and Slemrod (2010). For what follows, we refer to this basic approach as the “uniform multiplier” method, because holding the taxpayers group and type of income fixed, all detected under-reporting is scaled up by the same multiplier by DCE adjustments.

3 One concern with this approach is that what we call the “most thorough auditors” might in fact be over-aggressive and assess tax beyond what the law implies. All tax gap statistics are based on auditors’ initial recommended adjustments, without further adjustments for disputes from taxpayers. We acknowledge this concern, but our goal here is to take the official macro amount of the tax gap as given and estimate a reasonable distribution for this amount (and then add evasion that is likely missed at the top).
This approach to DCE was designed to estimate total under-reporting in the full population, but it was not intended for distributional analysis. There is widespread agreement that this creates substantial uncertainty about how to accurately distribute overall DCE adjustments by rank in the income distribution (see our working paper, Johns and Slemrod (2010); DeBacker et al. (2020), and AS). Our main limitation is that we do not observe estimated auditor fixed effects for each return, so we do not apply different multipliers to different tax returns depending on the specific auditor who audited those returns. We dealt with the resulting uncertainty in our working paper by showing results with DCE following Johns and Slemrod (2010), but also making it plain exactly how DCE shaped the benchmark estimates and providing readers enough information to disregard DCE in examining all of the key aggregate statistics if they wished to do so. However, because official estimates of the tax gap include DCE, we opted to include our attempt at distributing DCE adjustments in the benchmark scenario.

Auten and Splinter assert that the uniform multiplier approach over-estimates evasion at the top. They rightly point out that taxpayers with large amounts of detected under-reporting will on average have been audited by more thorough auditors, so they should receive a smaller multiplier than the uniform multiplier method allocates to them. They present a three-person example in which this is the dominant bias with the uniform multiplier approach. However, this potentiality is far from the only source of bias in the uniform multiplier approach. Mainly, there is a countervailing source of bias from the fact that returns with low detected evasion receive a multiplier that is too small. Without more information, there is no compelling reason to expect that the upward biased DCE adjustments will dominate the downward-biased adjustments, as AS imply (without a formal proof). We noted this bi-directional ambiguity in our working paper, as did Johns and Slemrod (2010) and DeBacker et al. (2020).

To understand better why the net direction of the bias is unclear even for estimates of the tax gap for the top 1%, consider a simple example in which there are two types of auditors: very thorough auditors who find 100% of evasion every time and more typical auditors who always find 20% of true evasion. Suppose, purely for illustrative purposes, that the latter group substantially outnumber the former: 90% of auditors are typical types and 10% are thorough types. In this situation, 28% of true population evasion (= 0.1 * 1 + 0.9 * 0.2) is detected by auditors, implying a population multiplier of 3.6. However, the correct multiplier for a given taxpayer would be 1 in the case of a thorough auditor and 5 in the case of a typical auditor.

4In addition, any noncompliance undetected by the most thorough auditors will not be accounted for by DCE. Insofar as that systemic non-detection has a distributional bias, that bias will be compounded by the uniform multiplier approach. Consequently, application of the uniform multiplier approach will dampen the loading of DCE at the very top of the income distribution, where we show in this paper that much of the misreporting goes systemically undetected in the NRP. Empirically, this concern is what makes us suspicious of the the sharp drop-off in estimated rates of under-reporting within the top 1% of the distribution in the DCE-adjusted estimates.

5
To build intuition, suppose further that we know each taxpayer’s rank in the true income distribution. That is, we know ex ante which taxpayers were in the top 1% of the distribution. By assumed random assignment of auditors, we know that 28% of true evasion by the true top 1% of the distribution will be detected by examiners. Multiplying detected evasion in the true top 1% by 3.6 would therefore provide an unbiased estimate of the extent of total under-reporting in the top 1% by true income.

Of course in reality we do not know which taxpayers belong in the top 1% of the true income distribution and we must estimate this. The above logic implies that, maintaining the underlying assumptions under which DCE yields an unbiased estimate for the full population, problematic re-ranking is the sole source of bias here. But it is reasonable to believe in our example that accounting for bias from re-ranking magnifies the extent of downward bias from the uniform multiplier approach. To see why, note that with the uniform multiplier method, highly non-compliant individuals with typical auditors tend to be ranked too low in the distribution (creating downward bias in estimated non-compliance at the top), while those highly non-compliant individuals with thorough auditors will be ranked too high (creating upward bias). With a small share of thorough auditors, the downward bias will dominate the upward bias. The exact magnitude of both biases would of course depend on the joint distribution of income and non-compliance.

Our example illustrates just one reason the direction of the bias is unclear, which is that the distribution of auditor effects is unknown. Another potential reason, which is somewhat outside the scope of the original underlying model of DCE (Feinstein, 1991), is that the effect of auditor quality is plausibly heterogeneous through the income distribution, so that the auditor quality effect is not a true fixed effect throughout the distribution. For example, if thorough auditors are better at detecting under-reporting of financial capital income or complex pass-through business income, while most auditors are equally able to detect under-reporting in sole proprietorships, then DCE adjustments should disproportionately load onto the top of the income distribution, where financial capital and pass-through business income are prominent.

Our intent here is not to claim that the uniform multiplier approach does in fact lead to under-estimation of the tax gap or overall under-reporting of income at the top. We only seek to convey that the sign and magnitude of the bias resulting from the uniform multiplier approach depends on many more factors than the one possibility highlighted by AS, and we see no compelling ex ante reason to believe the approach is “inherently upward biased,” as AS assert.

Nevertheless, given all this uncertainty it is eminently reasonable to conduct some sensitivity analysis,

---

5 Splitting on whether TPI>$100,000 in the definition of groups in the method we use reflects this type of possibility, but one can imagine a number of ways to enrich the method along these lines.

6 In practice very little pass-through evasion is found due to infrequent examination of pass-through business tax returns, as we discuss in Section 3.2 of the working paper. Rarely, auditors do audit pass-through business returns in the course of an NRP audit, and apart from this there are occasional large adjustments without a business level-audit, e.g. disallowances of passive losses due to anti-avoidance rules. So the substantive point here stands.
to see how feasible alternatives to the uniform multiplier approach affect the estimated tax gap at the top, which we turn to now.

**Auten and Splinter’s “Gradient” Method.** AS propose scaling detected non-compliance at the micro level by a gradient of multipliers based on the principle that those with large detected non-compliance should receive smaller multipliers. They implement this using varying multipliers ranging from 8 for those with very little exam-detected under-reporting to 1 for those with the most under-reporting (see their Table A2). AS implement this approach using SOI data with imputed under-reporting based on un-released work in progress (Auten and Langetieg, 2020). Additionally, they implement this approach using overall incomes only: rather than adjust each line-item one-by-one as conventional DCE methods do, they assign multipliers based on the ratio of exam-corrected to reported income, and apply said multipliers to overall income under-reporting.

In Figure 1, we implement AS’ gradient-based multiplier approach on overall income with our micro data from the NRP, and we compare the results to the uniform multiplier estimates employed in our working paper. As AS suggest, this estimation method increases under-reporting in the bottom 95% and decreases under-reporting in the top 1%. We note, however, that the qualitative profile of evasion is similar to the uniform method: estimated under-reporting peaks at just over 20% of true income around the 95th to 99th percentile of the distribution, and then falls sharply within the top 1%. These estimates would imply a reduction in the top tax gap and the top 1%, but only insofar as we accept this steep drop-off in under-reporting within the top 1% - the broader implication of our findings being that one should not necessarily accept this drop-off as fact.

Nevertheless, setting aside the issue of what might be un-detected in the NRP data even by top auditors, Figure 1 does suggest that the uniform multiplier method may be upward biased with respect to evasion at the very top of the distribution. However, we are not content to stop at Figure 1 for two reasons. First, the specific set of multipliers AS used is ad hoc, without empirical justification. Second, they apply gradient-based multipliers to overall income rather than specific line items, which creates some conceptual difficulties. For example, it may be that a taxpayer for whom an auditor only found modest under-reporting

---

7The gradient we use here to replicate their findings comes from the second row of Table A2 in AS. AS also report results for a “steep gradient” and a “flat gradient.” If we adopt these multipliers, we find that the flat gradient leads to far less total under-reporting than the DCE-adjusted population total under-reporting, and the steep gradient leads to far more total under-reporting. When using these alternative gradients, AS then re-scale population non-compliance not to match DCE-adjusted population under-reporting from the NRP data, but rather a different total under-reporting based on a problematic interpretation of NIPA data, which we discuss further in Section 4. Moreover, setting aside the proper population total to re-scale toward, this type of re-scaling itself is problematic, because it mechanically modifies the multipliers applied to individuals’ exam-detected under-reporting in an opaque fashion. In other words, the multipliers actually used to scale exam-detected evasion are not those appearing in the third and fourth rows of Table A2 due to the additional re-scaling to match a lower total amount of under-reporting. Finally, they apparently do not account for the re-ranking effects implied by how re-scaling would modify the multiplier applicable to each individual, which would mechanically flatten the profile of evasion by rank in the income distribution. We therefore focus here on the main “Gradient” multipliers, for which the population total under-reporting is similar to the appropriate population total.
of wage income (e.g. unreported tips), by virtue of being assigned a large multiplier, is implicitly allocated substantial Schedule C evasion. In what follows, to examine these issues systematically, we develop a flexibly parameterized gradient-based method, and we apply this type of approach to overall income and to each line item separately.

**A Parameterized Gradient-Based DCE Method.** We should begin with a principled way to specify DCE adjustments as a function of exam-detected mis-reporting. In part because it has an attractive property which we shall derive shortly, we use the following functional form for the appropriate DCE adjustment as a function of exam-detected under-reporting:

$$\frac{y_{i,DCE} - y_{i,rep}}{y_{i,exam}} = \alpha_{yg} + \beta_{yg} \frac{y_{i,exam} - y_{i,rep}}{y_{i,exam}},$$

where $y_{i,rep}$, $y_{i,exam}$, and $y_{i,DCE}$ are taxpayer $i$’s reported, exam-corrected, and DCE adjusted income, respectively, and $\alpha_{yg}$ and $\beta_{yg}$ are parameters that may be specific to the type of income being considered ($y$) or the group of taxpayers ($g$). When implementing on overall income, similar to AS and Figure 1, we use overall income for $y$ and a single group of taxpayers. When implementing this approach line-by-line
we implement DCE adjustments separately for each type of income, with two groups of taxpayers based
on whether the taxpayer reported Schedule C income or TPI>100k). Note also that equation (1) implicitly
requires that the taxpayer is under-reporting: $y_{i,exam} > y_{i,rep}$. As ever, in the other case we use a multiplier
of 1, i.e. we do no DCE adjustment.

In words, equation (1) implies that the rate of DCE-adjusted mis-reporting is linear in exam-detected mis-
reporting when both are scaled by exam-corrected income. We further require that $\alpha_{yg} \geq 0$ and $\beta_{yg} \geq 0$. It
is straightforward to derive that the multiplier applied to individual $i$’s mis-reporting of income type $y$, i.e.
$m_{iy} \equiv \frac{y_{i,DCE}-y_{i,rep}}{y_{i,exam}-y_{i,rep}}$ is

$$m_{iy} = \beta_{yg} + \alpha_{yg} \frac{y_{i,exam}}{y_{i,exam} - y_{i,rep}}$$

(2)

Importantly, the last term in equation (2) is the inverse of the exam-detected rate of mis-reporting, thus
$\alpha_{yg} \geq 0$ implies that individuals with higher degree of exam-detected mis-reporting will receive smaller
multipliers. This functional form therefore captures the key feature of a gradient-based approach. To disci-
pline the values of $\alpha_{yg}$ and $\beta_{yg}$, we impose that the population DCE multiplier must equal the appropriate
population multiplier – when we do this line-by-line, this multiplier is one of the four multipliers listed
above.

$$E[y_{i,DCE} - y_{i,rep} | i \in g, y_{i,exam} > y_{i,rep}] = M_{gy} E[y_{i,exam} - y_{i,rep} | i \in g, y_{i,exam} > y_{i,rep}]$$

(3)

Multiplying both sides of equation (1) by $y_{i,exam}$, taking expectations, and applying equation (3), we obtain
the following restriction on $\alpha_{yg}$ and $\beta_{yg}$

$$M_{gy} = \alpha_{yg} \frac{E[y_{i,exam} | i \in g, y_{i,exam} > y_{i,rep}]}{E[y_{i,exam} - y_{i,rep} | i \in g, y_{i,exam} > y_{i,rep}]} + \beta_{yg}$$

(4)

Equation (4) allows us to reduce the parameter space to a single dimension that nests all possible imple-
mentations of equation 1 that keep population DCE totals fixed. With a little bit of work, we find that the
functional form for DCE adjustments in equation (1) and the restriction in equation (3) are jointly equivalent
to the following re-parameterization, for a single parameter $p$:

$$\frac{y_{i,DCE} - y_{i,rep}}{y_{i,exam}} = M_{gy} \frac{p M_{gy} E[y_{i,exam} | i \in g, y_{i,exam} > y_{i,rep}]}{E[y_{i,exam} - y_{i,rep} | i \in g, y_{i,exam} > y_{i,rep}]} + \left(1-p\right) \frac{E[y_{i,exam} - y_{i,rep} | i \in g, y_{i,exam} > y_{i,rep}]}{E[y_{i,exam} | i \in g, y_{i,exam} > y_{i,rep}]},$$

(5)

where $\alpha_{yg} \geq 0$ and $\beta_{yg} \geq 0$ imply that $p \in [0,1]$.\(^8\) Equation (5) has some appealing properties, because

\[^8\text{In theory we could use different values of } p \text{ for different } y \text{'s or } g \text{'s, but in practice when implementing line-by-line we assume the same value of } p \text{ for all types of income and groups of taxpayers, so that the only thing that is group or income-type specific is the} \]
we can view the DCE adjustment applicable to a given taxpayer as a weighted sum of 1) exam-detected mis-reporting for that taxpayer, and 2) average exam-detected mis-reporting in the population, both scaled by the appropriate population DCE multiplier. Implicitly, then, the parameter \( p \) encodes the reliability of exam-detected mis-reporting as a signal of total mis-reporting, exam-detected and non-exam-detected, in a fashion that is at least aesthetically similar to an Empirical Bayes estimator (Efron and Morris, 1975). When \( p = 1 \), or equivalently when \( \alpha_{yg} = 0 \), we obtain the uniform multiplier approach; when implementing this approach line-by-line we therefore obtain identical results to the uniform multiplier approach when \( p = 1 \).

**Results.** Panel 2a of Figure 2 shows our results from implementing this parameterized gradient-based DCE on overall income, for various values of \( p \). Panel 2b of Figure 2 shows the same results implementing this approach line-by-line.

We observe that as in Figure 1 and AS, implementing this approach to DCE on overall income tends to decrease the estimated rate of evasion in the top 1%. The numbers AS used in their gradient specification resemble our results with perhaps \( p \approx 0.8 \). At relatively small values of \( p \), a re-ranking effect causes a reversal of the decline in evasion rates within the top 1% at the very top of the distribution, but at such low values of \( p \) the multipliers applied to those with very little exam-detected under-reporting reach somewhat extreme levels so we do not suggest taking these values very seriously.

In sharp contrast, when implementing this approach line-by-line, we observe in Panel 2b of Figure 2 that the implied bias from the uniform multiplier approach goes in the opposite direction. For \( p < 0.75 \) or perhaps slightly lower, these results would imply that the sources of upward and downward bias in the uniform multiplier approach are almost exactly offsetting, while for smaller values of \( p \) the uniform multiplier approach leads to a downward-biased estimate of top 1% evasion. This occurs for two reasons, which are related to our discussion above. First, individuals at the top of the distribution with relatively little detected under-reporting are allocated larger adjustments of some types of income, and second, the use of line-by-line adjustments allocates under-reporting for a given type of income to relatively fewer individuals, which strengthens the re-ranking effect. For example, Schedule C DCE adjustments are only applied to those found under-reporting Schedule C income by examiners, rather than potentially being applied to any taxpayer found under-reporting overall income in Panel 2a. This implies a stronger re-ranking effect (see also the discussion around Figure 4 below). As before, we caution readers of making too much of the estimates for very low values of \( p \) due to the extreme multipliers implied by such an approach for some taxpayers.

9We conjecture that the resemblance of equation (5) to an Empirical Bayes estimator is not merely aesthetic, but we have not developed a deeper theory of DCE adjustments that admits an Empirical Bayes type interpretation of the parameter \( p \).
**Figure 2: Parameterized Gradient-Based DCE Method**

(a) Overall income

(b) Line-by-line
In summary, the bias in the uniform multiplier approach applied by this sensitivity analysis tends in opposite directions depending on whether the adjustment is applied to overall income or line-by-line. But the method that seems to us closest in spirit to the underlying model and to the manner in which DCE adjustments are computed in official statistics – a line-by-line adjustment for two distinct groups of taxpayers – suggests that the uniform multiplier approach implies negligible or slight downward bias in estimated top 1% under-reporting.

Finally, we report the results of one simpler sensitivity check on the distribution of DCE adjustments, which is motivated by the primary concern expressed by AS and DeBacker et al. (2020) with the uniform multiplier approach: individuals with very large exam-detected evasion are allocated too much un-detected evasion. To address this specific concern in a simpler fashion, we apply a multiplier of 1 to large adjustments (i.e. no DCE adjustment) and scale up the multiplier for others to keep total DCE adjustments fixed. Specifically, we rank taxpayers by their exam-detected mis-reporting rate \( E_{iy} \equiv \frac{y_{i, exam} - y_{i, rep}}{y_{i, exam}} \). We again specify a parameter \( p \in [0, 1] \) where \( p = 1 \) will nest the uniform multiplier method. But here we assign a multiplier of 1 to the fraction \( 1 - p \) of taxpayers with the largest values of \( E_{iy} \), and to everyone else we assign a constant multiplier that ensures that total mis-reporting for income type \( y \) in both groups \( g \) satisfies equation (3). Thus a fraction \( 1 - p \) of the population with the largest exam-detected rates of evasion for a particular type of income get a multiplier of 1, and the remaining \( p \) fraction get a multiplier larger than the uniform multiplier approach would use. The former group will be allocated much less evasion than the uniform multiplier method would suggest, while the opposite is true for the latter group. We implement this approach line-by-line for the same two groups of taxpayers as above.

The results of this final, simple sensitivity check are in Figure 3. Just like in Panel 2b of Figure 2, these results suggest that the uniform multiplier approach represents a downward-biased estimate of top 1% evasion. Even when explicitly targeting the main concern expressed by AS and others for a source of upward bias with the uniform multiplier approach, the fact that individuals with less exam-detected under-reporting must be allocated larger DCE adjustments to keep population totals fixed, i.e. that we must account for sources of downward bias as well, dominates the potential source of upward bias here. Within the top 1%, however, we observe that the estimate for the top 0.01% decreases by a few percentage points for some values of \( p \), while evasion in the rest of the top 1% increases. Thus in the very top bin there may be scope for some upward bias in the uniform multiplier method through the channel AS describe, but the source of downward bias dominates for the rest of the top 1% in these scenarios.

\[10\] Note that this approach implicitly assumes \( y_{i, exam} > 0 \), so that \( E_{iy} > 0 \) for any under-reporting taxpayer. For simplicity, we assign a multiplier of 1 to situations where \( y_{i, exam} < 0 \). The parameter \( p \) represents the fraction of the population with positive \( y_{i, exam} \) who are assigned the larger multiplier. We find that virtually any alternative way of handling the negative values of \( y_{i, exam} \) (e.g. using absolute values for negatives, using the difference in the inverse hyperbolic sine of exam and reported income for \( E_{iy} \)) leads to very similar results.
Summary. The results of our sensitivity analysis underscore our central claim here: there is no compelling reason to expect that the uniform multiplier approach must be downward biased with respect to the rate of evasion at the top of the distribution. We reject the assertion by AS that our use of this approach created “inherent upward bias” in our benchmark scenario (or other scenarios incorporating DCE). We conclude that despite significant uncertainty and multiple sources of potential bias here, our use of the uniform multiplier method is a reasonable and simple means of allocating DCE adjustments through the income distribution.

One additional limitation that bears mentioning is that, in all the approaches to distributional DCE applied by ourselves and by AS, DCE adjustments are only allocated to those found under-reporting by examiners. In reality, some un-detected evasion may be more appropriately allocated to those found to over-report income by examiners or those with no adjustments by examiners. How accounting for this possibility would affect the estimated concentration of evasion is ambiguous for similar reasons as those discussed above. We note that at least for a sizable share of total under-reporting, this issue is not quite so restrictive as one might guess. The majority of exam-detected under-reporting is under-reporting of Schedule C income, and a large share of those with Schedule C income (over 65%) are in fact found to under-report that income, suggesting that it is appropriate to allocate a large amount of DCE adjustments to Schedule C income to those found under-reporting in exams. We also note that according to documentation in official...
tax gap studies, recent innovations to DCE have attempted to address this issue, and to simulate micro-level DCE in a more systematic fashion (IRS, 2019). At present we have been unable to implement these newer methods with what is available to us, but we are exploring our options and may implement some newer methods in further revisions of our paper.

Finally, we emphasize that neither the uniform multiplier method nor any of the alternatives discussed above are definitive, perfect, or clearly unbiased for distributional questions. We hope that future research will be able to derive from first principles a distributional approach to Detection Controlled Estimation, which accounts for the importance of re-ranking, heterogeneity in exam-detected and undetected evasion and in the composition income, and the plausibly heterogeneous effect of auditor quality through the distribution. This is a challenging and important methodological question.

3 Quantifying Pass-Through Evasion

Review of Findings from Random Audit Data. An essential motivating fact for our analysis of NRP random audits is that when an auditor conducting a random audit of an individual tax return encounters pass-through business income (from S corporations or partnerships), the auditor only proceeds to audit the pass-through business return (the Form 1120-S or Form 1065) in less than 4 percent of cases. Consequently, pass-through business evasion is substantially under-measured in random audit data. Before DCE, just 4.6% of pass-through business income is estimated to be under-reported in the random audit data, of which 2.7% (58% of total estimated pass-through evasion) comes from the 4% of cases where business-level returns were examined. This low rate of under-reporting compares to a 37% rate before DCE for sole proprietorships. In our benchmark scenario, we therefore proposed adjustments to overall estimated under-reporting and the tax gap to account for missing pass-through evasion. Because pass-through income is highly concentrated at the top of the income distribution, most of these adjustments plausibly belong at the top of the income distribution.

Because we have almost no data on pass-through evasion, we make three assumptions to do these adjustments quantitatively. First, we need to determine just how much pass-through evasion to include, i.e. what fraction of true pass-through income is under-reported. Second, we need to distribute these adjustments in some way by rank in the (true) income distribution. Third, we need to adjust for double-counting between random audit estimates and our assumed overall levels of pass-through evasion. AS argue that the assumptions we made each step of the way led us to over-state pass-through evasion in the top 1% of the distribution.
The Rate of Pass-Through Evasion. The first question we confront is the rate of under-reporting for pass-through business income. Based on various estimates of rates of evasion for different types of business income, we chose to assume that 20% of pass-through business income was under-reported. We arrived at the 20% figure from the following: the sole prop under-reporting rate before DCE is 37%; IRS (2016) puts the C corp tax gap at 18% of true tax; a 2003-2004 random audit study by Johns (2009) estimates a net mis-reporting rate of 12 to 16% of true income without any DCE-type adjustments. We opted for a rate above that of C corps but well below sole proprietorships. We reduced this rate from 20% to 12% (and increased it to 28%) in sensitivity checks.

AS point out that more recent estimates suggest a slightly lower rate for C corporations of perhaps 15%, and combined with the findings of the S corp study above they suggest that a rate of 15% is more appropriate. We note that this is within the scope of the existing sensitivity analysis, but continue to believe that 20% was already reasonably conservative, for several reasons.

Most importantly, on inspection the figures from Johns (2009) we quoted in the paper from the S corp random audit data correspond to a slightly different quantity than the quantity of interest for our purposes. These figures were estimating:

\[
\frac{\text{total under-reporting of net business income (net of over-reporting)}}{\text{total abs(true net business income)}}
\]

while the under-reporting rate for our purposes should include true total S corp net business income in the denominator, i.e.

\[
\frac{\text{total under-reporting of net business income (net of over-reporting)}}{\text{total true net business income}}
\]

Based on our own analysis of the data from this random audit program, we replicated the totals in Johns (2009) precisely, and then estimated the revised parameter of interest for our analysis. Accounting for this issue increases the estimated under-reporting rate to 19% of true net business income.

Two additional factors suggest that our 20% under-reporting rate is quite conservative. First, these esti-

---

11Presentation slides on this work are available at: https://www.irs.gov/pub/irs-soi/09resconawardscorp.pdf.
12Official tax gap statistics often use absolute values of negative amounts, as is done here. This is a fine way to account for negative dollar amounts, but it was not the right empirical quantity for our purposes here.
13One issue noted by Johns (2009) is that there are substantial corrections that increase deductions for owner compensation in the S corp random audits, due to reasonable owner compensation rules to combat SECA tax avoidance. Corrections to the deduction for owner compensation will be offset by increases in wage income on individual owners’ tax returns, so including increases to these deductions in an estimate of the mis-reporting rate under-states the true amount of under-reporting of net business income. Our preferred 19% figure excludes corrections to owner compensation deductions, which increases the mis-reporting rate by about 4 percentage points. We agree with Johns (2009) that we should exclude corrections to owner compensation in the numerator of the mis-reporting rate, because these constitute line switching on the owners’ individual tax return. Whether we ought to exclude these corrections in the denominator is less clear, but it makes little difference: the estimated mis-reporting rate is 18.5% when excluding these corrections in the denominator and 19.4% when including them.
mates based on the S corp random audits did not include any DCE-type adjustment for undetected evasion. Even a modest adjustment, let alone the multipliers in excess of 2 suggested by individual tax gap estimates, would imply a mis-reporting rate well in excess of 20%. Second, while we do not have similar random audit data on partnerships, suggestive evidence in Cooper et al. (2016) and conversations with a number of practitioners lead us to believe that partnerships are less compliant overall than S corporations.\textsuperscript{14} Thus, if 19\% is a conservative under-reporting rate for S corporations, which earn about two thirds of S corporation plus partnership business income, then 20\% is conservative for both S corporations and partnerships combined.

**The Distribution of Pass-Through Evasion.** Given a total amount of pass-through evasion in dollars of under-reported income, we next turn to how to distribute this total through the income distribution. Our basic approach, detailed in Section 3.2.2 of the paper, is to assume that un-reported pass-through income is distributed like reported pass-through income. For example, if the top 1\% by reported income earns 70\% of reported pass-through business income, we assume that the top 1\% of the true income distribution earns 70\% of unreported pass-through business income.

Contrary to how AS describe this approach in their critique, none of the above implies that taxpayers with high reported incomes are especially non-compliant. As we note elsewhere in the paper, reported incomes are positively selected on compliance: more compliant taxpayers will have higher reported incomes, holding all else fixed. Due to re-ranking effects, however, which are plausibly substantial given the dollar amounts involved, assuming unreported pass-through income is distributed like reported pass-through income is different from allocating unreported pass-through income to specific individuals in proportion to their reported pass-through income. The latter would be biased, but it is simply not our method. Thus we reject AS’ assertion that there is any mechanical bias in our approach from the fact that reported incomes are positively selected on compliance.

**Reported Losses.** Ambiguities with our basic approach to distributing pass-through under-reporting do arise because the bottom 10\% of the income distribution has negative total net pass-through income. We opted to assign zero pass-through under-reporting to the bottom 10\%, rather than a negative amount of under-reporting (i.e. over-reporting). We allocate the macro total for pass-through under-reporting among the remaining 90\% of the distribution, assuming this is distributed like reported net business income, which is positive in aggregate in each bin in the top 90\%. Economically, the assumption here is that after correcting under-reporting, under-reporters with reported pass-through losses will have positive corrected true

\textsuperscript{14}Our conversations with practitioners also led us to believe that there is likely substantial heterogeneity in the character of partnership under-reporting by the type of partnership, and much more ambiguity in the lawfulness of some tax positions adopted via partnership structures. We have limited data to speak to these factors empirically and hope that future research can quantify them.
income, i.e. that re-ranking pulls these taxpayers out of the bottom 10%.

We argue that this is a reasonable means of dealing with negative business incomes. Economically, there are two potential types of pass-through under-reporting for taxpayers with reported pass-through business losses. First, the taxpayer claims a large loss when true business income is zero or positive. For example, auditors often disallow large losses entirely due to one of several anti-avoidance rules. Second, the taxpayer claims slightly larger losses when true business income is still a loss. For example, a taxpayer owning a business with true losses in a given year might claim some non-eligible expenses. If the first type is the predominant form of pass-through under-reporting, simulations suggest our approach is reasonable. We showed that taxpayers with reported business losses are generally re-ranked to the top of the income distribution if those losses are randomly replaced by zero to simulate this form of non-compliance (see Figure A12 of the paper).

The second type, however, we assume to be negligible for the purposes of distributing pass-through non-compliance. The scope for bias from ignoring this type is mechanically very small. To understand why, first consider that aggregate losses for those with negative incomes are about 10% of total net pass-through business income in non-recession years. The total amount of the second type of non-compliance must be mechanically smaller than 10% of total net pass-through income, likely much smaller. For illustration, suppose losses were over-stated by 20% by all tax-payers with reported losses (and the first type of under-reporter is nonexistent). Then about 2% of total pass-through business income is non-compliance attributable to these types of taxpayers, or 5% of our assumed total pass-through under-reporting. In reality, the share of under-reporting that belongs at the bottom by true income is likely even smaller. For instance, in NRP data on sole proprietorships (before DCE), we estimate that 14% of all sole proprietorship under-reporting is attributable to taxpayers with reported losses, but just 1.2% of under-reporting is attributable to those for whom exam-corrected income is a loss. All this suggests that a negligible amount of total under-reporting would be mis-allocated through this channel.\textsuperscript{15} We view this as well within our margin for error, given the lack of an obvious better way to handle the negative income issue and the other, bigger sources of uncertainty here.

\textsuperscript{15}Re-ranking effects, especially for taxpayers with large disallowed losses, also lower the implied marginal tax rate on under-reported income in our results. AS note that the implied marginal tax rate at the very top of the distribution is sometimes low in our Tables. Part of this stems from this re-ranking issue, part from the low rate on long-term capital gains and qualified dividends, and part from a conservative specification of marginal tax rates to map DCE income adjustments into tax liabilities, which we employed in the working paper when doing DCE adjustments. Specifically, we applied the marginal tax rate applicable to exam-corrected income (including preferred rates for long-term capital gains and qualified dividends) to the micro DCE adjustments to income under-reporting. Using a more precise tax calculation for micro-level DCE adjustments would increase the estimated tax gap at the top without affecting estimated income under-reporting, but the increase in the tax gap would be solely due to the re-allocation of DCE adjustments to higher tax brackets. We opted to be conservative on this point in the paper. This choice makes little difference for most of the distribution, but it decreases the average MTR in the very top bins by a few percentage points. We discuss some additional issues related to taxpayers with reported losses in Section 5 below.
Double Counting. Even though it came from audits of just 4% of owners, detected business-level under-reporting did account for 58% of the (relatively little) pass-through non-compliance that was detected by examiners in the full population estimates. Including this business-level under-reporting from NRP-based estimates and our pass-through adjustments together would create double counting. Moreover, the magnitude of the potential double counting multiplies three-fold when we also incorporate DCE adjustments. When we combine our pass-through under-reporting adjustments with NRP estimates, we therefore remove 58% of NRP pass-through under-reporting from NRP estimates, with or without DCE. The net effect of the pass-through adjustment plus the double-counting adjustment is to allocate a larger share of under-reporting to the top 1% than if we performed the pass-through adjustments without the double counting adjustment. This fact is the sole cause of the phenomenon documented in Table 3 of AS. AS contend that we should respect the distributional information in the NRP-DCE estimates, and therefore they characterize what we have done here as allocating too much under-reporting to the top 1%. We agree that we discard the distributional information in the NRP-DCE estimates, but in light of everything discussed above, especially the uncertainty around DCE and re-ranking, we view this as a reasonable approach.

We are skeptical of the alternative approach suggested by AS, which is to somehow use the individual NRP data to empirically discipline the distribution of pass-through non-compliance overall. The reason this approach is not credible is the same reason we incorporated pass-through adjustments in the first place: only 4% of returns with pass-through business income are examined at the business level. There is every reason to believe that this 4% is a highly selected sub-sample, where the selection process could involve 1) the simplicity of the business return, 2) whether the audited 1040 taxpayer was the sole owner of the business, 3) whether the auditor has access to the records of the business, 4) anything suspicious or incidental that motivated the auditor to audit the business return, and 5) the thoroughness of the auditor. With all these potential margins for selection and just a 4% sub-sample, and all the uncertainty created by DCE adjustment on top of this, there is no credible method to extract distributional estimates of pass-through under-reporting from these data.

Summary. As with DCE adjustments, we acknowledge that there is uncertainty about the extent and distribution of pass-through under-reporting. In the absence of further evidence, the method we used in our benchmark estimates, a conservative rate of under-reporting and an allocation based on the concentration of reported pass-through business income, seems reasonable. But we welcome further research on this question, which could be used to refine our estimates. For our part, we agree with AS that it would be particularly useful to empirically discipline where in the corrected income distribution one ought to distribute pass-through under-reporting. Our ongoing work attempts to speak to this question using data from the
2003-2004 S corp random audit study. We are analyzing these data now, and may use them to refine our estimates in future revisions of the working paper.

4 Minor Issues

In this section, we respond to some more minor points raised by Auten and Splinter in their comment. Each of these is unrelated to the others.

National Income Comparisons. In their critique of our application of DCE, AS state that our estimates from the NRP with DCE “appears to exceed amounts in national income by about one half.” They suggest that this implies we must be over-estimating evasion.

Most importantly, as we noted in the paper, the estimate of the total tax gap for individual income tax filers that we obtain from the random audit data (before adjustments for sophisticated evasion) matches official estimates, and reported-income aggregates in our data match SOI tables on reported incomes. We sought to match what prior studies of the tax gap had done in our benchmark scenario. Contrary to other work in Piketty et al. (2018) and Auten and Splinter (2019), we are not estimating the distribution of national income and therefore do not calibrate our estimates to national income.

Nevertheless, it is useful to better understand what is going on here. First, NIPA statistics make explicit adjustments for under-reporting on tax forms for just two types of income: wage income and non-farm “proprietor income,” which corresponds to sole proprietor and partnership income. For these two, NIPA includes an adjustment for under-reporting based on IRS tax gap statistics. For proprietor income, in 2012, NIPA uses $561 billion in under-reporting, while our data suggest $630 billion ($592 billion for sole proprietorships plus about $40 billion for partnerships). For wage income, NIPA uses $75 billion in under-reporting and we estimate $53 billion. These totals could be slightly different for a few reasons: the wage difference is almost surely due to additional wages included in NIPA for non-filers, while other differences could arise due to the use of different waves of NRP data or differences in DCE methods. But plainly these two income categories are not the culprit for the large “discrepancy” described by AS.

The difference between our total and the one AS derive from NIPA statistics must therefore be due to other components of income besides proprietor and wage income. Here, however, the comparison to NIPA data is far less straightforward than AS assume. For these other types of income, NIPA does not draw on individual tax return (Form 1040) data, and its definitions of income can be different from what would appear on the 1040. Differences between NIPA totals and 1040 totals here reflect not simply under-
reporting of income on tax forms, but the different data sources and differences between the definition of taxable income and NIPA’s definition of economic income. For S corp income, for example, 1040 income is net of Section 179 depreciation, but NIPA income is gross of Section 179 (because Section 179 bonus depreciation is more generous than economic depreciation). Attributing the difference between 1040 totals and NIPA totals for these types of income to tax evasion, which AS do in their comment and in Auten and Splinter (2019), is therefore problematic. It is not clear that the NIPA totals do include under-reported income for some or all of these types of income, nor is it clear what portion of the difference between NIPA and 1040 totals reflect differences in definitions rather than under-reporting.\textsuperscript{17}

That NIPA aggregates in national income may imply less under-reporting than official tax gap statistics (and our estimates) raises some interesting questions for future work. However, we see little reason to revise our estimate of total under-reporting dramatically downwards on account of this issue. Doing so would bring our estimates in conflict with official estimates of the individual income tax gap, while a central objective of the paper is to start from official estimates and then propose an adjustment for sophisticated evasion.

**On Offshore Evasion.** We state in the paper that our estimates for offshore wealth reflect a time before the enforcement that started in 2008 and culminated in FATCA (see Johannesen et al. (2020) for a description of this enforcement). Mapping the offshore estimates to today’s policy environment would require knowledge of 1) how much enforcement curbed offshore evasion, and 2) the extent to which those who previously evaded via offshore wealth substituted toward other forms of evasion. We do not have good data on either of these questions. As a result, we chose to try to simply give readers an appreciation for how much this might matter in sensitivity analysis (see e.g. Figure 5b/A6, Figure A17, and the surrounding discussions). The changes AS propose to account for this issue are more modest than those we illustrated in the existing sensitivity analysis.\textsuperscript{18}

**Re-ranking and Reported Losses.** AS point out that a substantial amount of under-reporting is attributable to taxpayers with reported losses, i.e. negative reported incomes. In our figures on estimated total under-reporting as a share of total corrected income by rank in the corrected income distribution, we omit economic income, 1065S + adjustments for economic income, respectively).\textsuperscript{17} We also note that a non-trivial share of estimated under-reporting belongs to categories of income that do not belong in national income, like net operating loss carry-forwards. Relatedly, AS suggest decreasing the fraction of wealth concealed to 80\% of the total rather than 95\%, based on some discussion of this issue in Zucman (2015). A change of roughly this magnitude would result in a modest adjustment of the totals, much more modest than the sensitivity analysis already done in the paper. In a footnote, AS also raise the question of whether wealth held by tax-exempt non-profits could contribute to our estimated total offshore wealth in havens. Non-profit organizations with endowments, like universities, do make substantial offshore investments. But because they report on their assets directly to the government, these non-profits do not contribute to the assets-liabilities gap used to estimate total offshore wealth in tax havens in Zucman (2013) and Alstadaeter et al. (2018), so they do not contribute to our estimate.\textsuperscript{18}
the bottom 10% because the denominator of the statistic of interest is negative in this part of the distribution, making it difficult to interpret. We should clarify that while much non-compliance is indeed attributable to those with reported losses, omitting the bottom 10% from most of our figures omits a negligible share of total under-reporting due to re-ranking effects. As we alluded to above, the vast majority of under-reporting taxpayers with reported losses end up re-ranked higher in the distribution, i.e. they have positive corrected income (see also Figure A3 of the paper). Such individuals’ non-compliance is therefore included in our key figures even excluding the bottom bin. When we report the shares of total under-reporting, total income, or total tax by (corrected) income rank, we do include the bottom 10%, allowing us to see how much this matters. Depending on the specification, we observe that the bottom 10% by corrected income accounts for 0.7 to 1.6 percent of all under-reporting (see Table 2 of the paper), and an even smaller share of taxes paid or unpaid (See Table A7 of the paper).

Having responded to the specific issues raised by AS, we next conclude by revisiting the bigger picture.

5 The Bigger Picture.

As discussed in the introduction, measuring the full extent of tax evasion is difficult. On this point seemingly everyone agrees. A lack of perfect data capturing all forms of evasion means that we must confront some uncertainty in estimates of the tax gap. In our view, there are a number of sources of uncertainty when it comes to evasion at the top of the distribution specifically; some are mentioned by AS and some are not. Our objective in constructing our benchmark estimates was to convey how accounting for un-detected evasion would affect macroeconomic statistics. We believe the decisions we made led to a reasonable and conservative set of estimates. We welcome criticism of these assumptions and attempts to refine them, and we wish be as transparent as possible in order to facilitate this.

Here, in our view, are the main issues creating uncertainty in the benchmark estimates:

1. There may be forms of under-detected sophisticated evasion other than the two we include – i.e. other than pass-through businesses and offshore finance. For example, we do not directly account for a number of known schemes involving charitable contributions.19

2. The rate of evasion for pass-through business income is uncertain. (see Section 3 above.)

3. The rate of evasion for financial capital income flowing through pass-throughs is also uncertain. (see Section 3.2 of the paper).

19We note that some of these issues would only matter for under-payment of tax and not under-reporting of income, as e.g. charitable contribution deductions are not a component of income.
4. The concentration of pass-through evasion at the top is uncertain. Partnership complexity and control over pass-through businesses is rising with income at the very top, which may increase opportunities for evasion.

5. In mapping these estimates to today’s environment, we ignore any behavioral response to recent, large drops in audits of wealthy individuals & pass-throughs. The magnitude of such a response is not well-understood but it is probably not negligible.

6. The size of total offshore evasion, and how much recent enforcement has curbed it, are uncertain. This point we tried to address in sensitivity analysis in the paper, see Figure 5b/A6, Figure A17, and the surrounding discussions.

7. The proper allocation of DCE adjustments is uncertain. Here much uncertainty remains, but we argue based on Section 2 that the approach in our working paper was reasonable.

Roughly speaking, on 1 through 5 we take in our view a rather conservative stance. On 6 and 7, we acknowledge more uncertainty, and in our paper we try to be reasonable and transparent about how these things matter. Still, on all of the above, more research is needed. We hope the findings of our paper will motivate research along these lines.

**What about theory?** In the face of such data limitations, perhaps a return to theoretical reasoning would help us make progress. What would a theory of tax evasion predict about the relationship between the share of income under-reported and true income?

In the classic Allingham and Sandmo model, the answer to this question turns on risk preferences, specifically on relative risk aversion. Under constant relative risk aversion, the share of true income under-reported is constant over true income. Evading tax entails a (financial) risk in this model, and the taxpayer’s appetite for financial risks determines what fraction of income they would like to put at risk. Under constant relative risk aversion, that fraction does not change as the taxpayer gets richer. If anything, we would expect that relative risk aversion is decreasing at very high incomes, in which case the share of income under-reported would increase with true income. Intuitively, in this case taxpayers’ appetite for risk grows as they get richer, so they take more risks. We show in the paper that in this framework, high-income individuals will also tend to adopt concealment strategies to lower their probability of detection, which would enable higher quantities of under-reporting at higher incomes. Naturally, all this presumes that main the down-side risk of evasion entails a financial loss and not prison time. But this is realistic for the vast majority of cases (see IRS (2020)).
One important limitation of the Allingham and Sandmo framework, however, is the absence of an accounting for third-party information (Kleven et al., 2011). In models with third-party information reporting like that of Kleven et al. (2011), the share of income evaded depends not only on risk preferences, but also on the share of income reported by third parties to the IRS. To understand how this might matter, we estimate the share of income subject to information reporting to varying degrees by rank in the income distribution. We use the same categories as in IRS (2019), which documents, somewhat famously, that evasion increases monotonically as we move from "substantial information and withholding" to "little or no information."

We observe in Figure 4 that the extent of information reporting changes sharply at the top percentile of the income distribution.\textsuperscript{20} This finding derives from the change in the composition of income away from wage and salary income ("Substantial information and withholding") and sole proprietor income ("Little or no information") and toward financial capital income and pass-through business income (both mostly in "some information"). About 80\% of income in the bottom 95\% of the distribution is wage and salary income, which entails little scope for under-reporting.\textsuperscript{21} At the top of the distribution, third-party information may not be completely absent, but at best it provides an incomplete account of taxpayers’ income. This creates opportunities for mis-reporting.

In summary, canonical theory suggests that there is plausibly an appetite for the risky under-reporting of income at the top of the distribution. For types of income that are concentrated at the top, the tax authority has limited capacity to deter under-reporting via third-party information reporting alone. Finally, at least recently, audit rates at the top of the distribution are very low. In short, we find a number of reasons theory would predict that the rate of under-reporting increases with income and we find fewer reasons it might decrease, especially in recent years.

**The Measurement of Top Income Shares.** Both our paper and the comment by Auten and Splinter discuss the implications of these results for top fiscal income shares. If under-reporting as a share of income is larger at the top, accounting for under-reporting will tend to increase top 1\% income shares. We show in the paper that in our preferred estimates, accounting for under-reporting increases top 1\% fiscal shares by perhaps 0.9 p.p. (with DCE) to 1.2 p.p. (without DCE). AS point out that with much more conservative assumptions about the concentration of evasion imply a smaller increase in top 1\% fiscal income shares. We have difficulty rationalizing a decrease. We have discussed above why we disagree with some of these assumptions, but from a bigger-picture perspective, the debate around this question concerns not the level

\textsuperscript{20}We plot this figure by exam-corrected income in the NRP data for simplicity, but the figure is nearly identical if we plot these quantities conditional on reported or even DCE-adjusted income.

\textsuperscript{21}This is closely related to the strength of re-ranking effects discussed above. With a large share of individuals in the bottom 95\% having near-zero capacity for evasion because their income is third-party reported, evasion will be concentrated among a relatively small share of individuals. Re-ranking then tends to move this evasion upward significantly in the distribution, especially in DCE-inclusive estimates where the extent of overall under-reporting is large.
but the dynamics of top income shares. Piketty et al. (2018) and Auten and Splinter (2019) arrive at divergent trends in estimated top 1% income shares over time, with top 1% shares increasing by about 18 pp from 1980 to 2014 in Piketty et al. (2018) and only increasing by 5 pp in Auten and Splinter (2019). Part of the divergence is driven by the decision by Auten and Splinter (2019) to distribute under-reported income using an allocation based on random audit data.

Figure 5 shows how accounting for under-reporting in Auten and Splinter (2019) affects the level of the top 1% share in our sample period of 2006-2013, and the trend in top 1% shares over time. We observe that this method of accounting for under-reporting causes top 1% income shares to decrease a full percentage point from the 1980s to 2014. It is unclear what economic forces are behind this pattern. If these numbers are correct, something must have caused the 1% to be come more compliant, or the bottom 99% to become less compliant over time. A number of forces would seem to work in the opposite direction. For example, the main change to the composition of income in the top 1% has been the monumental increase in the importance of pass-through income over time (Smith et al., 2019). Given that these estimates rely on random audit data whose limitations we have established, it is natural to wonder if some measurement issue might be driving these dynamics as well as the negative changes in top 1% shares in the later years.\footnote{One potential measurement issue involves the transition from early, line-by-line random audits done under the Taxpayer Compli-}
Conclusion. We thank AS for their critical engagement with our paper, which pushed us to think harder about a number of difficult questions. We welcome further comments on the paper, and we very much hope that our discussions will motivate further research with new theory or data. On balance, while we disagree with the contention that our benchmark estimates suffered from an “inherent upward bias,” we agree with the broader idea that the measurement of the extent of tax evasion is very challenging. We hope that more researchers in academia and in government will embrace the challenge. And consumers of research on tax evasion should bear in mind that the overall extent of tax evasion is never estimated with total certainty. This uncertainty creates some unavoidable difficulties, especially for policymakers who must make do with the best available evidence. We have done our very best to be transparent about major sources of uncertainty and to provide reasonable and informative analysis despite the underlying challenges.

We leave the readers who were patient enough to read this far with one final thought. What data are available to study tax evasion is to some extent a policy choice. The NRP and its predecessors exist because policymakers believed it would be valuable to conduct periodic estimates of the tax gap. We agree. Random audit data have facilitated monumental improvements in our understanding of tax evasion. But they are currently limited in their coverage of the wealthiest and highest-income Americans. We therefore enhance Measurement Program (TCMP) to NRP random audits. The last TCMP study examined tax year 1988 and the first NRP random audit study examined tax year 2001. See Brown and Mazur (2003) for a discussion of the change.
courage readers to ponder the policy implications of uncertainty about the tax gap at the top of the income distribution. How could policy help us to understand this issue better?
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