Breaking Down the Mortality and Social Cost of Carbon [JMP]

R. Daniel Bressler*

January 21, 2025

Updated frequently; click here for the latest version

The social cost of carbon (SCC) is arguably the most important concept in climate economics.
Until recently, climate-mortality damages were either negligible or excluded in SCC models.
Now, they constitute the majority of damages in latest-generation models, which also project
damages at much higher spatial resolution. Previously, discounting (how to value the future)
was considered the most consequential choice in determining the SCC. Here, I demonstrate
that valuing lives in poorer versus richer countries is now the most consequential choice. I
provide the first estimate of the mortality cost of carbon (MCC)—the number of deaths from
emitting an additional tonne of COs—in a latest-generation climate-economy-mortality model
broken down by country. 83% of the deaths in the MCC occur in low and lower-middle-income
countries. I then calculate the SCC by monetizing these deaths and adding other damage
categories. The highly unequal distribution of deaths makes the SCC extremely sensitive to
how lives are valued in poor versus rich countries. I calculate the SCC across four approaches
to valuing lives and livelihoods with support in the literature. Among approaches sanctioned
in U.S. policymaking, the 2025 SCC varies from $237 (U.S. EPA’s current approach) to $3,567
(U.S. income weighting). These results empower decision-makers to choose their preferred
approach while understanding sensitivity to alternative approaches. Applying these estimates,
the Inflation Reduction Act saves an estimated 2.8M lives through GHG reductions, with
monetary benefits ranging from $4.7T-$74T, depending on the approach.

Keywords: Inequality, Climate, Health, Integrated Assessment Modelling, Welfare Theory,
Inflation Reduction Act
JEL: D61, 114, 131, J17, Q54, Q58

*Columbia University: rdb2148@columbia.edu. I thank Scott Barrett, Geoffrey Heal, Jeffrey Shrader, and
Gernot Wagner for their invaluable continued support, guidance, and feedback. Yvon Lu, Baptiste Saez,
Naomi Shimberg, Sky Sun, and Michelle Zhou provided excellent research assistance. I thank Floriane Cohen,
Caroline Flammer, Robert Metcalfe, and Andrew Wilson for helpful comments that have improved the paper.
All errors are my own. I gratefully acknowledge funding from BERI and the Open Philanthropy Project.


https://rdanielbressler.com/s/JMP.pdf

1 Introduction

A New Generation of Social Cost of Carbon Models

What happens when a pulse of COs is added to the atmosphere? What results from, e.g.,
producing an extra tonne of steel, an extra batch of cement, or adding a new flight route? The
answer to this simple question is at the heart of climate economics and policy. The social cost
of carbon (SCC)—the monetized social cost of emitting one tonne of COs—has been called
“the most important single economic concept in the economics of climate change” (Nordhaus,
2017). The SCC has been used extensively by many institutions, including governments,
private companies, and philanthropies. When these institutions make a decision that adds
CO, into the atmosphere (e.g., building new coal power plants) or reduces CO5 (e.g., replacing
coal power plants with solar farms), the SCC tells them the social cost of adding, or the social
benefit of reducing, those emissions. In the U.S., federal regulations with benefits totaling
trillions of dollars have used the SCC as part of their required benefit-cost analysis.

The SCC is estimated in models that determine the social cost of adding a pulse of
CO; to the atmosphere. These models capture that an emissions pulse slightly increases
the future concentration of CO,. This slightly increases future temperatures around the
world for hundreds of years. Slightly higher temperatures cause slightly more net damages,
impacting the number of people who die, the number of future crops damaged, damages to
coastlines, the amount of energy used by households, among other impacts. The modeler
must summarize all of those future impacts into a single SCC number—representing the
social cost resulting from that pulse of emissions—by monetizing and discounting all of the
projected damages from the pulse.

In 2017, the National Academies of Sciences released a report stating that the existing
SCC models were not updated to the best available science (NASEM, 2017). Since then,
multiple studies have updated SCC models closer to the frontier of the scientific literature.
This included the U.S. Government’s comprehensive update to the SCC in 2023 (EPA, 2023a).
One critical area of improvement is the representation of damages. Previous generation
models either did not clearly specify how much, if any, of their damages came from mortality
or projected little damage from mortality based on outdated studies. In the latest generation
models, mortality now represents 50%-80% of climate damages using EPA’s monetization
approach (EPA, 2023a). In addition, climate damages are now projected at much higher
levels of spatial resolution. The previous generation models were either not able to estimate
the spatial distribution of damages or projected damages in a small number of regions. Now,
damages can be projected at the country (Rennert et al., 2022) or even sub-country level

(Carleton et al., 2022). In addition, the National Academies emphasized that incremental



and total damages should be shown in natural physical units in addition to monetized units
because “natural-unit measures are more straightforward to compare to the impact literature
and require fewer intermediate assumptions to estimate than their monetized counterparts”
(NASEM, 2017). Bressler (2021) took a step in addressing the National Academies concerns
by introducing a new metric: the mortality cost of carbon (MCC). The MCC is the number
of deaths caused by adding a one-tonne pulse of emissions at some point in time. Said
another way using the language of the National Academies: the MCC is the mortality-specific
incremental damage caused by emitting a tonne of CO, represented in the physical units of

mortality (deaths).

This Study’s Contributions and Results

In these latest-generation models that calculate the SCC, mortality damages now represent
a majority of the damages, and climate impacts are estimated at a much higher spatial
resolution. This gives newfound importance to the modeler’s choice of social welfare function
(SWF), which determines how to value lives and livelihoods around the world. It has long
been recognized in the climate economics literature that the SCC is sensitive to ethical choices,
in particular around choosing discount rate parameters that determine how much value to
place on the future relative to the present (Nordhaus, 2007; Stern, 2006). Despite the limited
spatial resolution, all previous-generation models clearly projected climate damages across
time, so naturally, the choice of discount rate parameters was a major focus. Now that deaths
caused by climate change are clearly specified, substantial, and broken down spatially into
countries with very different income levels, modelers must make an explicit choice on how
to value those deaths.! Indeed, as I will show, this is now the most consequential choice in
determining the value of the SCC in latest-generation models.

In this study, I use a climate-economy-mortality SCC model updated to the best available
science. This model integrates a climate model (Smith et al., 2018), socioeconomic projections
(Rennert et al., 2021), and market damage functions for agriculture (Moore et al., 2017),
energy (Clarke et al., 2018), and sea level rise (Diaz, 2016) that are updated to the best
available science and responsive to the National Academy’s 2017 suggestions. These model
components represent a significant improvement from the previous generation of SCC models,
but they are not novel contributions of this study because other recent studies have also
used these same components (Bressler et al., nd; EPA, 2023a; Rennert et al., 2022). I will
briefly state the four novel contributions of this study here and then elaborate on them in

the following paragraphs.

n their 2023 update to the U.S. government’s SCC, the U.S. Environmental Protection Agency (EPA)
chose to value the deaths from a pulse of emissions proportionally to the country’s income where the death
took place, a choice which has since generated some controversy (Broome, 2024; Hersher et al., 2023).



The first novel contribution of this study is integrating a country-level mortality damage
function that accounts for the benefit of future income growth in reducing vulnerability to heat
(Bressler et al., 2021) into my climate-economy model to estimate the physical mortality cost
(the number of deaths) from adding a pulse of COa, i.e., the mortality cost of carbon (MCC).
This is the first estimate of the MCC in a latest-generation climate-economy-mortality model
responsive to the National Academies’ 2017 suggestions.? The second novel contribution is
leveraging this model to provide the first estimate of the MCC broken down by the country
where the deaths are projected to occur.? I find that the deaths from a pulse of emissions are
overwhelmingly concentrated in lower-income countries in the global south. I then calculate
the social cost of carbon (SCC)—the full monetized cost from adding a pulse of COy,—by
monetizing mortality damages from emitting an additional tonne of CO2 (captured in the
MCC) along with damages in the other sectors. The third novel contribution is calculating
the SCC across four major monetization approaches—i.e., approaches to valuing lives and
livelihoods—that have support in the literature. Because deaths in the MCC are substantial
and overwhelmingly concentrated in poorer countries, I find that the SCC is extremely
sensitive to how the modeler chooses to value the livelihoods and especially the lives of the
poor versus the rich. To my knowledge, this is the most comprehensive exploration of the
SCC’s sensitivity to the choice of valuing lives and livelihoods in the literature.* This choice
has newfound importance now that climate damages are projected at a much higher level of
spatial resolution and mortality damages are significant. The fourth novel contribution is
that I provide evidence showing that the choice of valuing lives is now the most consequential

choice in determining the value of the SCC.

First, I provide the first estimate of the MCC in a latest-generation climate-economy-
mortality model responsive to the National Academies’ 2017 suggestions. I find that the 2025
mortality cost of carbon (MCC) is 1.37x10~* deaths per tonne CO,, which implies that adding
7,309 tonnes of COy—equivalent to the lifetime emissions of 5.7 average Americans—causes

one premature death globally in expectation from 2025-2300. To provide further resolution

ZWhile Bressler (2021) calculated the MCC, it did so by extending the older generation DICE model
(Nordhaus, 2017), which has many of the deficiencies highlighted by the National Academy of Sciences in
2017 (discussed in more detail in the main text).

3Bressler (2021) estimated the MCC in an extended DICE model, which has only a single global region.
Here, I break down the MCC into the 184 different countries that make up my model.

4Other studies compare two approaches: e.g., Bressler et al. (nd) and Prest et al. (2024) compare the
EPA 2023 approach with income weighting and Adler et al. (2017) compare a utilitarian approach that
values everyone’s wellbeing equally with a prioritarian approach that places higher weight on the wellbeing
of the poor compared to the rich. Here, I take a comprehensive approach to the question of valuing lives
and livelihoods by showing SCC values across four major approaches that have support in the literature,
discussed in more detail below.



into the MCC, I break down the deaths caused by a pulse of emissions across time, and I
find that half of the deaths occur within 100 years of the pulse. Importantly, these findings
project that future populations will be less vulnerable to heat as they become richer in the
future. If future populations remain as vulnerable to heat as current ones, however, I find
that adding just 2,542 tonnes of COy—equivalent to the lifetime emissions of 2.0 average
Americans—causes one premature death globally in expectation from 2025-2300. While other
studies in the literature have projected the total physical mortality impact from climate
change caused by all the world’s emissions across time (e.g., Carleton et al. (2022); Gasparrini
et al. (2017); Hales et al. (2014))>—this projection is less relevant for decision-making because
the emissions decisions of any individual person, organization, or even country are marginal
compared to all global emissions across time.® Indeed, the MCC is the relevant metric for
quantifying the number of deaths caused by a decision-maker increasing emissions or the
number of lives saved by a decision-maker reducing emissions. Accordingly, I use MCC
estimates from this study to estimate that the 2022 Inflation Reduction Act’s emissions

reductions are projected to save 2.8 million lives.”

Second, I provide the first estimate of the MCC broken down by the country where those
deaths are projected to occur. I find that these deaths from a pulse of emissions are projected
to occur overwhelmingly in poorer countries in the global south. 83% of these deaths are
in low and lower-middle-income countries, and 75% are in Southern Asia and Sub-Saharan
Africa. Meanwhile, only 2% of the deaths are in Europe, and only 2% are in the Western

Hemisphere.

Third, T calculate the SCC across four major monetization approaches that have support
in the literature. I find that the SCC is extremely sensitive to how the modeler chooses to
value livelihoods and especially lives. The MCC findings in the previous paragraph provide
some intuition for why this is the case. The first of the four approaches I consider to valuing
lives and livelihoods is the approach that EPA took in its 2023 update to the SCC. In this

approach, lives are valued proportionally to the per capita income of the country where the

°In addition to estimating the total physical mortality impact of climate change, Carleton et al. (2022)
also provide an estimate of the marginal monetized mortality impact of climate change, i.e., the mortality
partial SCC. However, they do not provide an estimate of the marginal physical mortality impact of climate
change, i.e. the MCC, because monetization decisions were made upstream of the study’s damage function,
which is used to estimate the marginal impact from a pulse of emissions.

SWhile this study’s novel contributions include estimating the marginal mortality impacts resulting from
an emissions pulse, I also estimate the total mortality impacts from climate change. See, e.g., Figures A.1
and A.2.

"Using the MCC that accounts for reduced vulnerability to heat as populations become richer in the
future. If we assume that future populations will be just as vulnerable to heat as current ones, then the
Inflation Reduction Act is expected to save 8.6 million lives. See section 4 for details.



death is projected to take place. Crucially, the places where EPA’s monetization approach
values lives the least are also the places where most deaths are expected to occur: 83% of
the deaths in the MCC occur in low and lower-middle-income countries. EPA’s approach
is informed by the Kaldor-Hicks approach to benefit-cost analysis (BCA), in which a dollar
of damages to the very rich is counted the same as a dollar of damages to the very poor.
Mortality damages are monetized based on the estimated willingness to pay to avoid mortality
risks, which is estimated to scale proportionally to income.® This results in valuing the lives
of the rich more than the lives of the poor (this paragraph provides only a very brief summary
on the approaches; see main text for details). I find that the 2025 SCC using EPA’s approach
is $237.9

The second of the four approaches I consider with support in the literature and practice is
the U.S. Status Quo approach (Bressler and Heal, 2022; Hemel, 2022; Meyer and Cooper, 1995;
Sunstein, 2004, 2023). This approach takes the same approach as EPA for all non-mortality
market damages (which in this study’s model include agriculture, energy, and sea level rise),
but instead of valuing lives as a function of income, all lives are valued the same at the
average willingness to pay to avoid mortality risk across the population considered in the
scope of the analysis. In the case of the SCC, this means that all lives are valued the same at
the global average willingness to pay. The 2025 SCC using this approach is $380.

The third of the four approaches was just officially sanctioned for use in U.S. benefit-cost
analysis in 2023 (OMB, 2023a): income-weighting. Income-weighting quantifies the SCC
in units of money that are adjusted for diminishing marginal utility, i.e., capturing that
an additional dollar has more value to poorer individuals than richer individuals. Income
weighting uses a utility function to determine the effect of damages on well-being based on an
individual’s income. All else equal, the more that climate damages fall on the poor relative
to the rich, the higher the wellbeing loss. The 2025 income-weighted SCC using U.S. average
income as the reference point is $3,567. This implies that adding a tonne of CO, to the
atmosphere causes the same wellbeing loss as taking away $3,567 from an average American.

The fourth of the four approaches is prioritarian-weighting. Like income-weighting,
prioritarian-weighting uses a utility function to estimate the effect of damages on wellbeing.
But while income-weighting values everyone’s wellbeing the same, prioritarian-weighting places
extra weight on the wellbeing of the worse off (i.e., those with lower incomes). Prioritarian-

weighting has support in the academic literature (Adler et al., 2017; Adler and Treich, 2015;

8The estimated willingess to pay to avoid a specific mortality risk is captured in an economic concept
called the Value of Statistical Life (VSL). In section 3, I discuss this concept and its relationship to benfit-cost
anlaysis in detail.

9My results here are similar to the central SCC values from EPA’s 2023 update: their 2030 SCC ranged
from $219-$238 depending on the damages module. See EPA (2023a) table 3.1.4.



Ferranna and Fleurbaey, 2020), but it is not yet used as far as I am aware in benefit-cost
analysis for government policymaking in the U.S. or other countries. Prioritarian-weighting
yields a much higher SCC since the wellbeing of the global poor—who are most impacted
by climate damages—is given extra weight. The 2025 prioritarian-weighted SCC using U.S.
average income as the reference level is $11,839.

Importantly, the physical climate damages are the exact same across each of these four
approaches. E.g., the same number of people in the same countries are projected to die from
a pulse of emissions. Model parameters, including the pure rate of time preference and utility
curvature, are held constant across all of these calculations.!® The only difference is how
these approaches value the lives of people in poorer versus richer countries and how they
value a dollar of market damages to people in poorer versus richer countries. Indeed, as these
results show, the value of the SCC varies by a factor of 50 simply by making different choices

around valuing lives and livelihoods.

Fourth, I find that the choice of valuing lives is now the most consequential choice in
determining the value of the SCC. I consider the past debates in the climate economics
literature around discounting, which has been considered the most consequential choice in
determining the SCC. For instance, in the notable Stern-Nordhaus debate around discounting
(Nordhaus, 2007; Stern, 2006), Nicholas Stern argued for a lower discount rate, which included
a pure rate of time preference of 0.1% and utility curvature of 1. Whereas William Nordhaus
argued for a higher discount rate, which included a pure rate of time preference of 1.5%
and utility curvature of 2. When running the model to only consider the impact of these
parameters on the Ramsey discount rate, I find that Stern’s preferred discounting approach
increases the SCC by a factor of 4 compared to Nordhaus’s, much less than the factor of 50

that results from making different choices around valuing lives and livelihoods.

Finally, it is important to emphasize that this study is not normative; it does not argue
for a particular approach to valuing lives and livelihoods around the world, either writ large
or within the context of climate change. Previous work has examined the question of which
of these approaches are more or less compelling within the specific context of climate change
(Bressler and Heal, 2022). That is not the focus of this study. Instead, I seek to enrich the
literature by providing formal expressions and estimates for the SCC across four monetization
approaches that have received support in the literature and practice in a latest-generation

model. This departs from the common practice of only showing SCC results in one or two

10The first two approaches use utility curvature to inform the Ramsey discount factor, while the latter
two use utility curvature to estimate the impact of damages on wellbeing. See the main text for detailed
explanation.



SWEF approaches. In the context of discounting, it has become standard practice to present
SCC results using multiple discount rates (e.g., Barrage and Nordhaus (2024); EPA (2023a);
Nordhaus (2017); IWG (2016, 2021)). Perhaps this is in part because it is recognized that
reasonable, knowledgeable experts can and have disagreed on the discount rate that should
be used to calculate the SCC (Heal, 2017; Kelleher, 2024; NASEM, 2017; Nordhaus, 2007;
Pindyck, 2013; Stern, 2006). Perhaps this is also because it is recognized that it is useful
to provide information about the SCC’s sensitivity to the choice of discount rate. Given
the importance of the choice around valuing lives and livelihoods in the latest generation of
models, this study takes this same approach with respect to this critical choice. This empowers
decision-makers to have the information they need to choose their preferred approach to
valuing lives and livelihoods while also understanding the SCC'’s sensitivity to alternative

approaches.!!

1n addition to policy, SCC values have been used to inform internal carbon prices used by companies and
philanthropies. These organizations may have their own perspective on the way that they would prefer to
value lives and livelihoods when they derive their own SCC that differs from the perspectives of governments
or other organizations. E.g., I previously did consulting work to help a philanthropy figure out the internal
SCC that they prefer to use given their preferred approaches to valuing lives and livelihoods around the world
(Oehlsen, 2024).



2 The Distributional Mortality Cost of Carbon

2.1 Deriving the Mortality Cost of Carbon and the Distributional Mortality
Cost of Carbon

The social cost of carbon (SCC) quantifies the monetized cost of emitting one extra tonne of
COs at a certain point in time (or, equivalently, the monetized benefit of reducing one extra
tonne of CO4 at a certain point in time). The SCC is widely used in benefit-cost analysis
(BCA) because it provides valuable information on the monetized social cost of different
policies with different levels of emissions. The SCC can be used to assess the social climate
cost of such policies since emissions differences from policy changes are usually marginal in
comparison to all global emissions across all countries across time.!?

Because climate damages occur over long timescales, it has long been recognized in the
climate economics literature that the SCC is highly sensitive to the modeler’s choice of discount
rate, which determines the rate at which future damages are converted into present value.
Reasonable, knowledgeable experts can and have disagreed on the discount rate that should be
used to calculate the SCC (Heal, 2017; NASEM, 2017; Nordhaus, 2007; Pindyck, 2013; Stern,
2006). Furthermore, while the SCC is often presented only as a single number, it is a function of
a wide variety of factors in addition to the discount rate. E.g., the specific sectors/categories of
damages that the modelers included (and the sectors/categories of damages that the modelers
did not include). For these reasons, among others, the National Academies of Sciences
emphasized in their 2017 report on improving the scientific basis for the SCC that greater
care should be taken to increase the transparency with which SCC estimates are presented.
In particular, they emphasized that in addition to the final SCC number, damages should be
reported on a sector-by-sector basis in physical units—e.g., crop yield damages in the case
of agriculture, deaths in the case of mortality—since damages represented in physical units
are more straightforward and require fewer intermediary assumptions to estimate than their
monetary counterparts. Furthermore, the National Academies emphasized that intermediate
and disaggregated damage projections for both incremental and total damages should be
made available along with the final SCC value (NASEM, 2017).

Bressler (2021) took a step in addressing the National Academies concerns by introducing
a new metric that was responsive to the call for greater transparency in calculating the SCC:
the mortality cost of carbon (MCC). The MCC is the number of deaths caused by emitting a

tonne of CO, at some point in time. Said another way using the language of the National

12Although models producing the SCC can also be used to estimate the latter object as well: in this study,
I use the climate-economy-mortality integrated assessment model to calculate both the marginal impacts
from adding emissions as well as total impacts resulting from climate change, shown in the figures below.



Academies: it is the mortality-specific incremental damage caused by emitting a tonne of
COg represented in the physical units of mortality (deaths). It is an intermediate output
that is produced on the way to the full SCC estimate; it is always implicit in any SCC
estimate that includes climate mortality impacts, although it was never previously shown.!?
To summarize the differences between the MCC and the SCC: (1) The SCC is intended to
include all market and non-market damages from marginal emissions whereas the MCC only
measures the mortality impact (2) The SCC monetizes all climate damages into a single
value whereas the MCC does not monetize damages because it is in units of excess deaths (3)
The SCC converts future damages to present value through discounting whereas the MCC is
simply the number of excess deaths aggregated over some future period. To further increase
transparency, the MCC can be broken down over time, as was done in Bressler (2021) and as
I do here in figure 3 below. The MCC can also be broken down over space; I will label this
object the distributional mortality cost of carbon (D-MCC).

Formally, the MCC resulting from a pulse of CO, emitted at time period ¢, can be

represented by the following equation:

t=T c=C
MCC,, = Z Z(excess deaths with pulse, , . — baseline excess deaths;, ;) (1)

t=to c=1

Where the (excess deaths;,;.) term represents the temperature-related excess deaths
caused by climate change, which is derived formally in equation 51 in the appendix. Semanti-
cally, this equation represents the number of additional excess deaths caused by a pulse of
COg in time ty aggregated from t = to until ¢ = T across the C' countries available in the
model. My model includes 184 countries, so C' = 184 in my case.

The D-MCC resulting from a pulse of COs emissions in time t;, D-MCC,,, can be

represented as a Cx1 vector with each row represented by the term D-MCC,, .:

t=T
D-MCCy, . = Z(exeess deaths with pulse, , . — baseline excess deaths, ;) (2)

t=to

Where D-MCC,, . represents the number of excess deaths in country ¢ € C' caused by a
pulse of CO, in time ty aggregated from t = to until t = 7.

A simplified schematic that provides intuition into how the climate-economy-mortality

13And, as mentioned above, the MCC would be less relevant in previous generation models that either did
not clearly specify how much, if any, of their damages came from mortality or projected little damage from
mortality.
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model produces the MCC, D-MCC, and SCC values is shown in figure 1.

2.2 A Climate-Economy-Mortality Integrated Assessment Model

Model Physical Impacts Monetized Impacts
» Before user’s choices around * Only possible after user has
valuing lives and livelihoods made choices around valuing
Damage Projections :> and livelihoods

(Bressler et al. 2021; Rennert et al. 2022) @
Climate Model @

(FaIR) « Break down the Mortality Cost * Includes mortality impacts +all
of Carbon into the countries other damage categories

ﬁ where the deaths occur included in the model

Emissions, Income,

Population Projections
(RFF-SPs)

Figure 1 | Model Summary The figure is a simplified schematic to provide intuition for the more detailed
information described in the text.

I leverage a climate-economy-mortality integrated assessment model to estimate both the
D-MCC in this section as well as SCC estimates in the following section. This model has
global probabilistic socioeconomic and emissions projections (Rennert et al., 2021), a climate
model (Millar et al., 2017; Smith et al., 2018), and sector-specific market damage functions
(Rennert et al., 2022) all updated to the latest science and responsive to the National
Academies of Sciences’ recommendations for improving the scientific basis for estimating the
SCC (NASEM, 2017). These elements of the model are the same as in the U.S. Government’s
2023 SCC update (EPA, 2023a) and in the 2022 version of the RFF-Berkeley Greenhouse
Gas Impact Value Estimator (GIVE) model (Rennert et al., 2022) and in Bressler et al.
(nd). I combine these elements with global mortality damage functions with country-level
spatial resolution that explicitly account for changes in cold- and heat-related mortality and
income-based adaptation (Bressler et al., 2021). T run 10,000 Monte Carlo simulations that

capture uncertainty in emissions, population, economic growth, the response of the climate
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system, and damages.'

Although climate change is projected to cause a significant increase in heat-related deaths,
two factors will counteract this trend: (1) decreasing cold-related deaths, and (2) a reduced
vulnerability to heat as populations become richer in the future (Bressler, 2021; Carleton
et al., 2022; Deschénes and Greenstone, 2011; Gasparrini et al., 2017; Hajat et al., 2014;
Houser et al., 2015; Kim et al., 2016; Lee and Kim, 2016). The climate-economy-mortality
integrated assessment model here accounts for all of these factors: increasing heat-related
mortality, decreasing cold-related mortality, and future vulnerability reduction to heat as
incomes rise.

I use the Resources for the Future Socioeconomic Projections (RFF-SPs) to make proba-
balistic emissions, economic growth, and population projections (Rennert et al., 2022, 2021),
which were also used in the US Government’s 2023 update to the SCC (EPA, 2023a). The
RFF-SP’s median 21st-century emissions trajectory is most similar to Representative Con-
centration Pathway (RCP) 4.5. Economic projections in the RFF-SPs are represented in
purchasing power parity (PPP) adjusted dollars, which adjusts market prices to account for
the ability of money in different places to purchase fixed bundles of goods and services. See
EPA (2023a); Rennert et al. (2022, 2021) for more details.

I represent the global climate system and carbon cycle dynamics with the Finite Amplitude
Impulse Response (FalR) version 1.6.2, which accounts for climate system uncertainty (see
Rennert et al. (2022) for further details). Because the mortality damage function used in this
study requires country-level temperature projections, I apply the temperature pattern scaling
methodology discussed in appendix section A.4.

Rising incomes can reduce vulnerability to heat through multiple pathways, including by
enabling increased adoption of air conditioning (Barreca et al., 2016), increasing the ability
to relocate labor hours away from occupations and times of day most exposed to the heat
(Kjellstrom et al., 2019), and increasing the ability to live in locations less susceptible to the
urban heat island effect (Hsu et al., 2021). Not accounting for future income growth—i.e.,
assuming that more affluent future populations will be just as vulnerable to heat as historically
observed populations by assuming that historical levels of adaptation are simply preserved in

the future— will over-estimate future mortality impacts if future higher-income populations

M Another working paper Bressler et al. (nd) also uses the Bressler et al. (2021) mortality damage function
and it compared the EPA (2023a) and income weighting approaches to monetization. However, the model
considered in this study includes components for calculating the mortality cost of carbon (fig. 2), the mortality
cost of carbon broken down across time (fig. 3), and the mortality cost of carbon broken down across space
(fig. 4), none of which are included in the Bressler et al. (nd) model. In addition, the model considered
here included components for calculating all four of the major monetization approaches identified from the
literature, including the EPA (2023a) approach, income weighting, U.S. Status Quo, and prioritarian weighting,
whereas the Bressler et al. (nd) model included components only for the first two of these approaches.

12



end up being better at protecting themselves from heat compared to current populations.

The mortality damage function used in this study is based on Bressler et al. (2021),
which extends Gasparrini et al. (2017). Here, I focus on the implementation of these damage
functions into the GIVE model; see the original paper for detailed information on the damage
functions themselves.

Bressler et al. (2021) produces country-level temperature-related mortality damage func-
tions. It estimates the impact of climate change both on increasing heat-related mortality and
decreasing cold-related mortality.'® It can make projections that account for income-based
adaptation in different parts of the world, i.e., the benefit of future income growth in reducing
vulnerability to heat-related mortality. It can also make projections assuming that the current
vulnerability to temperature-related mortality remains the same in the future, i.e., that no
additional adaptation from future income growth will occur. Here, I use the preferred models
from Bressler et al. 2021 for both heat (model 4) and cold (model 3). A detailed description

of the damage function implementation is given in section A.5.

2.2.1 A Note on Dry-Bulb Versus Wet-Bulb Temperature

Like much of the epidemiology and economics literature (Bressler, 2021; Carleton et al., 2022;
Cromar et al., 2022; Deschénes and Greenstone, 2011; Gasparrini et al., 2017; Hales et al.,
2014; Honda et al., 2014), I estimate mortality impacts in the climate-economy-mortality
model based on dry-bulb temperature and not wet-bulb temperature. Dry-bulb temperature
is simply the basic ambient air temperature metric that is most commonly reported and
used. Wet-bulb temperature utilizes information, including dry-bulb temperature and the
air’s moisture content, to determine the temperature after accounting for the cooling effect
of evaporation. Wet-bulb temperature has been identified in the scientific literature as an
important metric for understanding the impact of heat on human health because it accounts
for the critical role of sweat evaporation—the primary mechanism by which the human body
cools itself—in maintaining homeostasis under heat exposure (Baldwin et al., 2023; Buzan
and Huber, 2020). The higher the humidity, the less effective sweating is at cooling the body
(Havenith and Fiala, 2011; Parsons, 2014; Steadman, 1979). 35°C wet bulb temperature

represents the theoretical physiological limit at which humans are no longer able to dissipate

151t is important to note that the Bressler et al. (2021) mortality damage function as well as other mortality
damage functions available in the literature (e.g., Bressler (2021); Carleton et al. (2022); Cromar et al.
(2022)) only capture the impact of climate change on temperature-related mortality. It leaves out potentially
important climate-mortality pathways such as the effect of climate change on infectious disease, civil and
interstate war, food supply, and flooding. While it would be beneficial to be able to include those other
climate-mortality pathways, the ability to make credible projections for those other climate mortality pathways
remains challenged—see Bressler (2021) and Bressler et al. (2021) for more discussion on this point.

13



heat into the environment, and are thus physically incapable of survival when exposed for a
sufficient length of time (Mora et al., 2017; Raymond et al., 2020; Sherwood and Huber, 2010).
When this theoretical limit has been tested in the lab, it has been found to in practice actually
be significantly lower: 31°C or lower (Vanos et al., 2023; Vecellio et al., 2022). Under high
emissions scenarios, increasing humid heat stress is projected to cause some regions to reach
these limits and become uninhabitable for parts of the year without artificial cooling (Powis
et al., 2023; Sherwood and Huber, 2010). Despite the importance of both heat and humidity
for human thermoregulation, most empirical studies on temperature-related mortality have
focused on dry-bulb temperature, which does not account for humidity:.

There are multiple reasons why I use dry-bulb temperature and not wet-bulb temperature
in the climate-economy-mortality model. First, to my knowledge, the climate modules in all
currently available models determine the temperature response to an emissions pulse in units
of dry-bulb temperature and not wet-bulb temperature. To operationalize mortality damage
functions that use wet-bulb temperature, the climate module would have to quantify the
climatic response to an emissions pulse in units of wet-bulb temperature and not dry-bulb
temperature. Second, very few empirical studies on temperature-related mortality have
assessed the impact of wet-bulb temperature (Armstrong et al., 2019; Baldwin et al., 2023),
despite the theoretical and physiological importance of wet-bulb temperature discussed in the
previous paragraph. Notable exceptions to this include Geruso and Spears (2018) as well as
my previous coauthored work that determine the age-specific temperature-related mortality
impact using wet-bulb temperature in Mexico (Wilson* et al., 2024). In section A.6 below, I
further add to this growing empirical literature that uses wet-bulb temperature by assessing
the occupational-specific temperature-related mortality impact in Mexico. In that section I

assess impacts using both wet-bulb and dry-bulb temperature.
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2.3 Results

2.3.1 The Mortality Cost of Carbon: How Many Deaths Are Caused by a Pulse of
Emissions when Aggregated Across the Whole World?

The 2025 Mortality Cost of Carbon (MCC) Implications

Not accounting for 3.93 x 10~4 Adding 2,542 tonnes of C02
additional heat- (equivalent to the lifetime
vulnerability — S |:> emissions of 2.0 average
reduction from Americans) causes one
rising mcomes excess death from 2025-2300
Accounting for 1.37 % 10-* Adding 7,309 tonnes of CO,
additional heat- (equivalent to the lifetime
vulnerability ] K |:> emissions of 5.7 average
T.GQUCH.OH from Americans) causes one
rsing mcomes excess death from 2025-2300

0e+00 2e-04 4e-04 6e-04 8e-0:
Mortality Cost of Carbon (CO2)

Figure 2 | The Mortality Cost of Carbon (MCC) Boxplots show median (center black line), mean ( diamond),
25%—75% quantile range (box width), and 5%-95% quantile range (horizontal lines) MCC values caused by a
pulse of 2025 emissions when the MCC aggregates deaths from 2025 to the end of the model in 2300. Mean,
median, and quantile values are determined by 10,000 draws in a Monte Carlo simulation, which captures
uncertainty in socioeconomic and emissions scenarios (RFF-SPs), uncertainty in climate (FalR v1.6.2 ), and
mortality damage function uncertainty. The labeled numbers are the mean value.

Figure 2 shows the MCC resulting from a one tonne pulse of COy in 2025 aggregated to
the end of the model in 2300.'® The top part of the figure shows the MCC not accounting
for additional heat-vulnerability reduction from rising incomes, i.e., assuming that future
populations will remain just as vulnerable to heat as current populations. In that case, I
find that the MCC is 3.93x10~%, which implies that adding 2,542 tonnes of COy—equivalent

6Following the suggestions of the National Academies (NASEM, 2017), it has become standard in the
SCC literature to project damages to 2300 (e.g., Carleton et al. (2022); EPA (2023a); Rennert et al. (2022)).
Some prior-generation models, e.g. DICE-2016, projected damages out further to 2510. Figure 3 shows how
the MCC broken out based on which year the death from marginal emissions takes place; if a user prefers to
consider an MCC value that is summed over some period ending before 2300, they can use the underlying
data from that figure to aggregate deaths over any time period that they prefer.
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to the lifetime emissions of 2.0 average Americans—causes one excess death in expectation
from 2025-2300. The bottom part of the figure shows the MCC accounting for additional
heat-vulnerability reduction from rising incomes, i.e., accounting for future richer populations
becoming less vulnerable to heat than current populations. I find that accounting for this
vulnerability reduction significantly reduces the MCC. In this case, the MCC is 1.37x107%,
which implies that adding 7,309 tonnes of COs—equivalent to the lifetime emissions of 5.7

average Americans—causes one excess death from 2025-2300.
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(a) Not accounting for additional heat-vulnerability reduction from
rising incomes
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(b) Accounting for additional heat-vulnerability reduction from rising
incomes
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Figure 3 | Deaths over time from a pulse of emissions Figures show the number of deaths in each year
resulting from a 10 million tonne pulse of CO2 in 2025. Each year is represented with a bar corresponding
to the number of deaths in that year that result from the 2025 emissions pulse. Deaths in each year are
mean values across 10,000 draws in a Monte Carlo simulation, which captures uncertainty in socioeconomic
and emissions scenarios (RFF-SPs), uncertainty in climate (FalR v1.6.2), and mortality damage function
uncertainty. (a) Shows the number of deaths without accounting for additional heat-vulnerability reduction
from rising incomes. I.e., assuming that the current vulnerability to heat-related mortality remains the same
in the future. (b) Shows the number of deaths accounting for additional heat-vulnerability reduction from
rising incomes. I.e., populations will be less vulnerable to heat as they become richer in the future.
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Figure 3 breaks down the MCC by when deaths from a pulse of emissions today will
occur in the future. It shows the impacts of a 10 million tonne 2025 COy pulse, which is
equivalent to the yearly emissions of 2.5 average coal-fired power plants in the U.S (EPA,
2019). Importantly, accounting for the role of rising incomes in reducing vulnerability to heat
significantly changes the dynamics of the MCC. When assuming that future populations are
just as vulnerable to heat as current populations (panel a), future deaths caused by adding
10 million tonnes of CO5 emissions today increase every year until peaking in 2166 at 17
deaths. Under this assumption, aggregating across all of the years from 2025-2300 in panel
(a) shows that adding 10 million tonnes of COs in 2025 causes 3,930 deaths, which is equal to
10 million multiplied by the one-tonne MCC not accounting for additional heat-vulnerability
reduction shown in figure 2.

When accounting for future income-based vulnerability reduction (panel b), however,
future deaths caused by adding 10 million tonnes of CO, emissions today peak in the relatively
near future in 2041 at 7 deaths before declining to the end of the model period in 2300.
Likewise, aggregating across all of the years from 2025-2300 in panel (b) yields 1,370 deaths,
which is equal to 10 million multiplied by the one-tonne MCC accounting for additional
heat-vulnerability reduction shown in figure 2.

In total, when accounting for additional heat-vulnerability reduction from rising incomes
in panel b, half of the deaths from a current pulse of emissions occur over the next 100
years. Both panels (a) and (b) have the same underlying climate dynamics determined
by the underlying FalR climate model: a pulse of 2020 emissions incrementally increases
temperatures in all future periods by the same amount in both panels. In both panels, this
incrementally decreases cold-related mortality while incrementally increasing heat-related
mortality in countries around the world, and in both panels, the net mortality impact of less
cold-related mortality and more heat-related mortality is a net increase in premature deaths
in each year when aggregating across all countries. The difference is that in panel (a), future
populations are just as vulnerable to heat as current populations, so the incremental increase
in future temperatures from an emissions pulse today continues to be quite damaging to
them into the 22nd and 23rd centuries. Whereas in panel (b), future populations become
less vulnerable to heat as their incomes grow. So while the incremental increase in future
temperatures from an emissions pulse today continues to cause harm through the end of the
model period, it causes progressively less harm over time as future richer populations become

progressively better adapted to heat-related mortality over time.
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2.3.2 The Distributional Mortality Cost of Carbon: How Many Deaths in Each Country

Are Caused by a Pulse of Emissions?

The full 184x1 vector for the D-MCC for a pulse of 2025 emissions is given in the appendix in
table A.1. The D-MCC that accounts for heat-vulnerability reduction from rising incomes is
given in column 2 and the D-MCC that holds temperature vulnerability constant at current
levels is given in column 6. As that table shows, deaths are overwhelmingly concentrated
in hotter, poorer countries: Southern Asia and Sub-Saharan Africa account for 75% of
deaths in the D-MCC in column 2. 83% of the deaths are in low and lower-middle-income
countries. When accounting for future income-based vulnerability reduction, some colder and
higher-income countries see a slight decrease in premature mortality. In these cases in these
countries, the benefit of fewer cold-related deaths outweighs the cost of more heat-related
deaths. For lower-income and hotter countries, however, less exposure to cold temperatures
does not overcome the burden of exposure to higher temperatures. The mortality benefits
accruing to some richer and colder countries is dwarfed by excess deaths in hotter and colder
countries. It takes 713K tonnes of emissions—equivalent to the lifetime emissions of 559
average Americans— to save one life in richer and colder countries that have a negative
D-MCC component value in column 2 of table A.1, while those same emissions are expected
to cause 99 deaths in the hotter and poorer countries that have a positive D-MCC component
value.

Figure 4 shows a choropleth cartogram visualization of the D-MCC results. Country size
is determined by the country share of deaths in the D-MCC, shown in table A.1 column 3 (the
cartogram part of the figure). Said another way, this figure represents what the world would
look like if land area was determined by how many people are expected to die in that country
in the future by adding emissions today. This figure shows how disproportionally these deaths
are distributed across the globe. The whole western hemisphere almost disappears, since
only 2% of the expected deaths are there. Europe also nearly disappears, representing only
2% of expected deaths. Whereas Sub-Saharan Africa, representing 42% of the deaths, is
greatly magnified as is South Asia, representing 33% of the deaths. The country color is
determined by how disproportionally countries are impacted relative to their population
size (the chloropleth part of the figure). A darker color implies that the country is more
disproportionally impacted. Somalia and Niger are the most disproportionally impacted
countries in the world: they represent 4% and 3% of the deaths despite having just 0.3% and
0.2% of the world’s population respectively.
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Figure 4 | Chloropleth Cartogram of the Distributional Mortality Cost of Carbon (D-MCC) Country size is
proportional to country share of death assuming that future richer populations will be less vulnerable to heat
(column 3 of table A.1). India is the largest country in the figure because it has the largest share of deaths.
Country color represents how disproportionally countries are impacted relative to their population size. The
chart was produced in R version 4.4.3 using the rubber sheet distortion algorithm (Dougenik et al., 1985) in
the cartogram package (Jeworutzki, 2016).

2.4 Comparison to Previous Work

In this section, I produced the first estimate of the mortality cost of carbon in a latest-
generation climate-economy-mortality model broken down by country. However, I also
produced outputs that are more directly comparable with outputs from other papers in the
literature. For instance, other studies in the literature also have projected the total impact of
climate change on premature mortality. The spatial distribution of the impact of climate
change on premature mortality in 2100 shown in figure A.1 is quite similar to the spatial
distribution of impacts found by the Climate Impact Lab in Carleton et al. (2022) figure 4.
These spatial findings here and in Carleton et al. (2022) are consistent with a large swath of
the climate-mortality literature that has found that hotter and poorer locations are projected
to be more adversely impacted than colder and richer locations (Bressler, 2021; Ebi et al.,
2021; Gasparrini et al., 2017; Mora et al., 2017).

Comparing the total aggregated global mortality impact of climate change requires using
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a comparable emissions scenario, as this output is very sensitive to underlying emissions
assumptions. Mortality impacts in higher emissions scenarios tend to be significantly higher
than in lower emissions scenarios (Bressler, 2021; Carleton et al., 2022; Gasparrini et al.,
2017). In this study, I use the probablistic RFF-SPs (Rennert et al., 2021). However, the
RFF-SPs are fairly new and most past studies in this literature have instead made projections
in the deterministic Representative Concentration Pathways (RCPs). Figure 9 green line
in Carleton et al. (2020) shows the Climate Impact Lab’s total mortality impacts in the
deterministic high RCP 8.5 emissions scenario at the end of the century, finding a 5.1%
increase in the global mortality rate in 2100.!7 Bressler et al. (2021), whose mortality damage
function I leverage in this study, also provides mortality projections in the deterministic RCP
emissions scenarios and finds a 4.4% increase in the global mortality rate in the RCP 8.5
emissions scenario.

The only other study in the literature that has projected the MCC is the Bressler (2021)
study that introduced the concept, discussed above. That study extended the DICE-2016
model (Nordhaus, 2017) to create the DICE-EMR model, which calculated the MCC. This
study makes a number of methodological improvements over that previous study, most of
which involve improving the underlying components from DICE-2016. To highlight some of
the major improvements: first, the DICE-2016 model is completely deterministic. Emissions
trajectories, socioeconomics projections, the climate model, damages, and all other aspects of
the model did not have any uncertainty. The mortality damage function that was added in
DICE-EMR did include low central and high mortality projections, but besides that, there
was no other characterization of uncertainty. This study, by contrast, accounts for uncertainty
in emissions, socioeconomic projections, the climate model, and damages and each of the
results I show here result from running 10,000 Monte Carlos simulations so that uncertainty
can be characterized along with central estimates. Second, the FalR v1.6.2 climate model
used in this study that estimates the climatic impact of a pulse of CO, is a significant
improvement that better reflects the current understanding of climate dynamics compared
to the DICE-2016 climate model. Multiple studies have shown that the DICE-2016 climate
model underestimates the short-term warming impact and overestimates the long-run warming
impact of COy emissions (Dietz et al., 2021; Folini et al., 2024). Third, DICE-2016 uses a
deterministic baseline emissions scenario that results in 4.1°C warming over preindustrial
levels in 2100, which is now considered by many experts to be quite pessimistic. This is due in
part to DICE-2016’s climate model, which tends to overestimate the long-run warming impact
of a given emissions trajectory, but it also results from a more pessimistic emissions trajectory

than many experts now assume. This study, by contrast, uses the probabilistic RFF-SPs that

17See Bressler (2021) for conversion from deaths per 100,000 to increase in the mortality rate.
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used expert elicitation and other methods to make socioeconomic and emissions projections
(see Rennert et al. (2021) for details). The median warming scenario in the RFF-SPs is
considerably more optimistic than the DICE-2016 baseline emissions scenario. It involves
just over 2°C warming over preindustrial levels in 2100. The deterministic DICE-2016 4.1°C
2100 warming scenario, by contrast, is outside of the 95th percentile warming scenario in the
RFF-SPs. Fourth, the mortality damage function in Bressler (2021) was constructed in a
similar way to the underlying DICE-2016 economic damage function (Nordhaus and Moffat,
2017).'"® Importantly, like the underlying DICE-2016 damage function, the DICE-EMR
mortality damage function is only a function of global average temperature'®. Furthermore,
because none of the underlying studies used to construct the mortality damage function made
projections beyond 2100 and a richer representation of the relationship between mortality and
other model variables besides global average temperatures was not available, Bressler (2021)
only included deaths from 2020-2100 in the MCC estimates. This study, by constrast, makes
mortality projections that are a function of country-level population-weighted temperature,
local long-run climate, and future income growth out to the end of the model in 2300, as
discussed above and in the appendix. Finally, DICE-2016 and DICE-EMR are single region
global models, so they are not able to calculate the D-MCC because all of their outputs are
aggregated at the global level. Whereas in this study, the country-level spatial resolution
allows me to calculate the D-MCC.

3 The Social Cost of Carbon

3.1 The Social Cost of Carbon and Valuing Excess Deaths

The SCC represents the monetized social damage from emitting one tonne of CO, at some
point in time across all categories of damages included in the model. To calculate the SCC, I

must monetize the deaths around the world caused by a pulse of emissions that were calculated

18A systematic research synthesis was undertaken to choose studies that met a set of specified criteria.
Those criteria included making projections of temperature-related mortality that could be leveraged to
estimate the DICE-EMR mortality damage function.

19The DICE-EMR mortality damage function was constructed by using a median weighted regression to
fit a curve through mortality projections in specific warming scenarios taken from the studies chosen in the
systematic research synthesis. One of the criteria for the studies that it used was that those studies should
account for adaptation. However, not all of the studies used accounted for adaptation as a function of income.
For instance, Hales et al. (2014) (based on Honda et al. (2014)) accounted for adaptation not as a function
of income growth or other factors, but by simply reducing excess mortality in the temperature-mortality
exposure response function by 50%. Thus, given the heterogeneity in the underlying assumptions that went
into projections of mortality impacts net of adaptation in the underlying projections, the DICE-EMR, damage
function specified mortality damages only as a function of global average temperatures
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in the previous section, and combine that with the broader set of non-mortality damages in
other damage sectors/categories. Specifically, I use the other three damage categories that
were included in the 2022 version of the GIVE model (Rennert et al., 2022): sea level rise,
energy expenditures, and agricultural damages.?’

The D-MCC findings in the previous section have a critical implication for the SCC: the
vast majority of deaths occur in lower-income countries, while comparatively few deaths occur
in higher-income countries. Thus, the SCC is extremely sensitive to how the modeler chooses
to value lives around the world in countries with very different income levels.

The underlying concept that informs how premature deaths are monetized in BCA is the
value of statistical life (VSL). VSL is an evidence-driven estimate of how much an average
individual would pay, in monetary terms, to avoid a specified mortality risk. Methodologically,
it is often estimated in labor markets where there are tradeoffs between small amounts
of additional safety and wage compensation. Thus, VSL is not intended to represent the
government’s own assessment of “the value of life,” but rather, it is intended to capture the
tradeoffs individuals make.

A ubiquitous finding in the VSL literature is that reducing mortality risk is a normal good:
i.e., as individuals become richer, they tend to be willing to pay more to avoid mortality
risk. That finding is uncontroversial. The more controversial yet necessary public policy
question—that all decision-makers who assess policies that impact mortality risk must grapple
with—is how to leverage this information to value deaths caused or lives saved in their
analysis. Different approaches to BCA answer this question in different ways.

First, the foundational Kaldor-Hicks (Kaldor, 1939; Hicks, 1939) approach to benefit-cost
analysis values all benefits and costs, including the willingness to pay to avoid mortality risk,
at the best possible estimate of each individual’s willingness to pay. Because willingness to
pay to avoid mortality risk scales with income?!, the Kaldor-Hicks approach values deaths
among richer populations more than deaths among poorer populations.

Second, when BCA has been applied in practice, governments have generally not taken
the Kaldor-Hicks approach to valuing premature deaths. Instead of valuing premature deaths

among the rich more than the poor, the U.S. and the U.K. have historically monetized and

20See Rennert et al. (2022) Extended Data Table 2 for further details, including a discussion of how
uncertainty is represented in those damage functions. Probabilistic projections of regional changes in sea
level are made using the Building Blocks for Relevant Ice and Climate Knowledge (BRICK) model (Wong
et al., 2017).

2LA variety of studies have assessed the literature to estimate the income elasticity of VSL, and a VSL
income-elasticity of 1, which implies that VSL scales proportionally to income, has been presented as a
standard estimate for policy analysis (Masterman and Viscusi, 2018; Robinson et al., 2019; Viscusi and
Masterman, 2017). EPA (2023a) and Rennert et al. (2022) adopt a VSL income elasticity of 1 in their
analysis.
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continue to monetize all premature deaths at a single population average value,?? 2* which
represents an estimate of the average VSL across the whole population. Quantitatively,
this has represented a major divergence from the Kaldor-Hicks approach to BCA because
the majority of benefits historically in government BCAs are directly attributable to the
monetized value of reducing premature mortality.?* The 2023 update to the SCC (EPA,
2023a) diverged from the U.S. status quo practice of valuing premature deaths at a single
population average in favor of an approach closer to Kaldor-Hicks because it valued deaths
from climate change in each country proportionally to that country’s PPP-adjusted per capita
income. However, that report also appeared to be the first time that the U.S. government

has explicitly valued lives in other countries as part of regulatory BCA .25 26

22For the U.S., see OMB (2023a): “... it is appropriate to use a value for mortality risk reductions
(sometimes referred to as the value of a statistical life, or VSL) that does not depend on the income of the
sub-population to which the mortality risk reduction benefits accrue...” For discussion of historical practice,
see, e.g., Sunstein (2004): “For over two decades, executive orders have required regulatory agencies to
engage in cost-benefit analysis of major regulations, and Congress has imposed similar requirements in several
statutes. To conduct cost-benefit analysis, agencies must assign monetary values to human lives that are
potentially saved by a proposed regulation. How do they come up with the numbers that they use? Do some
deaths count for more than others?... No agency values the lives of poor people less than the lives of rich
people. No agency distinguishes between whites and African Americans or between men and women. For
statistical lives, the governing idea is that each life is worth exactly the same. With respect to cost-benefit
analysis, much is disputed. But on the idea of a uniform value per life saved, there is a solid consensus, at
least in terms of regulatory practice.” This practice remains the same today (Sunstein, 2023).

23For the U.K., see HM Treasury (2022): “On grounds of equity ... the valuation of a statistically prevented
fatality (VPF) are based on average values from representative samples of the population (who differ in their
incomes, preferences, age, states of health and other circumstances). These values are used when analysing
and planning the provision of assets, goods and services at a population or sub-population level.”

24Colmer (2020) finds that 70% of the total benefits in BCAs of federal regulations historically were directly
attributable to the monetized value of reducing early mortality. EPA (2011a) found that 85% of the benefits
from the Clean Air Act Amendment are attributable to the reduction in premature mortality associated
with the reduction in ambient particulate matter. See also Hemel (2022): "Lifesaving regulations are not
an administrative-state sideshow—they are the main act. Really expensive regulations generally do one of
three things. They (a) reduce the risk of death or serious illness from air pollution, (b) reduce the risk of
death or serious injury from motor-vehicle crashes, or (c¢) reduce greenhouse gas emissions. Note that a
primary—probably the primary—reason why we worry about greenhouse gas emissions is that global warming
will lead to death and serious illness on a vast scale, so (c) is largely subsumed by (a).”

25Historically in the U.S., the vast majority of regulatory impact assessments only quantify domestic
benefits and costs (Gayer and Viscusi, 2016). There does not appear to be precedent for a Regulatory Impact
Statement (RIA) explicitly projecting and monetizing premature deaths caused in other countries by U.S.
policy decisions. A few RIAs have considered impacts in other countries but have not monetized them. For
instance, the Mercury and Air Toxic Standard (MATS) RIA discussed the foreign health benefits of U.S.
mercury reductions qualitatively but did not quantify them (Howard and Schwartz, 2017; EPA, 2011b).
Likewise, the 1996 NASA Final tier 2 environmental impact statement for International Space Station report
considered mortality impacts from falling debris in the U.S. and other countries, but did not monetize the
impact (NASA, 1996).

26 Although two of the three underlying models that the US Government used to calculate the SCC before
the 2023 update (DICE and PAGE) did not clearly specify how much (if any) of their estimated damages
derived from mortality, one of the three models, FUND, did include damage from premature mortality as
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Figure 5 shows why the choice around valuing premature deaths around the world is so
consequential. The y-axis shows the country’s share of deaths in the D-MCC while the x-axis
shows the value assigned to a death in the country based on the EPA (2023a) methodology—
i.e., proportionally to income. For instance, Niger is expected to experience nearly twice as
many deaths from a pulse of emissions than all countries in Europe combined. Yet, when
the modeler chooses to value deaths based on an income-elastic VSL that is proportional to
PPP-adjusted income, an average death in Europe is given the same value as 29 deaths in
Niger.%"

part of its damages. It used an income-elastic VSL to value deaths in its 16 regions (Anthoff and Tol, 2014),
although premature mortality was a very small overall part of damages in that model (Cromar et al., 2021).
The US Interagency Working Group did not appear to make an explicit choice around monetizing deaths,
but instead adopted the model as it existed. They did not mention the choice around valuing deaths around
the world in their documents (IWG, 2016, 2021). Whereas in EPA (2023a), the choice of an income-elastic
VSL was an explicit modeling choice that was discussed at length.

27And richer countries within Europe are valued at a much higher value. E.g., each death in Ireland is
given the same value as 76 deaths in Niger.
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Figure 5 | Relationship between share of deaths in the distributional mortality cost of carbon and the value
assigned to each death using an income-elastic VSL. The y-axis shows the share of deaths in the D-MCC by
country. The x-axis shows the current period value that is attached to each death based on EPA (2023a).
The size of the dots is proportional to the y-axis value.

Even when deaths are valued proportionally to income, premature deaths are still by far
the largest category of damages in the SCC both in this study (see table 1 second column
below) as well as in other recent studies (Rennert et al., 2022; EPA, 2023a). figure 5 provides
intuition both for why the SCC is so sensitive to the choice of how to value lives around
the world, and for why the SCC becomes so much larger when deaths around the world are
valued more equally, as I will show below.

In the rest of the section, I will show SCC results across a range of approaches to
monetization that have had significant support in the literature and/or in practice. The
purpose of this study is not to argue for any particular approach, but instead to provide
decision-makers with information about what the SCC is based on their preferred approach

to valuing lives and livelihoods while also showing them how the SCC varies if they were to
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take an alternative approach.

I will focus on four major monetization approaches, two of which I already introduced
above. These are (1) Kaldor-Hicks, (2) U.S. Status Quo, (3) Income Weighting, and (4)
Prioritarian Weighting. In this section, I will derive formal expression for the SCC using
each of these approaches, and I will show how the SCC varies when taking these different
approaches.

Throughout this section, it is critical to emphasize that the physical projection of damages
is not changing. The only thing that is changing is how the modeler chooses to value the
lives of people around the world, as well as how to value economic damages to people around
the world with different incomes. Importantly, this implies that the MCC and D-MCC are
the exact same across all of the different specifications that I show in this section, which lead
to very different SCCs (see table 1).

3.2 Deriving the Major SCC Monetization Choices

Put simply, the SCC asks the question: how much damage is caused by emitting a marginal
tonne of CO5 at some point in time? The difference between monetization approaches is
the units that those damages are represented in. The Kaldor-Hicks approach quantifies the
SCC in units of money unadjusted for diminishing marginal utility across space. The income-
weighting approach quantifies the SCC in units of money that are adjusted for diminishing
marginal utility across space, i.e., capturing that an additional dollar has more value to poorer
individuals than richer individuals. Income weighting uses a utility function to determine the
effect of damages on well-being based on an individual’s income. All else equal, the more
that climate damages fall on the poor relative to the rich, the higher the well-being loss.
The Prioritarian approach quantifies the SCC in units of money that are both adjusted for
diminishing marginal utility across space to capture the impact on wellbeing, as well as an
additional adjustment that places higher weight on the wellbeing of the poor relative to the
rich. Finally, the U.S. Status quo approach takes the same approach as Kaldor-Hicks to all
non-mortality benefits and costs— representing damages in units of money unadjusted for
diminishing marginal utility, but then it places a special carve-out for mortality damages,
where all deaths are measured based on the population average willingness to pay as opposed
to the individual willingness to pay. In the case of the SCC, this means that all lives are

valued the same at the global average willingness to pay.
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3.2.1 The Generalized Social Cost of Carbon

Abstracting from units, equation 3 represents the marginal climate damages in each time
period t from a pulse of emissions in time ¢, aggregated across geographies. This is calculated
as the difference in modeled damages per ton between the pulse and baseline run. This is
calculated in each of the 10,000 Monte Carlo runs:

c=C
MDDy, = Z(damages with pulse; , . — baseline damages, ;) (3)
c=1
To calculate the SCC, marginal damages in each time period are multiplied by that time

period’s discount factor DF; and aggregated across time:

t=T
SCCy, = > DF, x MDy (4)

t=to

Across monetization approaches, I calculate the SCC in each of the 10,000 Monte Carlo
runs that account for uncertainty in emissions, population, economic growth, and the response
of the climate system. As in EPA (2023a) and Rennert et al. (2022), I typically summarize
the distribution of the 10,000 estimated SCCs by the mean, E[SCC, ], where the expectation
operator is taken jointly over all the uncertain parameters determining DF, and MDy, ;.

Now, we can split out the marginal damage term MD; into a mortality and non-mortality
component. As mentioned previously, the mortality cost of carbon (MCC) feeds directly into
the SCC. Going back to the mortality cost of carbon (MCC) definition in equation 1, we can

rewrite the mortality cost of carbon as:

t=T c=C

MCCtO == Z Z MCCtO,t,c (5)

t=to c=1

Where MCCy, ;. is the MCC broken down by both time and space: it is the number of

deaths in time ¢ in country ¢ caused by a pulse of emissions in time tg:

MCCy, 1. = (excess deaths with pulse, ,.— baseline excess deathsy, ) (6)

This term feeds directly into MDy, ;, which can be rewritten in the following way:
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c=C
MDy, ; = Z(MCCtO’t,C x value of life; . + non-mortality MD, , ) (7)

c=1

Where value of life, . is the monetary value that the modeler places on each death in
time ¢ in country ¢,® and non-mortality MDy, ;. are the non-mortality damages in time ¢ in
country c caused by a pulse of emissions in time ¢,. We can use equation 7 to re-write the

generalized SCC equation 4:

t=T c=C
SCCy, = Z DF; x Z(MCCtO’t’C x value of life; . + non-mortality MD,_, ) (8)

t=to c=1

3.2.2 The Quasi-Kaldor-Hicks SCC

I will begin to derive the Quasi-Kaldor-Hicks monetization approach. This is the monetization
approach used in EPA’s 2023 SCC update (EPA, 2023a) and (Rennert et al., 2022). As
mentioned, this approach measures all damages in dollars unadjusted for diminishing marginal
utility across space.

The Kaldor-Hicks approach to benefit-cost analysis (BCA) is based on the potential
compensation criterion—which specifies that a policy is net beneficial if those who benefit
from a policy could fully compensate those who are harmed and still remain gainers, regardless
of if such compensation ends up occurring. This is also known as a “Potential Pareto
Improvement.” However, Bressler and Heal (2022) showed that there is a practical issue
facing the implementation of the Kaldor-Hicks approach when estimating the SCC: the
income projections most commonly used in the SCC literature—the shared socioeconomic
pathways (SSPs) (Riahi et al., 2017) as well as the RFF-SPs used in this and other studies
(Rennert et al., 2021)—calculate country-level income projections using purchasing power
parity (PPP) instead of market exchange rates. PPP transforms current prices into adjusted
prices using weights that account for the ability of money in different places to purchase fixed
bundles of goods and services. The issue with PPP as it relates to the Kaldor-Hicks potential
compensation criterion is that it transforms net benefits from actual units of exchange (i.e.
money at current market exchange rates) to another numéraire that is hypothetical and is not

an actual unit of exchange. Arguably, adjusting for PPP converts the money numéraire into

28Fach of the four monetization approaches use the value of statistical life (VSL) concept, which represents
an estimate of willingness to pay to avoid mortality risk, to inform the value of life calculation, as I will
discuss below.
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units that are more relevant to what a social planner might care about: the ability of money
to buy goods and services and the welfare people get from those goods and services. But this
undermines the appeal to the Kaldor-Hicks potential compensation criterion. As Bressler
and Heal (2022) show, a policy that yields positive net benefits measured in PPP-adjusted
money will not necessarily pass the Kaldor-Hicks potential compensation test. And this is
not a minor issue, as the differences between PPP-adjusted money and market-money are
very large, especially in developing countries. Thus, I describe the approach in the section as
Quasi-Kaldor-Hicks, since proponents of this approach have cited the Kaldor-Hicks criterion
in its defense (EPA, 2023a), although it is not fully consistent with this criterion due to the
PPP issue.

t=T
SCCy, = > SDF, x MD, . (9)

t=to

Equation 10 yields the SCC in purchasing-power-parity dollars unadjusted for diminishing
marginal utility across space so that a dollar of damages in low-income countries is counted
the same as a dollar of damages in high-income countries. The marginal damages in each
period, MDy, represents the marginal damages in units of money. For the purposes of this
study, I take the same approach to the discount factor as the U.S. Government’s recent SCC
update EPA (2023a) by using a stochastic Ramsey-like discount factor, SDF;, which accounts
for diminishing marginal utility across time when determining the rate at which damages in
future time periods are converted into present value.?”

Plugging in equation 7 that separates out mortality and non-mortality damages:

t=T c=C
SCCy, = Z SDF; x Z(MCCtO,t,C x value of life; . + non-mortality MD,_, ) (10)
t=to c=1

Under this monetization approach, the value of life, . is determined based on estimating
the willingness to pay to avoid mortality risk for a typical person in time ¢ in country ¢, which
is represented by the term VSL, .. Because there are no VSL estimates readily available in
the literature for every country into the future, I use the same benefits transfer methodology
used in EPA (2023a); Rennert et al. (2022):

29Gee section 3.2.4 for detailed comparison to other monetization approaches.
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VSL,,. = VSLESS 1 X ( Yt ) (11)
Y2020,U8
This methodology uses EPA’s estimate for the average U.S. VSL in 2020, VSLag20 s,
which is $10.05 million, and applies this estimate to other countries based on the VSL income
elasticity parameter e. EPA (2023a); Rennert et al. (2022) use € = 1, which implies that VSL
scales proportionally to income. € = 1 has been presented as a standard estimate for policy
analysis (Masterman and Viscusi, 2018; Robinson et al., 2019; Viscusi and Masterman, 2017).
Thus, the full Quasi-Kaldor-Hicks SCC equation can be written as:

t=T c=C
SCCy, = Z SDF; x Z(MCCtO’t’C x VSL; . + non-mortality MD, , .) (12)
t=to c=1

In the main body of the paper, I use p = 0.2%, which is consistent with the main
specification of EPA (2023a) and Rennert et al. (2022). In the appendix, I show a variety of

alternative p and 7 values.

3.2.3 The Income Weighted SCC

Income weighting involves two main steps (Anthoff et al., 2009; Anthoff and Tol, 2010;
Anthoff and Emmerling, 2019; Azar and Sterner, 1996; Broome, 2012; Errickson et al., 2021;
Fankhauser et al., 1997; Hope, 2008; Kolstad et al., 2014; Mirrlees, 1978; Nordhaus, 2011;
Watkiss and Hope, 2011). First, it accounts for diminishing marginal utility across space: it
captures that an additional dollar has more value to someone who has a lower income than
someone with a higher income. Income weighting uses a utility function to determine the
effect of damages on well-being based on an individual’s income. All else equal, the more that
climate damages fall on low-income relative to high-income people, the higher the well-being
loss. Second, income weighting converts these utility-denominated damages back into units of
money, which can more easily be used in BCA. It does this by converting utility-denominated
damages into units of money as valued by some person with some level of income (who
is often represented as a person of average income in some “reference region”, which is
also sometimes referred to as a “normalization region”) (Anthoff et al., 2009; Anthoff and
Emmerling, 2019; Bressler and Heal, 2022; Errickson et al., 2021; Nordhaus, 2011; Scovronick
et al., 2021). In this study, I often refer to this level of income as the reference point. Using a

higher-income reference point increases the SCC by virtue of higher-income people valuing

31



an incremental dollar less, whereas using a lower-income reference point decreases the SCC
by virtue of lower-income people valuing an incremental dollar more. The choice of reference
point does not affect projected damages; rather, it changes the units in which these damages
are represented. Different reference points do not alter the estimated damages caused by
an additional tCO, the same way that expressing distances in miles or kilometers does not
change the length of a trip (Errickson et al., 2021).

In November 2023, the U.S. Office of Management and Budget updated Circular-A-4—the
U.S. government’s benefit-cost analysis guidelines—for the first time in 20 years. For the
first time, this new guidance explicitly allowed for the use of income weights (OMB, 2023a).
Income weights adjust money-denominated benefits and costs by applying the following

weight:

-n
wt,c = <%> (13)
Yref

where y; . is the average income for subgroup c in year ¢, y,.s is the reference point income
level, and n is the elasticity of marginal utility.

We can derive this weight in equation 13 by considering a standard isoelastic utility
function that uses the income elasticity of marginal utility parameter 7 (also referred to as

the utility curvature parameter):

I—mn

u(y) (14)
Using the standard social welfare function (SWF) that aggregates utilities across a
population of N individuals across time and discounted to present value using the pure rate

of time preference parameter p:

t=T N

1
W= Zzu(ytz)m (15)

t=tg i=1

The utility-denominated SCC, which we can label as SCC-u, is equivalent to the marginal

damage caused by a marginal pulse of SCC emissions in time #:
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t=T N

azz ytz 1+

t to
8W t=tg i=1 p

0 = = 1

SCC-uy, aEO OE, (16)
Which is equivalent to:
t=T N, ouly

SCC- ) 17
Uy, = Z Z 8E0 1 + p)t to ( )

t=tg i=1

Applying the chain rule:

t=T N

au yt % ayt i 1
- 1
SCC uto tzto ; ayt ; aEO 1 + p>t to ( 8)

OYyi
9E,

in time ¢y, so we can replace that term with M Dy, ;:

The term ——= represents the marginal damage to person ¢ in time ¢ from the emission E

t=T N,

SCC, = 33 2ulbe) M Dy (19)

t=to i=1 i 1+P)t fo

No integrated assessment models used to calculate the SCC are able to project damages
at the level of individuals, so we can instead represent damages at the aggregated country

level c:

t=T c=C

au ytc
SCCuy, =Y > . (0 +p)t =MDy (20)

t=tg c=1

where y; . represents the average income of region ¢ at time ¢. This SCC in equation 20 is
in units of utility. Indeed, this can be used directly in BCA, but this tends to be inconvenient
because other benefits and costs are usually measured in dollars (Anthoff et al., 2009). For
practical application in BCA, this utility-denominated SCC must be converted into dollars.

When income weighting, this is done with the following inverse marginal utility weight:
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1
/Lref - au(yref) .
ayref

(21)

[ires T€Presents the inverse marginal utility of some person with the reference point income
level y,.r. Thus, this factor converts the SCC from units of utility into units of money as it is

valued by someone with the reference point level of income:

au(yt,c)
== 8u yt 1 tzécz% (9yt 1
SCCtO Z Z Href < — to,t c = < — MDto,t,c
t=to c=1 Oyre (1+p)! to ttclauyref (14 p)ito
ay'ref

(22)

Now, the marginal damage in time ¢ in region ¢ (M Dy, ;) is multiplied by the ratio of the
(au<yt,0) )

and the marginal
ayt,c

marginal utility for an average person in that region at that time

utility at the reference point income level ( ). Because of diminishing marginal utility,

Yre f
marginal utility for people at lower income levels is higher (i.e., a dollar is more valuable to

someone with lower income), whereas the marginal utility for those at higher income levels
is lower (i.e., a dollar is less valuable to someone with higher income). Thus, equation 22
shows mathematically how income weighting upweights marginal damages in lower-income

Ou(Ys,c
% in the numerator is larger) and downweights marginal damages in
yt,c

au(yt,C) .

is smaller).

regions (because

higher-income regions (because

t,c
Furthermore, equation 22 illustrates the importance of the reference point income level.

When one chooses a higher reference point income level (e.g., average income in the U.S.),

au(yref) (

in the denominator) is lower. Whereas if one
Yref

chooses a lower reference point income level (e.g., average income in India), this decreases

this increases the SCC because

Ou(Yres) . . : : : N :
the SCC because % is higher. This mathematically illustrates the intuition that using
Yre f
a higher-income reference region increases the SCC just by virtue of people in that region

valuing money less. Whereas using a lower-income reference region decreases the SCC just
by virtue of people in that region valuing money more.
One reason for choosing a particular reference point is based on which region will bear

the cost of emissions reductions (Anthoff et al., 2009). For instance, if emissions reductions
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are taking place in the U.S., using U.S. average income as the reference point converts this
value into units of money as it is valued by a typical individual in the U.S. For a given
income-weighted benefit-cost analysis, using the same reference point for all benefits and
costs—both climate and non-climate—ensures that all these benefits and costs are represented
in the same units. Thus, conclusions based on net benefits in an income-weighted BCA will
be the same, regardless of reference point (Anthoff et al., 2009).

We can simplify equation 22 further by assuming isoelastic utility (plugging in equation
14):

t=T c=C —r] t=T c=C y — 1
t,c t,c
SCCu = Y3 e iD= LY (1) M (@9
t=tg c=1 ref t=tg c=1

-n
We can see that the the term is ( Ytic ) is exactly equal to the weight given in equation
yref
13.

Now, we can split the marginal damage term from equation 23 into mortality and non-

mortality components as we did for Quasi-Kaldor-Hicks in equation 12:

t=T c=C
Yt 1 :
SCCy, = Z Z ( t ) T [MCCtO,t7c X VSL; . + non-mortality MDtO’t’C} (24)

t—to =1 \Yref

And we can plug in equation 11 for VSL; .

t=T c=C -n €
c 1 c :
SCCy, = E < o, ) ( {MCCtO,t’C X VSLSS;B’US (L> + non-mortality MD, , .

Yref 1+ p)i-to Y2020,US

t=tg c=1

(25)

This allows us to split out the income-weighted SCC into two separate mortality and

non-mortality components:

t=T c=C - €
1 Yt,c K Yt,c b
Mortality Partial SCC ( : ) (— VSL5g5 7g X MCCy, 4.c
to = ;O; 14 ) \ Ypes Y2020.05 2020,US to.t,

(26)
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t=T c=C —n
Non-Mortality Partial SCC,, Z Z T ( Yt.c ) x non-mortality MD, , . (27)
p A

t=tg c=1 Yrer

Equation 26 provides some intuition for how income-weighting treats mortality impacts.

The VSL term (L> x VSLbase o uses benefits transfer to scale the baseline 2020
Y2020,US ’

U.S. VSL (recall from above was $10.05 million) based on the VSL income elasticity e. This
captures that as people become richer, they are willing to pay more to avoid mortality risk.

However, the income weighting term (k
Yref
term into dollars that are adjusted for diminishing marginal utility. The interpretation of this

-7
) adjusts this willingness-to-pay-based VSL

is that poorer people are willing to pay less to avoid mortality risk not necessarily because
they value their lives less, but because they value marginal dollars more (Bressler and Heal,
2022; Broome, 2012; Kolstad et al., 2014).

What does this imply in terms of the value that is placed on lives under income weighting?
It depends on the relative values of the VSL income elasticity € and the utility curvature 7.
In the case when € = 7, this implies that the VSL-income scaling and utility-income scaling

exactly offset each other. In this case, all lives across space are valued equally at the 2020

7

U.S. VSL VSLSS;% vs scaled by the constant (ﬂ> , and are only discounted in the
Y2020,U5

future by the pure rate of time preference p:

t=T c=C
1 Yref )77 b
Mortality Partial SCC VSLyase x MCCy, ¢, 28

Y to T ;; 1+p)t to <y2020,Us 2020,US to,t, ( )

Yref

Y2020,U8
the VSL benefits transfer equation 11 for calculating the VSL at the reference income level:

n
In fact, because € = 7 in this case, the term ( ) X VSLSSS%,US is just rewriting

VSL,et. So we can rewrite equation 28 as:

t=T c=C

Mortality Partial SCC, = Z Z

t=tg c=1

1

VS Lyt x MCCy 1, 29
Ay St X MCC (29)

3.2.4 Comparing the Quasi-Kaldor-Hicks and the Income-Weighted SCC

We can compare the expression for the income-weighted SCC in equation 4. We can write out

the full expression for the Quasi-Kaldor-Hicks SCC from equation 4, including the Ramsey-like
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SDF, which is defined as (Bressler et al., nd; EPA, 2023a; Rennert et al., 2022):

SDF, — — Yravy ) (30)
(1 + p)t_to yto,avg

where ¥ 4, is wWorld average per capita income in year ¢t and p is the pure rate of time

preference. Plugging this into equation 4:

t=T 1 yt avg —n C:C
SCCtO - Z (1 —+ p)t—to ( | ) Z MDto,t,c (31)
c=1

t=to Yto,avg

-n
Since the term ( > is a constant—it is simply world average per capita income in

yto,avg
the year of the pulse—we can move it to the front of the expression. Since MDy, ¢ . is just the

sum of marginal damage across all regions in time ¢, we can rewrite this expression as:

t=T

1
SCCto = (yto,avg)77 Z W yt avg Z MDto,t c (32)
t=to

Now consider a special case of the income-weighted SCC (equation 23) where global
average income in 2020 is the reference point income level (the reference point income level

that we used in multiple results in the main text):

=T c=C
SCCtO = yto avg Z 1 + p t to Z(yt,c)_nMDto,t,c (33>
1

— o=

To summarize, equation 32 is the Quasi-Kaldor-Hicks SCC, and equation 33 is the income-
weighted SCC (using global average income as the reference point, which is the most directly
comparable to the SCC before income weighting). The only difference between these two
equations is that, after income weighting (equation 33), the marginal damage in each region
in each time period is multiplied by the marginal utility in that region at that time, (y.)™".
Whereas before income weighting (equation 32), marginal damages are first aggregated across
all regions in each time period and then multiplied by the global average marginal utility
(Yt,avg)~". Thus, the income-weighted SCC (equation 33) accounts for differences in marginal

utility across both time and across regions. Whereas the SCC before income weighting
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(equation 32) does not account for differences in marginal utility across regions, it does
account for global average differences in marginal utility across time.

We can see quantitatively the differential impact of the utility curvature parameter, 7, in
the Quasi-Kaldor-Hicks approach to the SCC versus the income-weighted approach in Fig.
??. which holds all parts of the model fixed except 1. A higher 7 indicates a more curved
utility function. This implies that the marginal utility gained from a marginal dollar declines
more rapidly compared to a lower n value. Before income weighting, n affects the SCC in two
ways (EPA, 2023a; Rennert et al., 2022). First, it accounts for diminishing marginal utility
across time (see Methods section for details). A higher 7 tends to place less weight on future
damages because a marginal dollar of damages to comparatively higher-income people in the
future will be considered less harmful than a marginal dollar of damages to comparatively
lower-income people today. Second, it accounts for risk aversion across uncertain potential
future states of the world. A higher 7 implies higher risk aversion. Income weighting adds a
third role for n: it accounts for diminishing marginal utility across space. That is, a higher n

places more weight on damages in low-income locations (Broome, 2012; Kolstad et al., 2014).

3.2.5 U.S. Status Quo SCC

The U.S. Status quo approach takes the same approach as Quasi-Kaldor-Hicks to all non-
mortality benefits and costs— representing damages in units of money unadjusted for
diminishing marginal utility, but then it places a special carve-out for mortality damages,
where all deaths are measured based on the population average willingness to pay as opposed
to the individual willingness to pay. In the case of the SCC, this means that all lives are
valued the same at the global average willingness to pay.

Mathematically, we can take the Kaldor-Hicks SCC (equation 12), but then monetize each
death around the world at the same uniform VSL based on the global population average

willingness to pay in each time period ¢, which I label as VSL; 4,4:

t=T c=C
SCCy, = Z SDF, Z(MCCtO,t’C X VSL 4vg + non-mortality MD,_, .) (34)
t=to =1

This represents the general equation for the U.S. Status quo SCC. At every point in time,
every life around the world is valued at the same VSL; 4,,. If global average income increases
in the future, then VSL, ,,, also increases in the future because VSL has a positive income
elasticity. But this is counteracted by the stochastic Ramsey-like discount factor SDF;, which

accounts for diminishing marginal utility across time by discounting richer periods at a higher

38



rate, and which also discounts all future periods at the pure rate of time preference, p, as
shown in equation 35 below. The exact present value of future lives depends on the relative
values of the VSL income elasticity €, the utility curvature 7, and the pure rate of time
preference p, as shown in equation 35.

Plugging in equation 30 for SDF, and equation 11 for VSL; 4u4:

t=T c=C -n €
Yt,av ase Yt,av :
SCCy, = Z Z (= ( g ) [Mccto,t,c x VSLES g ( g ) + non-mortality MDtO’t’c]

t—ty =1 Yto,avg Y2020,US

(35)

t=T c=C -n €

Yt,avg base Yt,avg .

SCC E ( ) [MCC ¢ X VSL ( ) -+ non-mortality MD C}
to = = (T4 p) 0 \ Yrge o 2020.U5 Y2020,US foots

(36)

This allows us to split out the U.S. status quo SCC into two separate mortality and

non-mortality components:

t=T c=C

— €
Yt,avg Yt,avg base

Mortality Partial SCC, = E E ( ) (—) VSL x MCCy, ¢

to == 1+p)t to yto,avg yQOQO,US 2020,US to,t,

(37)

t=T c=C —
1 awg \ .
Non-Mortality Partial SCC, = Z Z - — ( Yt,avg ) X non-mortality MDy, ¢,
2 20507 \ g

(38)

In fact, the U.S. status quo mortality partial SCC is equivalent to the income-weighted
mortality partial SCC that uses global average income as the reference point when the utility
curvature, 7, is equivalent to the income elasticity of the VSL, e. We can see this by taking

equation 37 and assuming that n = e. This allows us to simplify equation 37 to:

t=T c=C

n
yto,avg base

Mortality Partial SCC, = VSL x MCCy, 4+ 39

y to ;;; —i—p)t to <y2020,Us) 2020,US to,t, ( )
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In fact, because € = 7 in this case, the term (M) X VSLS@‘;% Us 18 just rewriting
Y2020,U8
the VSL benefits transfer equation 11 for calculating the global average VSL at time of the

pulse to: VSLyy qvg- SO We can rewrite equation 28 as:

t=T c=C
Mortality Partial SCC,, Z Z

t=tg c=1

1+ p)t-to 77V SLtg,avg X MCCy 1.c (40)

This is identical to the income-weighted partial SCC when current global average income
is used as the reference income level and € = 1 shown in equation 29. QED.

Furthermore, I prove this numerically, as shown in table 4. For the rows where n = 1,
which is the same value as the income elasticity of VSL (¢ = 1), we can see that the mortality
partial SCC yields the exact same value for the U.S. Status Quo approach and Income

Weighting approach using global average income as the reference region.

3.2.6 The Prioritarian SCC

Like income-weighting, prioritarian-weighting uses a utility function to estimate the effect
of damages on wellbeing. But while income-weighting values everyone’s wellbeing the same,
prioritarian-weighting places extra weight on the wellbeing of the worse off (i.e., those with
lower incomes). Prioritarian-weighting has support in the academic literature (Adler et al.,
2017; Adler and Treich, 2015; Ferranna and Fleurbaey, 2020), but it is not yet used as far as I
am aware in benefit-cost analysis for government policymaking in the U.S. or other countries.

To calculate the prioritarian SCC, I follow the approach used in Adler et al. (2017). Like
the income-weighted social welfare function (SWF) defined in equation 15, the Prioritarian
SWEF aggregates utilities across a population of N individuals, but it applies an additional
concave function g(u()) that transforms the wellbeing value determined by the utility function
u() into Prioritarian-transformed wellbeing that places extra weight on those with lower
wellbeing levels. This g(u()) function could, in principle, take a number of forms, so I focus
here on the central parameter values given in Adler et al. (2017), which uses a log function

for g(u()). The Priortiarian SWF is defined as:

t=T N, 1
W = lo )| ——— 41
tz:ﬁl T 7he ) (L4 p)i=to )

Where u*(y;:) = u(ye;) — u(y**°) is the wellbeing of individual 7 in time ¢ rescaled by the

utility at subsistence level, which is determined by the World Bank’s extreme poverty level
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(Bank, 2024).
The prioritarian welfare-denominated SCC, which we can label as SCC-w, is equivalent to

the marginal damage caused by a marginal pulse of SCC emissions in time %:

o o dog [u(ys)] 1
SCC-wy, = L 42
t ZZ 9B, (L+p ”

Applying the chain rule:

t=T N,
- 1 Ou(Yei) Oy 1
SCC-wy, = Z Z ( . OEy ) (1+ p)t—to (43)

0
t=to i=1 ytz yt,z

Yy
6E0

damage to person ¢ in time ¢ from the emission E in time ¢, so we can replace that term

As in the income-weighting derivation, we can notice that ——- represents the marginal
with M Dy, ;. And, since no integrated assessment models used to calculate the SCC are
able to project damages at the level of individuals, we can instead represent damages at the

aggregated country level c:

t=T c=C
SCC-wy, = > Y ( ! (yt’c)MDto,t,c) m (44)

P — ytc Yt.c

Equation 44 is in units of prioritarian social welfare, which can be used directly in BCA,
although this tends to be inconvenient because other benefits and costs are usually measured

in dollars. To convert this into dollars, we apply the following inverse social welfare function

weight:
1
ow
8y7‘e f
ow . : . :
Where represents the increase in social welfare per dollar added to the consumption

8yre f
of some person with the reference point income level y,¢.

We can then plug this into equation 44 to yield the prioritarian-weighted SCC in units of

money:
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t=T c=C 1 ou* (y¢,c) 1
t=to Zc:l (u*(ym) ayt’tc MDtoﬂf,c) I
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ayref

SCC-wy, = (45)

This equation is the analog of equation 3 in Adler et al. (2017) in this setting.

3.3 Results

Table 1 shows the SCC across the four monetization approaches. As these results show, the
value of the SCC varies by a factor of 50 simply by making different choices around valuing
lives and livelihoods. Importantly, the physical climate damages are the exact same across
each of these four approaches: the underlying mortality cost of carbon and the physical
damages in the other sectors are the exact same. The only difference is how these approaches
value the lives of people in poorer versus richer countries and how they value a dollar of
market damages to people in poorer versus richer countries. Model parameters, including the
pure rate of time preference (p) and utility curvature (n), are held constant across all of these
calculations to ensure maximum comparability. I use n = 1.4, which follows OMB (2023a)’s
recent guidance® | and T use p = 0.2%, which follows the central specification in (EPA, 2023a).
SCCs across a range of  and p values and across the four monetization approaches are shown
below in table 3.

300MB conducted an in-depth review of the literature on 7 as part of its update to Circular A-4 (see
section 9.d of OMB (2023b) for details). This review extended Acland and Greenberg’s 2023 review Acland
and Greenberg (2023). Acland and Greenberg tentatively concluded using n = 1.6 with lower and upper
bound sensitivity testing at 1.2 and 1.6. OMB determined that n = 1.4 is a reasonable estimate for income
weighting in regulatory analysis. I thus use income weighting with 7 = 1.4 in the main specifications in the
main text. Likewise, the U.K. Green Book also suggests constructing weights based on income (what it calls
“distributional weights”) using an income elasticity of marginal utility of n = 1.3 (HM Treasury, 2022). The
German government uses 77 = 1 to calculate the SCC.

42



Table 1

Quasi-Kaldor Hicks U.S. Status Quo Income Weighting Prioritarian Weighting

(U.S.) (U.S.)
2025 SCC $237 $380 $3,567 $11,839
[2.5th-07.5th Percentile] 593, $361] (98, $1,302)  [$172, $11,640] [$1,220, $16,870]
SCC Breakdown by Impact Category
Mortality $145 $287 $2,723 $10,880
Agriculture $81 $81 $736 $754
Energy $8 $8 $85 $181
Sea Level Rise $4 $4 $23 $25

Table 1 | Social Cost of Carbon Sensitivity to Choices Around Valuing Lives and Livelihoods. The table
shows the Social Cost of Carbon (SCC) across the four major monetization approaches. The central SCCs
are the mean SCC value across 10,000 draws in a Monte Carlo simulation, which captures uncertainty in
socioeconomic and emissions scenarios (RFF-SPs), uncertainty in climate (FalR v1.6.2 ), and mortality
damage function uncertainty.

Table 2: Social Cost of Carbon Sensitivity to Discounting

Social Cost of Carbon

Specification Timzu;ielfzifaens: () Curngtlﬂz () Quasi-Kaldor Hicks U.S. Status Quo
High p High n 2.00% 2.00 $55 $88
DICE-2007 1.50% 2.00 $72 $114
DICE-2016 1.50% 1.45 $81 $134
DICE-2023 1.00% 1.50 $111 $180
EPA 2023 2.5% 0.46% 1.42 $179 $288
Main Specification 0.20% 1.40 $237 $380
EPA 2023 2% 0.20% 1.24 $252 $411
Stern Discounting 0.10% 1.00 $317 $536
EPA 2023 1.5% 0.01% 1.02 $350 $590
Low p Low 7 0.00% 1.00 $357 $603

Table 2 shows the SCCs sensitivity to discounting. Each row varies the p and n parameters,
which, together with the growth rate, determine the Ramsey-like stochastic discount factor
as discussed above in equations 30 and 35. This table focuses just on the two monetization
approaches—Quasi-Kaldor-Hicks and U.S. Status Quo—that account for diminishing marginal
across time, but not across space. In these approaches, n affects the SCC in two ways. First,
a higher 7 tends to place less weight on future damages because a marginal dollar of damages
to comparatively higher-income people in the future will be considered less harmful than a
marginal dollar of damages to comparatively lower-income people today. Second, it accounts
for risk aversion across uncertain potential future states of the world. A higher n implies

higher risk aversion. Thus, as table 2 shows, lower 7 values and lower p values tend to lead
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to a lower SCC.

As past literature has pointed out and as table 2 shows, the SCC is indeed quite sensitive
to these discount rate parameters. In 2007, Nicholas Stern and William Nordhaus had a
spirited and notable debate about what the correct SCC should be, which focused on the
values that should be chosen for these discounting parameters. Nicholas Stern argued for
a lower discount rate, which included a pure rate of time preference of 0.1% and utility
curvature of 1. Whereas William Nordhaus argued for a higher discount rate, which included
a pure rate of time preference of 1.5% and utility curvature of 2. As table 2 shows, this leads
to a 4.4x difference in the SCC in my model when taking the Quasi-Kaldor-Hicks approach
to monetization ($72 for Nordhaus’s preferred discounting approach in 2007 vs. $317 for
Stern’s preferred approach to discounting) and a 4.7x difference when taking the U.S. Status
Quo approach to monetization ($114 for Nordhaus’s preferred discounting approach in 2007
vs. $536 for Stern’s preferred approach to discounting). Importantly, this debate took place
in 2007 in a higher interest rate environment. Nordhaus, who prefers to take a descriptive
approach to discounting that aligns the money discount rate with market interest rates, has
since lowered his discount rate parameters in his DICE model to n = 1.5 and p = 1%. This
now leads to less disagreement with Stern: DICE-2023 discounting leads to a 2.9x higher
SCC than Stern discounting under Quasi-Kaldor-Hicks ($111 vs. $317) and to a 3.0x higher
SCC under U.S. Status Quo ($180 vs. $536). The crucial point is that these 3-5x differences
in the SCC across discounting parameters are quite small compared to the 50x difference due
to different approaches to valuing lives and livelihoods shown in table 1. This underscores

the importance of choices around valuing lives and livelihoods.

Table 3: Social Cost of Carbon Sensitivity Across Monetization Approaches and 7 and p

Specification
Social Cost of Carbon
. Quasi- Income  Prioritarian Income  Prioritarian
Specification Timzu;ieft'{eiﬁlgefz ) Curg;:tlﬂz ) Kaldor S tat[i.sS‘Quo Weighting Weighting Weighting  Weighting
Hicks (Global) (Global) (US) (Us)
High p High n 2.00% 2.00 $55 $88 $279 $621 $3,852 $7,793
DICE-2007 1.50% 2.00 $72 $114 $358 $1,034 $4,934 $12,638
DICE-2016 1.50% 1.45 $81 $134 $215 $514 $1,427 $3,202
DICE-2023 1.00% 1.50 $111 $180 $303 $913 $2,154 $5,945
EPA 2023 2.5% 0.46% 1.42 $179 $288 $446 $1,548 $2,852 $9,029
Main Specification 0.20% 1.40 $237 $380 $574 $2,095 $3,567 $11,839
EPA 2023 2% 0.20% 1.24 $252 $411 $536 $1,759 $2,712 $8,232
Stern Discounting 0.10% 1.00 $317 $536 $565 $1,573 $2,074 $5,464
EPA 2023 1.5% 0.01% 1.02 $350 $590 $630 $1,788 $2,360 $6,319
Low p Low 7 0.00% 1.00 $357 $603 $635 $1,786 $2,332 $6,195

Table 3 further emphasizes this point. Compared to Quasi-Kaldor-Hicks and U.S. Status

Quo, Income weighting and Prioritarian weighting add a third role for 7: it accounts for
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diminishing marginal utility across space. That is, a higher n places more weight on damages
in low-income locations. The difference in the SCC across columns shows how sensitive the
SCC is to valuing lives and livelihoods for a given n and p combination. Ironically, the n and p
combination that leads to the highest income-weighted and highest prioritarian-weighted SCC
when the U.S. is used as the reference region is Nordhaus’s DICE-2007 preferred approach
(n = 2 and p = 1.5%) because it has a comparatively high utility curvature (n). Higher
1 values in income weighting and prioritarian weighting place more weight on damages in
poorer locations. This is counteracted to some extent by n’s role in placing less weight on
comparatively better-off future generations, but as we can see, the role of intragenerational
diminishing marginal utility dominates the role of intergenerational diminishing marginal
utility in this setting.

As discussed above, the choice of valuing lives and livelihoods leads to a 50x difference
in the SCC in this study’s main 7 and p specification (n = 1.4 and p = 0.2%). But under
higher 7 values, this difference is even wider. For instance, under the DICE-2007 parameter
values, the SCC varies by a factor of 175 ($72 under Quasi-Kaldor-Hicks to $12,698 under
Prioritarian Weighting with the U.S. reference region). Indeed, as table 3 shows, the choice
of reference region in income and prioritarian weighting is itself also an important choice that
the modeler must make around valuing lives and livelihoods. There are reasonable arguments
for multiple potential choices of reference region, over which reasonable experts may disagree.
E.g., an analyst conducting benefit cost analysis (BCA) in the U.S. may use U.S. average
income as the reference point because they want their climate benefits and costs to be in
units of money as valued by a typical individual in the U.S. This ensures that these climate
benefits and costs are in the same units as the rest of the non-climate domestic benefits and
costs in their analysis. On the other hand, the analyst may consider that climate change is a
global collective action problem. From this perspective, the analyst may want to measure
the SCC in units of money as valued by someone with global average income. Furthermore,
they may want to align the SCC value used in U.S. BCA with SCC values that are used in
BCA in other countries with different income levels. And, as discussed in section 3.2, using
global average income as the reference point is more directly comparable mathematically to
the Quasi-Kaldor-Hicks and U.S. Status Quo approaches. In any case, it is useful to know
what the SCC is under multiple reference regions, and how sensitive the SCC is to the choice

of reference region.
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Table 4: The Partial Mortality Social Cost of Carbon Sensitivity Across Monetization
Approaches and 7 and p Specification

Social Cost of Carbon

Pure Rate of Utility Quasi- US. Income  Prioritarian  Income  Prioritarian

Specification Time Preference () Curvature (1) Kaldor Status Quo Weighting  Weighting  Weighting  Weighting
Hicks (Global) (Global) (US) (uUs)

High p High n 2.00% 2.00 $38 $72 $237 $571 $3,269 $7,109
DICE-2007 1.50% 2.00 $49 $92 $303 $965 $4,170 $11,709
DICE-2016 1.50% 1.45 $53 $106 $168 $460 $1,120 $2,846
DICE-2023 1.00% 1.50 $71 $140 $238 $835 $1,691 $5,398
EPA 2023 2.5% 0.46% 1.42 $111 $220 $343 $1,426 $2,193 $8,265
Main Specification 0.20% 1.40 $145 $287 $438 $1,936 $2,724 $10,880
EPA 2023 2% 0.20% 1.24 $147 $306 $394 $1,602 $1,998 $7,455
Stern Discounting 0.10% 1.00 $162 $381 $381 $1,398 $1,399 $4, 827
EPA 2023 1.5% 0.01% 1.02 $179 $419 $426 $1,593 $1,597 $5,598
Low p Low 7 0.00% 1.00 $180 $427 $427 $1,588 $1,565 $5,479

Table 4 is similar to table 3 except that it only shows the partial mortality social cost of
carbon. l.e., it shows only the portion of the SCC that comes from mortality. It leaves out
climate damages in other sectors in the model (agriculture, energy, and sea level rise). Table
5 shows the percentage of the SCC that comes from mortality across n and p combinations
and across approaches to valuing lives and livelihoods. Indeed, as these tables show, mortality
damages are the majority of damages in the SCC across all n and p combinations and across
all approaches to valuing lives and livelihoods. Even when lives are valued proportionally
to income without any other adjustments under the Quasi-Kaldor-Hicks approach that was
favored by EPA (2023a), the majority of climate damages still comes from premature mortality
across all  and p combinations. In addition, the percentage of the SCC that comes from
premature mortality tends to be higher under higher p and higher n values. This is because
mortality damages tend to be more disproportionally concentrated in poorer populations in

the near term compared to other climate damages.

Table 5: The Percentage of the SCC that Comes from Mortality

Social Cost of Carbon

Pure Rate of Utility Quasi- Us. Income  Prioritarian Income  Prioritarian

Specification Time Preference () Curvature (1) Kaldor Status Quo Weighting  Weighting Weighting  Weighting
Hicks (Global) (Global) (US) (USs)
High p High n 2.00% 2.00 69% 82% 85% 92% 85% 91%
DICE-2007 1.50% 2.00 69% 80% 85% 93% 85% 93%
DICE-2016 1.50% 1.45 65% 79% 78% 90% 8% 89%
DICE-2023 1.00% 1.50 64% 78% 78% 91% 78% 91%
EPA 2023 2.5% 0.46% 1.42 62% 76% % 92% 7% 92%
Main Specification 0.20% 1.40 61% 76% 76% 92% 76% 92%
EPA 2023 2% 0.20% 1.24 58% 4% 4% 91% 4% 91%
Stern Discounting 0.10% 1.00 51% 1% 68% 89% 67% 88%
EPA 2023 1.5% 0.01% 1.02 51% 1% 68% 89% 68% 89%
Low p Low 7 0.00% 1.00 50% 1% 67% 89% 67% 88%
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4 The Benefits of the Inflation Reduction Act

Table 6 uses the MCC estimates from section 2 to estimate how many lives the 2022 Inflation
Reduction Act (IRA) is projected to save just from reducing greenhouse gas emissions.?!
The table shows the projected reduction in emissions every year from 2025-2050 versus a
counterfactual without the IRA using estimates from Bistline et al. (2023).3? For instance,
the TRA is projected to save 188 megatons of COs-equivalent emissions in 2025. The MCC
estimate that accounts for additional heat-vulnerability reduction from rising incomes (shown
in the third column) estimates that this will save 25,691 lives in expectation from 2025-2300.
The MCC estimate that assumes that future populations will be as vulnerable to heat as
populations today (fifth column) estimates that this will save 73,878 lives from 2025-2300.3
When aggregating across all of the IRA’s expected emissions reductions from 2025-2050,
I find that the IRA is expected to save 2.8 million lives when accounting for additional
heat-vulnerability reduction from rising incomes, and 8.6 million lives when we assume that
future populations will be as vulnerable to heat as current populations.

If one prefers to aggregate deaths over a shorter period than to 2300, the underlying data
from figure 3 can be used. E.g., as discussed above and as shown in that figure, half of the
lives saved in the MCC that assumes future heat-vulnerability reduction will be saved within
100 years of the pulse of the emissions. I.e., if we only were to include the estimate lives that
were saved within 100 years of the reduction in emissions, the IRA saves approximately 1.4
million lives.** If one wishes to understand how those saved lives are broken down spatially,
the D-MCC estimates shown in table A.1 can be leveraged.®®

31Note that these calculations exclude other potential lifesaving benefits of the IRA, such as reductions in
local air pollution. These calculations simply apply the MCC estimates from this paper, which, as discussed
above, only capture the direct impact of climate change on temperature-related mortality.

32Bistline et al. (2023) gives data in 5-year time-steps; years between the data given in the 5-year time-steps
are linearly interpolated.

33Note that for this study, I've calculated the MCC in 5-year increments (2025, 2030, 2035, 2040, 2045, and
2050), and in the chart I've assigned the MCC value for each year based on the closest year. This is because
it takes significant time and computing power to generate each MCC estimate given that I need to run 10,000
monte carlo simulations that sample across all of the uncertainties in the model discussed above to estimate
the expected MCC in each year. In future iterations of the study, I may provide exact-year values for the
MCC, but my results suggest that using the 5-year estimates are a fairly close approximation, especially
because there is not a large change in the MCC for pulses in different years as shown in table 6

34This estimate assumes that the underlying dynamics MCC dynamics observed for a 2025 as shown in
figure 3 stay fairly constant for future emissions pulses. I have run the model with yearly breakdowns for a
2030, 2040, and 2050 pulse, and I have found this to be true in those future years. Due to space limitations,
I am not providing the full tables for those 2030, 2040, and 2050 pulse results as I do for a pulse of 2025
emissions.

351 have run D-MCC estimated for emissions pulses in some future years, but due to space limitations, I
am not providing the full tables for those results as I do for a 2025 pulse in table A.1. However, the D-MCC
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Table 6

Accounting for Additional Heat- Not Accounting for Additional
Vulnerability Reduction from Heat-Vulnerability Reduction

Rising Incomes from Rising Incomes
Emissions Expected Lives Expected Lives
Year Reduction from IRA  MCC Saved from MCC Saved from
(MT CO2-¢eq) Emissions Reduction Emissions Reduction

2025 188 1.37E-04 25,691 3.93E-04 73,878
2026 285 1.37E-04 39,014 3.93E-04 112,189
2027 383 1.37E-04 52,337 3.93E-04 150,500
2028 480 1.34E-04 64,188 3.90E-04 187,079
2029 577 1.34E-04 77,212 3.90E-04 225,038
2030 675 1.34E-04 90,236 3.90E-04 262,998
2031 727 1.34E-04 97,241 3.90E-04 283,414
2032 779 1.34E-04 104,246 3.90E-04 303,830
2033 832 1.34E-04 111,251 3.86E-04 324,246
2034 884 1.34E-04 118,256 3.86E-04 344,663
2035 937 1.34E-04 125,261 3.86E-04 365,079
2036 957 1.27E-04 121,793 3.86E-04 373,217
2037 978 1.27E-04 124,449 3.86E-04 381,356
2038 999 1.27E-04 127,105 3.83E-04 389,494
2039 1,020 1.27E-04 129,761 3.83E-04 397,633
2040 1,041 1.27E-04 132,417 3.83E-04 405,772
2041 1,037 1.27E-04 131,960 3.83E-04 404,370
2042 1,034 1.27E-04 131,502 3.83E-04 402,969
2043 1,030 1.27E-04 131,045 3.79E-04 401,567
2044 1,027 1.27E-04 130,588 3.79E-04 400,166
2045 1,023 1.27E-04 130,130 3.79E-04 398,764
2046 1,021 1.20E-04 122,695 3.79E-04 397,815
2047 1,018 1.20E-04 122,402 3.79E-04 396,866
2048 1,016 1.20E-04 122,109 3.75E-04 395,917
2049 1,013 1.20E-04 121,817 3.75E-04 394,968
2050 1,011 1.20E-04 121,524 3.75E-04 394,019
Total 21,972 2,806,234 8,567,807

Table 6 | Using the Mortality Cost of Carbon to Estimate the Lives Saved from the Inflation Reduction Act.
The table shows the number of expected lives saved by the 2022 Inflation Reduction Act (IRA). The
emissions reductions estimates come from Bistline et al. (2023) and are represented in megatons of carbon
dioxide equivalents (MT CO2-eq). The MCC estimates for each year represent the number of expected lives
saved by reducing one metric tonne of COy emissions in that year out to the end of the model period in 2300.
E.g., the 2025 MCC values here correspond to the 2025 MCC values shown in figures 2 and 3.

spatial distribution does stay fairly constant over time, so I have found that the percentage breakdowns
provided in table A.1 do remain fairly stable for emissions pulses in future years. Thus, if one were to apply
the D-MCC spatial breakdown of a 2025 pulse to, e.g., a 2040 pulse, this would be a reasonable approximation.
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Table 7 uses the SCC estimates from section 3 to estimate monetized climate benefits
from the Inflation Reduction Act (IRA). The IRA’s yearly emissions reduction estimates are
the exact same as in table 6 discussed above. As in section 3, all of these SCC estimates
account for additional heat-vulnerability reduction from rising incomes. When taking the
Quasi-Kaldor-Hicks approach that EPA (2023a) took, I find that the total monetized climate
benefits from the IRA are $4.7 trillion. This is similar to Levinson et al. (2024), which also
used the Bistline et al. (2023) estimates of the IRA’s emissions reductions and used the SCC
estimates directly from EPA (2023a). They find a similar result: that the IRA led to $5.6
trillion in climate benefits.

Importantly, as discussed at length in section 3, these estimates that use the Quasi-Kaldor-
Hicks approach value the lives of people in richer countries more than the lives of people in
poorer countries, and also count a dollar of damages to the rich the same as to the poor. If,
instead, we took the U.S. status quo approach and valued all lives at the population average
value, the monetized benefits of the IRA would be $7.1 trillion as shown in table 7. If, instead,
we were to use income-weighting and used U.S. average income as the reference region, the
monetized benefits of the IRA are $74 trillion. As mentioned above, income weighting is now
sanctioned in U.S. benefit cost analysis as of the 2023 comprehensive update OMB (2023a).
Finally, prioritarian weighting—which has some support in the academic literature, but which
is not yet used as far as [ am aware in regulatory benefit-cost analysis—yields a much higher
number, since the wellbeing of the worst off, who are most impacted by climate damages, are
given extra value. Under prioritarian weighting, the IRA is estimated to yield $392 trillion in
benefits. As these results show, of the approaches that EPA (2023a) might have taken toward
valuing lives and livelihoods that have significant support in the literature and practice, they

ended up taking the approach that assigns the lowest value to climate benefits.
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A Appendix

A.1 Additional Distributional Mortality Cost of Carbon Results

Table A.1: The Distributional Mortality Cost of Carbon from a one tonne CO, pulse in

2025
Accounting for Additional Not Accounting for Additional
Heat-Vulnerability Reduction Heat-Vulnerability Reduction
from Rising Incomes from Rising Incomes
Region Expected ES))I:;:C) thl 5th Percentile 95th Percentile Expected E)I:;Zi t:fl 5th Percentile 95th Percentile
D-MCC MCC D-MCC D-MCC D-MCC MCC D-MCC D-MCC
India 2.95E-05  22% -3.89E-06 7.62E-05 6.37TE-05  16% 2.25E-05 1.25E-04
China 1.46E-05  11% -6.44E-06 4.23E-05 3.27TE-05 8% 1.27E-05 6.25E-05
Pakistan 9.55E-06 7% -1.25E-06 2.67E-05 2.20E-05 6% 6.66E-06 4.88E-05
Nigeria 9.43E-06 7% -8.09E-06 3.79E-05 3.11E-05 8% 6.27E-06 8.63E-05
Democratic Republic of Congo 5.57E-06 4% -2.42E-06 2.06E-05 2.06E-05 5% 2.55E-06 5.98E-05
Niger 5.27TE-06 4% -9.32E-07 1.82E-05 1.56E-05 4% 2.24E-06 4.62E-05
Somalia 3.90E-06 3% -1.49E-06 1.47E-05 1.33E-05 3% 1.36E-06 4.16E-05
Afghanistan 3.36E-06 2% -1.64E-07 1.07E-05 8.63E-06 2% 1.29E-06 2.40E-05
Tanzania 2.75E-06 2% -3.60E-06 1.25E-05 1.19E-05 3% 1.44E-06 3.39E-05
Sudan 2.64E-06 2% -1.08E-06 8.49E-06 7.66E-06 2% 1.75E-06 1.88E-05
Ethiopia 2.63E-06 2% -1.72E-06 9.55E-06 8.65E-06 2% 1.17E-06 2.17E-05
Mozambique 2.48E-06 2% -4.68E-07 8.14E-06 7.03E-06 2% 9.73E-07 2.01E-05
Burkina Faso 2.25E-06 2% -1.44E-07 6.62E-06 5.58E-06 1% 1.00E-06 1.48E-05
Egypt 2.17E-06 2% -2.05E-06 8.09E-06 6.55E-06 2% 1.93E-06 1.48E-05
Bangladesh 2.15E-06 2% -3.73E-07 5.94E-06 5.21E-06 1% 1.35E-06 1.09E-05
Iraq 1.93E-06 1% -9.85E-07 6.88E-06 4.59E-06 1% 1.10E-06 1.16E-05
Mali 1.92E-06 1% -2.09E-07 6.17E-06 4.67E-06 1% 8.62E-07 1.27E-05
Angola 1.79E-06 1% -2.69E-06 8.56E-06 8.24E-06 2% 9.04E-07 2.42E-05
Chad 1.52E-06 1% -2.38E-07 4.66E-06 4.04E-06 1% 8.14E-07 1.03E-05
Uganda 1.40E-06 1% -8.79E-07 5.09E-06 4.79E-06 1% 7.69E-07 1.26E-05
Malawi 1.36E-06 1% -2.69E-07 4.43E-06 3.63E-06 1% 5.20E-07 1.00E-05
Indonesia 1.35E-06 1% -2.85E-06 6.44E-06 5.49E-06 1% 1.69E-06 1.13E-05
Cote d’'Ivoire 1.25E-06 1% -7.11E-07 4.39E-06 4.02E-06 1% 7.44E-07 1.06E-05
Vietnam 1.18E-06 1% -4.87E-07 3.41E-06 3.06E-06 1% 9.99E-07 6.06E-06
Tran 1.12E-06 1% -1.09E-06 4.23E-06 3.26E-06 1% 1.04E-06 6.92E-06
Cameroon 1.09E-06 1% -6.97E-07 3.89E-06 3.53E-06 1% 7.03E-07 9.08E-06
Madagascar 1.07E-06 1% -7.25E-07 3.96E-06 3.92E-06 1% 5.75E-07 1.06E-05
Uzbekistan 1.00E-06 1% -7.23E-09 2.61E-06 2.30E-06 1% 6.67E-07 4.93E-06
Zambia 9.39E-07 1% -9.24E-07 3.70E-06 3.64E-06 1% 5.72E-07 1.00E-05
Philippines 8.46E-07 1% -9.52E-07 3.07E-06 2.83E-06 1% 9.10E-07 5.85E-06
Myanmar 8.22E-07 1% -1.81E-07 2.23E-06 1.92E-06 0% 6.23E-07 3.85E-06
Kenya 8.22E-07 1% -7.75E-07 3.02E-06 3.06E-06 1% 5.42E-07 7.34E-06
Ghana 7.85E-07 1% -5.85E-07 2.87E-06 2.53E-06 1% 5.96E-07 6.11E-06
Senegal TAIE-07 1% -4.71E-07 2.57E-06 2.49E-06 1% 5.10E-07 6.06E-06
Yemen T.27TE-07 1% -2.10E-07 2.14E-06 2.08E-06 1% 5.27E-07 4.64E-06
Benin 7.08E-07 1% -2.62E-07 2.34E-06 2.11E-06 1% 4.07E-07 5.35E-06
Brazil 6.76E-07 0% -1.74E-06 3.52E-06 3.02E-06 1% 9.31E-07 6.22E-06
Russia 6.68E-07 0% -1.39E-06 3.27E-06 2.23E-06 1% 3.05E-07 5.39E-06
Guinea 6.52E-07 0% -2.18E-07 2.16E-06 1.91E-06 0% 3.54E-07 4.98E-06
Nepal 6.23E-07 0% 4.13E-08 1.56E-06 1.33E-06 0% 3.55E-07 2.90E-06
Syria 6.16E-07 0% -1.33E-07 1.91E-06 1.83E-06 0% 3.52E-07 4.95E-06
Burundi 5.81E-07 0% -1.90E-07 2.03E-06 1.81E-06 0% 1.90E-07 5.22E-06
Algeria 5.67E-07 0% -5.93E-07 2.19E-06 1.82E-06 0% 5.81E-07 3.90E-06
Thailand 5.29E-07 0% -3.92E-07 1.71E-06 1.21E-06 0% 4.26E-07 2.42E-06
Turkey 5.14E-07 0% -1.09E-06 2.53E-06 1.74E-06 0% 4.73E-07 3.87E-06
Ukraine 4.83E-07 0% -3.08E-08 1.30E-06 9.07E-07 0% 2.38E-07 1.89E-06
Togo 4.55E-07 0% -8.87E-08 1.40E-06 1.27E-06 0% 2.37E-07 3.21E-06
Tajikistan 4.54E-07 0% -1.31E-07 1.45E-06 1.39E-06 0% 2.56E-07 3.48E-06
South Africa 4.23E-07 0% -1.01E-06 2.24E-06 2.01E-06 1% 4.64E-07 4.60E-06
Rwanda 3.90E-07 0% -3.23E-07 1.56E-06 1.46E-06 0% 1.66E-07 4.11E-06
Morocco 3.73E-07 0% -2.38E-07 1.21E-06 1.08E-06 0% 3.31E-07 2.29E-06
Zimbabwe 3.66E-07 0% -8.01E-08 1.10E-06 9.97E-07 0% 1.92E-07 2.40E-06
Cambodia 3.36E-07 0% -9.55E-08 9.56E-07 8.7T4E-07 0% 2.46E-07 1.89E-06
Saudi Arabia 3.14E-07 0% -5.46E-07 1.64E-06 6.81E-07 0% -2.26E-07 1.91E-06
Mauritania 2.96E-07 0% -1.54E-07 1.03E-06 9.02E-07 0% 1.98E-07 2.28E-06
Sierra Leone 2.92E-07 0% -7.44E-08 9.16E-07 8ATE-07 0% 1.67E-07 2.18E-06
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Accounting for Additional Not Accounting for Additional

Heat-Vulnerability Reduction Heat-Vulnerability Reduction
from Rising Incomes from Rising Incomes
Region Expected Esil}iitzf(li 5th Percentile 95th Percentile Expected Sil;zs t(;fi 5th Percentile 95th Percentile
D-MCC D-MCC D-MCC D-MCC D-MCC D-MCC
MCC MCC
Liberia 2.82E-07 0% -1.97E-07 1.11E-06 1.16E-06 0% 1.34E-07 3.37E-06
Mexico 2.47E-07 0% -1.42E-06 2.22E-06 1.90E-06 0% 4.58E-07 4.34E-06
Central African Republic 2.41E-07 0% 2.63E-08 6.53E-07 5.59E-07 0% 9.82E-08 1.46E-06
United Arab Emirates 2.30E-07 0% -5.04E-07 1.34E-06 8.34E-07 0% 1.26E-07 1.90E-06
Haiti 2.22E-07 0% -1.99E-08 5.80E-07 5.51E-07 0% 1.41E-07 1.18E-06
Jordan 2.21E-07 0% -2.80E-07 9.62E-07 8.45E-07 0% 1.62E-07 2.25E-06
Congo 2.13E-07 0% -2.83E-07 8.61E-07 7.83E-07 0% 1.51E-07 2.00E-06
Eritrea 1.91E-07 0% -1.89E-08 5.78E-07 4.85E-07 0% 8.10E-08 1.29E-06
Kazakhstan 1.90E-07 0% -2.93E-07 8.92E-07 5.74E-07 0% 1.10E-07 1.49E-06
Kyrgyzstan 1.81E-07 0% -3.73E-08 5.62E-07 4.76E-07 0% 6.50E-08 1.16E-06
Kuwait 1.70E-07 0% -1.52E-07 6.84E-07 3.56E-07 0% 2.75E-08 8.35E-07
Guatemala 1.67E-07 0% -2.63E-07 7.11E-07 6.84E-07 0% 1.60E-07 1.56E-06
Japan 1.66E-07 0% -8.91E-07 1.55E-06 8.30E-07 0% -3.94E-08 1.97E-06
Palestine 1.64E-07 0% -9.68E-08 6.07E-07 4.94E-07 0% 8.80E-08 1.40E-06
Gambia 1.60E-07 0% -4.47E-08 5.20E-07 4.57E-07 0% 7.60E-08 1.22E-06
Honduras 1.44E-07 0% -7.24E-08 4.51E-07 4.20E-07 0% 1.12E-07 9.05E-07
Venezuela 1.35E-07 0% -2.71E-07 6.55E-07 5.23E-07 0% 1.43E-07 1.22E-06
Tunisia 1.34E-07 0% -7.77E-08 4.28E-07 3.66E-07 0% 1.26E-07 7.75E-07
Turkmenistan 1.32E-07 0% -5.61E-08 4.11E-07 2.90E-07 0% 9.64E-08 6.23E-07
Canada 1.29E-07 0% -6.64E-07 9.91E-07 5.83E-07 0% -1.06E-07 1.77E-06
South Korea 1.14E-07 0% -2.95E-07 6.15E-07 3.34E-07 0% 3.17E-08 7.57TE-07
Sri Lanka 9.38E-08 0% -1.40E-07 3.76E-07 3.23E-07 0% 1.13E-07 6.44E-07
Libya 9.06E-08 0% -7.41E-08 3.25E-07 2.55E-07 0% 8.20E-08 5.52E-07
Laos 9.06E-08 0% -5.02E-08 2.87E-07 2.42E-07 0% 7.21E-08 5.11E-07
Paraguay 8.58E-08 0% -6.49E-08 2.95E-07 2.52E-07 0% 7.33E-08 5.50E-07
Nicaragua 8.55E-08 0% -4.79E-08 2.65E-07 2.45E-07 0% 7.12E-08 5.14E-07
Azerbaijan 8.13E-08 0% -7.47E-08 2.85E-07 2.17E-07 0% 7.33E-08 4.55E-07
Argentina 7.91E-08 0% -5.30E-07 7.77TE-07 7.10E-07 0% 2.25E-07 1.52E-06
Malaysia 6.99E-08 0% -4.46E-07 6.65E-07 4.37E-07 0% 9.12E-08 9.80E-07
Bolivia 6.71E-08 0% -1.49E-07 3.51E-07 3.23E-07 0% 2.61E-08 7.97E-07
Romania 6.59E-08 0% -9.13E-08 2.59E-07 1.90E-07 0% 5.62E-08 4.08E-07
Guinea-Bissau 6.25E-08 0% -1.72E-08 2.01E-07 1.77E-07 0% 3.02E-08 4.66E-07
Qatar 5.76E-08 0% -1.22E-07 3.45E-07 1.48E-07 0% -4.41E-08 4.15E-07
Ttaly 5.70E-08 0% -5.14E-07 7.66E-07 4.91E-07 0% 5.78E-08 1.17E-06
Belarus 5.48E-08 0% -5.45E-08 2.15E-07 1.49E-07 0% 2.41E-08 3.47E-07
Papua New Guinea 5.46E-08 0% -1.69E-07 3.20E-07 3.09E-07 0% 5.90E-08 7.27E-07
Colombia 5.44E-08 0% -6.05E-07 7.75E-07 7.10E-07 0% 1.33E-07 1.66E-06
Oman 5.30E-08 0% -1.50E-07 3.41E-07 1.54E-07 0% -2.33E-08 4.32E-07
Dominican Republic 4.88E-08 0% -9.91E-08 2.40E-07 1.91E-07 0% 6.21E-08 4.04E-07
Spain 4.83E-08 0% -4.38E-07 6.22E-07 4.04E-07 0% 5.28E-08 9.91E-07
Serbia 4.81E-08 0% -3.11E-08 1.55E-07 1.23E-07 0% 3.97E-08 2.58E-07
El Salvador 4.52E-08 0% -4.25E-08 1.61E-07 1.46E-07 0% 3.87E-08 3.15E-07
Moldova 4.14E-08 0% -5.42E-09 1.14E-07 7.91E-08 0% 2.33E-08 1.68E-07
Lebanon 4.04E-08 0% -1.84E-07 3.21E-07 2.75E-07 0% 4.80E-08 7.70E-07
Greece 4.00E-08 0% -5.73E-08 1.66E-07 1.28E-07 0% 4.20E-08 2.75E-07
Israel 3.67E-08 0% -2.93E-07 4.55E-07 2.93E-07 0% 3.51E-08 8.15E-07
Mongolia 3.55E-08 0% -4.00E-08 1.46E-07 1.12E-07 0% 1.08E-08 2.85E-07
Lesotho 3.54E-08 0% -1.12E-08 1.13E-07 9.56E-08 0% 7.09E-09 2.43E-07
Georgia 3.50E-08 0% -2.33E-08 1.21E-07 1.05E-07 0% 2.54E-08 2.57E-07
Djibouti 3.26E-08 0% -4.06E-08 1.47E-07 1.15E-07 0% 2.32E-08 3.05E-07
Namibia 3.20E-08 0% -5.00E-08 1.42E-07 1.25E-07 0% 3.17E-08 2.86E-07
Armenia 3.05E-08 0% -1.72E-08 1.04E-07 8.74E-08 0% 2.04E-08 2.11E-07
Botswana 2.91E-08 0% -5.17E-08 1.42E-07 1.17E-07 0% 3.06E-08 2.73E-07
Cuba 2.90E-08 0% -5.56E-08 1.31E-07 1.03E-07 0% 3.76E-08 2.01E-07
Albania 2.88E-08 0% -9.12E-09 8.89E-08 6.17E-08 0% 1.64E-08 1.49E-07
Bulgaria 2.76E-08 0% -2.77E-08 9.77E-08 8.04E-08 0% 2.55E-08 1.69E-07
Hungary 2.44E-08 0% -6.33E-08 1.32E-07 1.02E-07 0% 2.98E-08 2.22E-07
East Timor 2.07E-08 0% -1.15E-08 6.92E-08 6.19E-08 0% 1.44E-08 1.44E-07
Bosnia and Herzegovina  1.80E-08 0% -1.09E-08 6.27E-08 4.22E-08 0% 7.88E-09 1.06E-07
Ecuador 1.79E-08 0% -2.36E-07 3.00E-07 2.89E-07 0% 4.50E-08 6.85E-07
Comoros 1.77E-08 0% -1.04E-08 5.74E-08 5.78E-08 0% 1.34E-08 1.39E-07
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Accounting for Additional Not Accounting for Additional

Heat-Vulnerability Reduction Heat-Vulnerability Reduction
from Rising Incomes from Rising Incomes
Share of . . Share of . .
Region Expected Expected 5th Percentile 95th Percentile Expected Expected 5th Percentile 95th Percentile
D-MCC D-MCC D-MCC D-MCC D-MCC MCC D-MCC McCC
Jamaica 1.74E-08 0% -1.85E-08 6.27E-08 5.98E-08 0% 1.73E-08 1.36E-07
Taiwan 1.57E-08 0% -1.87E-07 2.70E-07 1.09E-07 0% -5.38E-08 3.06E-07
North Macedonia 1.46E-08 0% -5.61E-09 4.52E-08 3.09E-08 0% 8.61E-09 6.78E-08
Bahrain 1.40E-08 0% -3.25E-08 8.76E-08 3.29E-08 0% -1.85E-08 1.01E-07
Croatia 1.32E-08 0% -2.05E-08 5.49E-08 4.22E-08 0% 1.36E-08 8.89E-08
Solomon Islands 1.22E-08 0% -1.90E-08 5.45E-08 4.69E-08 0% 1.05E-08 1.14E-07
Eswatini 1.06E-08 0% -1.02E-08 3.90E-08 3.40E-08 0% 8.94E-09 7.48E-08
Bhutan 6.51E-09 0% -5.08E-09 2.30E-08 1.99E-08 0% 3.12E-09 4.70E-08
Costa Rica 6.22E-09 0% -5.39E-08 7.34E-08 6.78E-08 0% 1.67E-08 1.49E-07
Belize 4.78E-09 0% -4.51E-09 1.79E-08 1.59E-08 0% 4.23E-09 3.88E-08
Uruguay 4.77E-09 0% -2.41E-08 3.92E-08 3.06E-08 0% 9.65E-09 6.52E-08
Maldives 4.49E-09 0% -1.08E-08 2.52E-08 1.67E-08 0% 3.84E-09 4.23E-08
Slovakia 3.91E-09 0% -3.72E-08 5.24E-08 4.16E-08 0% 5.34E-09 9.97E-08
Guyana 3.61E-09 0% -1.10E-08 2.18E-08 1.73E-08 0% 4.83E-09 4.13E-08
Montenegro 3.31E-09 0% -2.76E-09 1.18E-08 9.21E-09 0% 2.61E-09 2.02E-08
Suriname 3.00E-09 0% -7.53E-09 1.68E-08 1.31E-08 0% 3.64E-09 3.14E-08
Gabon 2.97E-09 0% -1.06E-07 1.26E-07 1.15E-07 0% 2.43E-08 2.86E-07
Sao Tome and Principe 2.68E-09 0% -5.62E-09 1.46E-08 1.34E-08 0% 2.14E-09 3.76E-08
Cyprus 2.13E-09 0% -1.31E-08 2.18E-08 1.31E-08 0% 1.74E-09 3.26E-08
Fiji 1.87E-09 0% -7.42E-09 1.25E-08 1.06E-08 0% 3.17E-09 2.46E-08
Lithuania 1.60E-09 0% -1.35E-08 1.91E-08 1.45E-08 0% 8.34E-10 3.76E-08
Cape Verde 1.30E-09 0% -5.27E-09 8.61E-09 8.87TE-09 0% 1.86E-09 2.24E-08
Bahamas 1.24E-09 0% -5.08E-09 8.86E-09 5.71E-09 0% 1.23E-09 1.38E-08
Latvia 1.14E-09 0% -1.14E-08 1.61E-08 1.22E-08 0% 3.30E-10 3.32E-08
Malta 9.83E-10 0% -4.08E-09 7.82E-09 4.60E-09 0% 5.55E-10 1.07E-08
Mauritius 8.44E-10 0% -7.33E-09 1.07E-08 8.64E-09 0% 2.74E-09 1.73E-08
Portugal T43E-10 0% -6.87E-08 7.52E-08 5.69E-08 0% 1.22E-08 1.36E-07
Puerto Rico 7.35E-10 0% -1.55E-08 1.78E-08 1.12E-08 0% 1.25E-09 2.76E-08
Samoa 7.16E-10 0% -2.44E-09 4.65E-09 3.79E-09 0% 8.65E-10 1.02E-08
Slovenia 545E-10 0% -1.92E-08 2.24E-08 1.54E-08 0% 8.13E-10 3.98E-08
Saint Vincent and the Grenadines 3.24E-10 0% -8.48E-10 1.69E-09 1.42E-09 0% 4.48E-10 3.02E-09
Trinidad and Tobago 2.04E-10 0% -1.09E-08 1.29E-08 8.05E-09 0% 7.58E-10 1.89E-08
Tonga 1.88E-10 0% -2.82E-09 3.50E-09 2.97E-09 0% 5.09E-10 8.54E-09
Saint Lucia 1.08E-10 0% -1.47E-09 1.86E-09 1.54E-09 0% 4.58E-10 3.44E-09
Aruba 1.48E-11 0% -2.52E-09 2.83E-09 1.73E-09 0% 2.07E-10 4.90E-09
Barbados -1.09E-10 0% -2.38E-09 2.41E-09 1.55E-09 0% 1.44E-10 3.65E-09
New Caledonia -1.63E-10 0% -4.43E-09 4.62E-09 2.84E-09 0% 2.77E-10 7.03E-09
French Polynesia -2.81E-10 0% -2.96E-09 2.62E-09 1.44E-09 0% -1.79E-10 3.79E-09
Estonia -4.69E-10 0% -1.22E-08 1.23E-08 8.84E-09 0% -1.23E-09 2.62E-08
Vanuatu -8.70E-10 0% -9.10E-09 7.33E-09 7.36E-09 0% -8.19E-10 2.21E-08
Brunei -9.43E-10 0% -6.17E-09 5.57E-09 7.13E-10 0% -4.35E-09 6.46E-09
Iceland -1.64E-09 0% -3.80E-09 4.50E-10 -1.22E-09 0% -3.55E-09 1.40E-09
Czechia -3.48E-09 0% -9.56E-08 9.51E-08 7.45E-08 0% 3.03E-10 1.94E-07
Luxembourg -4.91E-09 0% -1.69E-08 4.87E-09 -2.33E-09 0% -1.19E-08 5.75E-09
Equatorial Guinea -4.98E-09 0% -1.21E-07 1.13E-07 8.85E-08 0% 1.03E-08 2.67E-07
Macao -6.57E-09 0% -1.61E-08 7.01E-10 -6.00E-09 0% -1.48E-08 5.94E-10
Poland -7.14E-09 0% -2.43E-07 2.55E-07 1.91E-07 0% 7.81E-09 4.69E-07
Panama -9.27E-09 0% -7.72E-08 6.14E-08 4.58E-08 0% 4.29E-09 1.15E-07
Peru -1.19E-08 0% -4.11E-07 4.45E-07 3.87E-07 0% -3.05E-08 1.06E-06
Singapore -1.41E-08 0% -8.64E-08 6.37E-08 5.98E-09 0% -5.41E-08 7.70E-08
Finland -1.43E-08 0% -6.07E-08 3.11E-08 9.11E-09 0% -3.55E-08 7.00E-08
Austria -2.07E-08 0% -1.27E-07 8.33E-08 3.87TE-08 0% -3.55E-08 1.51E-07
New Zealand -2.36E-08 0% -6.74E-08 1.54E-08 5.78E-09 0% -2.12E-08 4.03E-08
Denmark -2.44E-08 0% -6.96E-08 1.82E-08 -8.96E-10 0% -3.62E-08 3.86E-08
Ireland -2.55E-08 0% -5.91E-08 -2.13E-09 -1.94E-08 0% -4.88E-08 2.28E-09
Norway -2.59E-08 0% -1.02E-07 4.09E-08 -1.61E-08 0% -8.35E-08 5.16E-08
Switzerland -3.90E-08 0% -1.35E-07 4.83E-08 -4.36E-09 0% -8.02E-08 8.00E-08
Belgium -4.05E-08 0% -1.45E-07 5.92E-08 2.93E-08 0% -3.84E-08 1.24E-07
Hong Kong -4.16E-08 0% -1.20E-07 2.43E-08 -1.90E-08 0% -8.24E-08 4.28E-08
Sweden -4.50E-08 0% -1.61E-07 6.61E-08 1.03E-08 0% -8.36E-08 1.32E-07
Chile -4.85E-08 0% -2.27E-07 1.31E-07 1.00E-07 0% -2.28E-08 2.90E-07
Netherlands -7.10E-08 0% -1.88E-07 4.15E-08 -8.51E-09 0% -1.02E-07 9.39E-08
United States -8.89E-08 0% -5.77E-06 7.30E-06 3.23E-06 1% -1.75E-06 1.01E-05
France -1.38E-07 0% -8.38E-07 6.00E-07 342E-07 0% -1.25E-07 1.06E-06
Australia -1.43E-07 0% -5.25E-07 1.95E-07 5.48E-08 0% -1.71E-07 3.40E-07
Germany -2.32E-07 0% -1.01E-06 5.63E-07 1.66E-07 0% -3.76E-07 8.68E-07
United Kingdom -3.14E-07 0% -8.45E-07 1.58E-07 8.26E-09 0% -3.81E-07 4.59E-07
Aggregated Gloablly 1.37E-04  100% -8.21E-05 4.69E-04 3.93E-04  100% 8.81E-05 9.61E-04
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A.2 Additional SCC Results

Table A.2: Social Cost of Carbon Sensitivity to Choices Around Valuing Lives and
Livelihoods - Including Global Average Income Reference Point

Quasi-Kaldor Hicks Income Weighting Income Weighting Prioritarian Weighting Prioritarian Weighting

(Global) (U.S.) (Global) (U.S.)
2025 SCC $237 $380 $574 $3,567 $2,095 $11,839
[2.5th-97.5th Percentile] [-993, $861] [-$8, $1,302]  [$28, $1,872) 8172, $11,640] [-$216, $2,985] [-61,220, $16,870]
SCC Breakdown by Impact Category
Mortality $145 $287 $438 $2,723 $1,963 $10,880
Agriculture $81 $81 $118 $736 $123 $754
Energy $8 $8 $14 $85 $32 $181
Sea Level Rise $4 $4 $4 $23 $4 $25

A.3 The Total Mortality Impact of Climate Change

As mentioned above, in addition to determining the impact of a marginal pulse of emissions,
SCC models can also be used to estimate the total mortality impacts caused by climate
change. Figures A.1 and A.2 project the total mortality impact of climate change compared
to the current climate. Figure A.1 shows the expected percentage change in the baseline
mortality rate due to climate change in the year 2100, which is averaged across 10,000 Monte

Carlo simulations as described in the figure caption.
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(a) Not accounting for additional heat-vulnerability reduction from rising
incomes

Mean percent change baseline mortality rate in 2100

-10% -5% 0% 5% 10%

(b) Accounting for additional heat-vulnerability reduction from rising incomes

i A

Mean percent change baseline mortality rate in 2100

-10% -5% 0% 5% 10%

Figure A.1 | The spatial distribution of the total impact of climate change on temperature-related mortality
impacts in 2100. Maps show the mean estimated percent increase in all-cause mortality due to the impact
of climate change on temperature-related mortality in 2100. I take averages across the 10,000 draws in a
Monte Carlo simulation, which captures uncertainty in socioeconomic and emissions scenarios (RFF-SPs),
uncertainty in climate (FalR v1.6.2 ), and damage function parameters (see Methods section for details). (a)
Shows results without accounting for income-based adaptation. (b) Shows results accounting for income-based
adaptation.
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Figure A.2 aggregates premature deaths across all countries to project the net global
mortality impact from climate change. The increase in premature deaths in hotter and poorer
locations significantly exceeds the decrease in premature deaths in colder and richer locations.
Climate change causes a significant number of premature deaths even after accounting for
heat-vulnerability reduction from rising incomes. Without accounting for the benefits of
future income growth, and instead assuming that currently observed temperature-mortality
relationships hold into the future, climate change causes 4.8 million premature deaths per
year in 2100 (1.2M-10.4M: 5%-95% range). When accounting for income-based adaptation,
climate change causes 1.6 million temperature-related deaths per year in 2100 (-1.5M-5.6M:
5%-95% range).

20M A

10M

Global excess deaths

OM A

=) =) =) ) o =) =) =) ) o =) o =) ) =)
(o] < \O 0 [} N <t O o S N <t \O 0 (=}
(=} (=} S (=} — — — — — N N N [\ N on
Q Q Q Q c\: a a I I N N a a N N
Year
Account for additional heat-vulnerability reduction from rising incomes? — Yes — No

Figure A.2 | Total Yearly Global Premature Deaths From Climate Change, 2023—-2300. Lines represent mean
projections, and shaded regions represent the 5th-95th percentile projections. Projections that assume that
currently observed vulnerability to temperature holds into the future are shown in orange. Projections that
account for income-based heat-vulnerability reduction are shown in blue.
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A.4 Temperature Pattern Scaling in the Climate-Economy-Mortality Inte-
grated Assessment Model

The temperature-related mortality damage function Bressler et al. (2021) used in this study
requires country-level mean surface temperature (C' M ST) as an input, but the climate model
we use provides only projections of global mean surface temperature (GMST). To downscale
GMST to CMST, we rely on the spatial patterns from high-resolution, spatially resolved
surface temperatures from the sixth phase of the Coupled Model Intercomparison Project
(CMIP6) general circulation and earth system models (Eyring et al., 2016). These models
project climate futures at fine spatial and temporal resolutions but are computationally
expensive, prohibiting their use in many probabilistic settings such as those underlying this
study. One solution to this problem is to approximate local temperatures using a pattern
scaling approach (EPA, 2023b; Lynch et al., 2017).

For each of the 21 available models underlying CMIP6, we regress the local mean surface

temperature LM ST in grid cell 7 in year ¢ on the corresponding GM ST

LMSTy = BiGMSTy[gridcell = i] + = (46)

This results in a time-invariant vector of 5’s that dictate the relationship between GM ST and
LM ST in each grid cell at the spatial resolution of the GCM, with £, being the remaining
variation in LM ST not explained by the regression. We then calculate a weighted average
of the ’s across all grid cells within each country to estimate the relationship between
GMST and CMST. Because temperature-related climate impacts affect people and not
land, we weight the aggregation of the 3’s using spatially-explicit, sub-national population
centers observed in the year 2000 (Murakami and Yamagata, 2019) to recover a vector of
population-weighted, country-level E’s.

The steps taken above result in 21 unique country-level patterns, one for each CMIP6
model. From the available set of 21 patterns, we randomly select one pattern to use in each
Monte Carlo simulation of the model, providing another source of climate module uncertainty.
We recover CM ST in each simulation s for each county ¢ in model year ¢ by scaling GM ST
with the population-weighted country-level ,5 ’s such that

CMST, = Bse x GMST,, (47)

The CMST,.’s described here correspond to the T’s in equations 48 and 50.
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A.5 Mortality Damage Function Implementation in the Climate-Economy-

Mortality Integrated Assessment Model

I use the preferred models from Bressler et al. 2021 for both heat (model 4) and cold (model
3).

Formally, the model for heat-related mortality is:

cheat =0T+ ﬂgTz . + P3(Hottest Month Avg Temp,.)
+ 4T +(Hottest Month Avg Temp,)(log(ye.)) (48)

where Y(Eeat is the percentage increase in the all-cause mortality rate due to heat in
country c at time ¢, 7., is the increase in yearly average temperature relative to the 2001-2020
period in country c at time ¢, Hottest Month Avg Temp, is the population-weighted average
temperature in the hottest month in country ¢ between 1984 and 2015, and y,.; is the PPP
adjusted per capita GDP.?® See Bressler et al. (2021) for further details. For the projection
results that do not account for additional income-based adaptation, I hold y.; constant at
current levels. For the projection results that do account for income-based adaptation, I use
the model’s projections of future country-level income in each year for ;.

The model for cold-related mortality is:
Ygfﬂd =T + Bngt + P3(Coldest Month Avg Temp,.) (49)

To represent damage function uncertainty in Monte Carlo runs, a vector of coefficients for
the heat and cold models is sampled from a multivariate normal distribution centered on the
point estimate and standard deviation equal to the reported standard error in Bressler et al.

2021). The net percentage increase in mortality rate, Y., is the sum of YH#* and Y C°ld,
g Yy s c,t c,t

}/c,t — }/Cljeat + }/cngld (50)

After the calculation of Y.;, the net percentage increase in mortality rate is converted

36Population-weighted average temperatures are not available for seven countries, although population-
weighted average temperatures are needed to calculate the hottest and coldest month for each country. We
assign these seven countries the values of their neighbor as follows: Aruba is assigned Venezuela, Bahrain
is assigned Saudi Arabia, Barbados and St. Lucia are assigned Puerto Rico, the Maldives are assigned Sri
Lanka, Malta is assigned Tunisia, Singapore is assigned Malaysia, and Tonga is assigned Fiji.
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into net additional deaths:

Y.
Excess deaths.; = (Population, ) x (Baseline mortality rate, ;) x (ﬁ) (51)

where baseline mortality is defined as the country population level times its baseline mortality
rate from the RFF-SPs. Since I run 10,000 Monte Carlo simulations, which captures
uncertainty in emissions, population, economic growth, the response of the climate system,
and damage functions, I estimate equation 51 for each country in each time period 10,000
times.

In Bressler et al. 2021, damage functions were tested in making temperature-related
mortality projections out to 2100 using deterministic SSP-RCP socioeconomic projections
Bressler et al. (2021). In that study, heat-related mortality was always increasing and cold-
related mortality was always decreasing under increasing temperatures, which is consistent
with Gasparrini et al. 2017 Gasparrini et al. (2017). This study, however, makes projections
out to 2300 using stochastic socioeconomic projections across 10,000 Monte Carlo draws. To
ensure that the model does not produce theoretically inconsistent behavior simply due to
the nonlinear functional form in the most extreme Monte Carlo runs, I impose additional
functional form restriction that ensures that holding all else equal, including income, heat-
related mortality does not rise under higher temperatures (i.e., ensuring that the partial
derivative of heat-related mortality with respect to temperature does not decrease under
higher temperatures) and cold-related mortality does not fall under higher temperatures (i.e.,
ensuring that the partial derivative of cold-related mortality with respect to temperature
decreases under higher temperatures). Imposing this restriction only has a small impact on
results: it raises the 2020 SC-CO4 by 2.8%.

A.6 Temperature-Related Mortality in Mexico

In this section, I explore the distribution of temperature-related mortality across demographic
groups. As opposed to previous sections that look at the mortality burden of climate change
across the whole world, this section takes a deep dive into a single country that has sufficiently
rich data to explore which parts of society are most vulnerable to temperature. This enables
a deeper exploration of the distributional impacts of climate change than was possible in the
previous sections.

Note that this appendix section represents work in progress. At the moment, these results
cannot be considered fully identified because there is an issue with selection bias: people
endogenously choose their occupations, perhaps in part based on their expectations about

how much they may be exposed to heat and cold in these occupations. Currently, the results
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suggest that manual workers are particularly vulnerable to heat and represent around half of
the overall heat-related mortality burden in Mexico. There are reasons to think that this
selection bias may result in an understatement of these findings. Ceteris Paribus, it seems
that individuals who are more vulnerable to heat would go into professions where they tend
to be less exposed to heat (i.e., non-manual professions). In any case, due to the selection
bias issue, the current work cannot be considered fully identified, so I leave this work here in
the appendix as a work in progress. Suggestions on how to achieve clean identification in this
setting are most welcome.

Here, I leverage rich national weather and demographic microdata in Mexico spanning 22
years and covering 13.4 million deaths divided into 2,402 Mexican municipalities assembled
in previous coauthored work (Wilson* et al., 2024). That study found that heat-related
mortality is concentrated in the younger population: 75% of heat-related deaths were among
those under 35 years old. Whereas cold-related mortality is overwhelmingly concentrated in
the older population: 96% of cold-related deaths are concentrated among those over 50 years
old. The age-specific findings on heat-related deaths in that study were in contrast to some
previous studies in the literature, which found that the elderly were the most vulnerable to
heat (Carleton et al., 2022; Gallo et al., 2024; Hajat et al., 2014; Kim et al., 2016; Lee and Kim,
2016; Li et al., 2016). One crucial reason why that study may have found these age-specific
findings where other studies had not is that, thanks to the rich data available in Mexico
that included the exact age at death, it was able to assess heterogeneity across age groups at
a finer scale than previous empirical work, which usually focused on mortality irrespective
of age (Gasparrini et al., 2015; Cromar et al., 2022; Wu et al., 2022), across broader age
groups (Carleton et al., 2022; Gallo et al., 2024; Hajat et al., 2014; Lee and Kim, 2016; Li
et al., 2016), or only on the elderly (Hales et al., 2014; Honda et al., 2014). Importantly, the
findings in Wilson* et al. (2024) underscore the importance of exploring age-specific mortality
impacts in other countries, although data availability remains a significant limiting factor in
this endeavor.3”

While we analyzed age-specific heterogeneity in temperature-related mortality in Wilson*
et al. (2024), we left the analysis of occupational-specific heterogeneity to future work. In
the discussion section of that paper, we hypothesized that occupational exposure to heat
could be a major mechanism behind our results: although younger adults may be more
physiologically robust to heat, they also likely experience more exposure to extreme heat
in outdoor occupations with minimal flexibility for precautionary action. Here, I analyze
occupational heterogeneity, and I indeed find that occupational heat exposure appears to be

a major driver of premature mortality in Mexico.

37 am currently working on similar coauthored projects in Brazil and the United States.
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A.6.1 Data

I leverage precise historical data on both mortality and temperature exposure. Mortality
microdata comes from the Subsistema de Informacién Demografica y Social of Mexico’s
Instituto Nacional de Estadistica y Geografia (INEGI), which is the same data leveraged in
my previous coauthored work (Wilson* et al., 2024). This data includes a record of each
death in the country since 1998. Importantly, it contains information on age and occupation
at death, as well as day and municipality of occurrence. Municipality is Mexico’s second-order
administrative unit (ADM2), numbering 2,402 across the country. The study period ends
in 2019, before the COVID-19 pandemic. Over the 22 years from 1998 to 2019, the data
contains a record of 13.4 million deaths over more than 21 million municipality—days. More
information on this data is provided below in section A.6.4.

As in Wilson* et al. (2024), these records are combined with station-level measurements of
temperature, humidity, and pressure, which is used to develop estimates of local daily mean
wet-bulb temperature Davies-Jones (2008) (see section 2.2.1 for a description of wet-bulb
temperature and an explanation as to why its an important metric in understanding the
impact of ambient conditions on temperature-related mortality) This is important because
recent literature has suggested that the spatial and temporal smoothing involved in the
creation of reanalysis products often leads to underestimations of the intensity of extreme
humid heat events compared to observational datasets Raymond et al. (2020). Indeed, in
this setting, the ERA5-Land weather reanalysis data does a poor job of reproducing high
humid heat events observed in Mexico’s station network (see (Wilson* et al., 2024) for
further details). The observational weather dataset is collected from the UK Met Office
Hadley Centre’s Integrated Surface Dataset, which consolidates observations from a global
network of weather stations but performs various quality control adjustments to ensure the
consistency of observations over time. Precipitation data is collected from the European
Centre for Medium-range Weather Forecasting Reanalysis 5 - Land (ERA5-Land) dataset
(and included as a control to avoid confounding effects). Using Google Earth Engine, a
daily total precipitation measure is calculated by taking a sum over the hourly values across
each day at each grid cell and then taking a spatial average over each administrative unit,
weighting by a gridded estimate of the time-varying distribution of population (Gridded
Population of the World v4, revision 11). See section A.6.4 for further details.

A.6.2 Statistical Model

I estimate an occupation-specific exposure relationship between excess mortality and daily

average wet and dry-bulb temperature. The empirical model leverages current best practices
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https://www.inegi.org.mx/programas/mortalidad/#Microdatos
https://www.metoffice.gov.uk/hadobs/hadisd/
https://www.metoffice.gov.uk/hadobs/hadisd/
https://www.ecmwf.int/en/forecasts/dataset/ecmwf-reanalysis-v5-land
https://www.ecmwf.int/en/forecasts/dataset/ecmwf-reanalysis-v5-land
https://sedac.ciesin.columbia.edu/data/set/gpw-v4-population-count-rev11
https://sedac.ciesin.columbia.edu/data/set/gpw-v4-population-count-rev11

to isolate causal impacts of temperature on excess mortality (Carleton et al., 2022; Gasparrini
et al., 2015). I investigate effects over a set of distributed lags to capture the dynamic effects
of temperature on health, including the time-delayed mortality response to hot and cold
temperatures as well as harvesting—when those who would have otherwise died in the near
future die slightly earlier due to hot or cold temperature exposure (Schwartz, 2000). The
model flexibly captures differences in impacts from cold, moderate, and hot temperature
exposures and includes control variables to account for potential confounders, including
seasonality and time trends. I identify effects based on otherwise random changes in weather
across days within a given municipality, such that a municipality experiencing mild weather
acts as the “control group” for itself during more extreme weather, eliminating confounding
spatial variation. Lastly, I flexibly adjust for daily precipitation to ensure that the effects
of temperature are not operating via rainfall. Importantly, the statistical model allows
the minimum mortality temperature (MMT) to vary by age group. I find that different
occupational groups experience minimum mortality at substantially different temperatures.
For instance, manual workers experience minimum mortality at 13°C wet-bulb temperature
and 21°C dry-bulb temperature. Non-manual workers experience minimum mortality at 12°C
wet-bulb temperature and 20°C dry-bulb temperature. Whereas those not working experience
minimum mortality at much higher temperatures: 22°C wet-bulb temperature and 28°C
dry-bulb temperature. As is standard in this literature, deaths from heat and deaths from
cold are identified relative to the subgroup-specific minimum mortality temperature (MMT).

Estimates of the effect of temperature on mortality come from fitting a mortality response
function following Gasparrini et al. (2015). The outcome variables—daily, location-specific
mortality rates for each age group—are modeled as dynamic functions of temperature
and precipitation, with additional controls for location-specific, time-varying, and seasonal

confounders. Formally,

Yait =fa(Tit -, Tit—30; Ba) + Ga(Dit, - - - s Dit—30; Ta) + par + 0ai X year, + 0,5 X week; + €44t
(52)

where y,;; is the mortality rate (deaths per 100,000 people) in municipality i on date ¢
and occupational group a. Separate models are fit for each occupational group.

The main right-hand-side variable is daily average temperature—either dry-bulb or wet-
bulb depending on the specification—generically denoted x; in the above equation. The
relationship between temperature and mortality is allowed to be nonlinear and dynamic, as

captured by the function f,(zy,...,Zi—30; Ba), with B, denoting the matrix of unknown
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coefficients to be estimated. This function transforms temperature observations along two
dimensions. In the temperature dimension, the function is a natural cubic spline over daily
temperature with knots at the 10", 50" and 90" percentiles (Harrell, 2015). Across 31 days
of distributed lags, the function is a b-spline with knots spaced equally, in log terms, across
the lag period. Putting these elements together, fitting the model generates estimates of
the effect of temperature on mortality at each point across the distribution of temperatures
and for each of 31 days starting with the initial day of the temperature realization. These
estimates yield the 30-day cumulative effect of temperature on mortality, as depicted in
Figures A.3 and A.4.

The other elements of the estimating equation are controls. Daily total precipitation, p;; is
included in a similar way to temperature, with the cumulative effect estimated using a b-spline
distributed lag. The effect of precipitation is modeled flexibly using 0*"-order splines (i.e., bins)
for precipitation below the 80 percentile (roughly zero precipitation), between the 80 and
90" percentiles, between the 90 and 95" percentiles, between the 95" and 98" percentiles,
between the 98" and 99.5"" percentiles, and above the 99.5"" percentile. Other confounders
are accounted for using fixed effects, in some cases interacted with continuous controls. These
controls are: date of sample fixed effects, p,:, to account for national temporal patterns,
holidays, day-of-week effects, and other time-series confounders; a municipality-by-year fixed
effect, d,; X year,, to account for location-specific fixed factors such as topography, governance,
and differences in access to healthcare or mortality reporting as well as secular changes in
mortality rates and climate; and a state-level fixed effect, 6,,, interacted with the week of the
year, week;, to account for state-level seasonal patterns. The term ¢,; is the remaining error
term. The regression is weighted by the daily municipality population (linearly interpolated
from annual population counts). Standard errors are clustered at the state level to account
for spatial autocovariances at the subnational level while maintaining robustness to arbitrary
temporal correlation patterns. Models are fit using R software version 4.2.2 and the dlnm

package version 2.4.7 (Gasparrini, 2011).

A.6.3 Results

Figure A.3 shows the effect of exposure to a single day at the indicated wet-bulb temperature
on mortality risk for different occupational groups. For instance, the manual worker exposure-
response function implies that when a manual worker experiences one day with an average
wet-bulb temperature of 28°C, their risk of mortality increases by 20% relative to if they had
experienced one day with an average wet-bulb temperature of 13°C. The bottom part of the
figure below each exposure-response function is a histogram that shows the distribution of

wet-bulb temperatures as experienced by people in Mexico over the sample period (gray bars)
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as well as the distribution of wet-bulb temperatures that they are expected to experience
at the end of the century (red bars). This communicates how often people are exposed
to wet-bulb temperatures at different levels. For instance, 8% of the days as experienced
by people in Mexico over the sample period had a wet bulb temperature of 13°C, while
temperatures rarely exceeded 26°C. Taken together, this figure communicates both how deadly
a marginal day at a certain wet-bulb temperature is for each occupational group (exposure
response functions in the top part of the figure), along with the frequency with which those
days occur now and how often they are expected to occur in the future (histograms in the
bottom part of the figure). As the figure shows, non-workers face the highest mortality risk
from cold while manual workers face the highest mortality risk from heat.

Figure A.4 is the same as Figure A.3 except that it uses dry bulb temperature as the
main treatment variable. Similar to Wilson® et al. (2024)—which found that results on the
age-specific temperature-related mortality burden were robust whether we use wet-bulb or
dry-bulb temperature as our metric of exposure—I find here that the occupation-specific
results are also robust whether we use wet-bulb or dry-bulb temperature as the metric of
exposure (also see further results below). As in Wilson™ et al. (2024), I also find that the
exposure-response function over wet-bulb temperature is estimated a bit more precisely than
the exposure-response function over dry-bulb temperature.

As the exposure-response functions in figures A.3 and A.4 show, the hottest temperatures—
e.g., 30°C wet-bulb temperature and 40°C dry-bulb temperature—are the most damaging
temperatures in terms of their impact on heat-related deaths. However, as the bottom
temperature-distribution histograms in those figures show, heat waves that reach those
temperatures actually occur very rarely. This leads to the question: what is the overall
temperature-related mortality burden associated with exposure to temperatures over the
course of the whole year, from the coldest days to the hottest days?

This question is addressed in figure A.5. The overall temperature-related mortality
burden is a function of both (1) the damage caused by exposure to a certain temperature
(i.e., figures A.3 and A.4 top panels) as well as (2) how often people are exposed to those
temperatures (i.e., figures A.3 and A.4 bottom panels). Figure A.5 combines these two factors
to show the temperature-related mortality burden associated with exposure to each degree of
temperature. The left hump of this figure represents cold-related deaths. The right hump of
this figure represents heat-related deaths. The peak of the right hump—which represents the
temperature exposure that causes the most heat-related deaths in the sample period—is at
25°C wet-bulb temperature and 29°C dry-bulb temperature. Whereas the peak of the left
hump of the figure—the temperature exposure that causes the most cold-related deaths in

the sample period— is at 9°C wet-bulb temperature and 17°C dry-bulb temperature.
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Figure A.5 | Historical temperature-related deaths in Mexico. The panels show average annual temperature-
related deaths resulting from exposure to days with the average temperatures shown on the z-axis during
the historical period across occupation in Mexico. The left panel shows deaths resulting from exposure to
wet-bulb temperature. The right panel shows deaths resulting from exposure to dry-bulb temperature.

Consistent with past literature on temperature-related mortality in Mexico (Cohen and
Dechezleprétre, 2022; Jauregui-Diaz et al., 2020), I find that cold is historically associated with
many more deaths than heat across the whole population. However, this masks substantial
heterogeneity on the differential impacts of heat and cold on different demographic groups

within the population. I break out premature deaths from both cold and heat in table A.3

below.
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Table A.3

Cold-Related Deaths Heat Related Deaths

Wet-Bulb Dry-Bulb Wet-Bulb Dry-Bulb
Temperature Temperature Temperature Temperature

Manual Workers 477 (1%) 341 (1%) 684 (47%) 766 (55%)
[2.5th-97.5th Percentile] 193, 760] [-13, 695] [122, 1,256] [153, 1,380]

Non-Manual Workers 267 (1%) 240 (1%) 408 (28%) 301 (22%)
[2.5th-97.5th Percentile] 403, 937] [-79, 560] F11, 827] [87, 515]

Not Working 36,849 (98%) 30,026 (98%) 359 (25%) 318 (23%)
[2.5th-97.5th Percentile] 29,994, 43,703]  [22,201, 39,561] [-342, 1,060] [-474, 1,110]

Table A.3 | Annual Historical Cold-Related and Heat-Related Deaths in Mexico by Occupation. Table shows
the average number of yearly cold and heat-related deaths broken down by occupation, using both wet-bulb
and dry-bulb temperature as the metric of temperature exposure. The parentheses indicate the percentage of
the total heat or cold deaths that are occurring in that occupational category. E.g., for heat-related deaths
using wet-bulb temperature as the metric of temperature exposure, 47% of heat-related deaths are occurring
among manual workers, 28% are occurring among non-manual workers, and 25% are occurring among
non-workers.

For both wet-bulb temperature and dry-bulb temperature, cold-related mortality is
overwhelmingly and disproportionally concentrated among non-workers, with 98% of cold-
related deaths occurring among non-workers, who make up 85% of overall deaths in the
population. Heat-related mortality, however, is quite a different story. Heat-related deaths
are especially and disproportionally concentrated among manual workers: 47% of deaths
occur among manual workers, who comprise just 9% of deaths in the overall population.
While only 25% of deaths are among non-workers. When dry-bulb temperature is used as the
exposure metric, manual workers make up 55% of heat-related deaths while non-workers make
up just 23% of heat-related deaths. Non-manual workers are also disproportionally impacted
by heat-related mortality, although not to the extent of manual workers. Non-manual workers
comprise 28% of heat-related deaths when using wet-bulb temperature as the measure of
exposure and 22% of heat-related deaths when using dry-bulb temperature despite comprising
just 6% of the deaths in the overall population. This suggests that occupational exposure to
heat appears to be an important mechanism in driving heat-related mortality, but it may not
be the whole story given that non-manual workers are also disproportionally impacted by

heat-related mortality, although to a lesser extent than manual workers.
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A.6.4 Extended Description of Data

The data period for this study begins in 1998, when INGEGI’s mortality microdata first
began to carry information about the day and municipality of each mortality event. The
data period ends in 2019 before the COVID-19 pandemic. Between 1998 and 2019, the
data contains 13,426,931 deaths. The World Bank estimates that Mexico’s all-cause crude
mortality rate is around 6 deaths per 1000 people per year. Relative to a population of
around 110 million during this period, this would imply total deaths of 14.5 million during
our data period, giving confidence that these mortality records are relatively complete. Death
records that are missing information on the day of death, the individual’s age at death, or
the death location are dropped, as are those that occurred outside of Mexico. These dropped
records represent less than 0.92% of the data.

Data on administrative unit population, which is used to determine mortality rates and
regression weights, is collected from IPUMS International, which consolidates and harmonizes
census data for Mexico. The study uses data from the 1990, 2000, and 2010 Mexican censuses,
as well as the 2015 Intercensal Survey. Population for each administrative unit is assumed
to grow at a constant rate between observations, and population growth between the 2010
Census and 2015 Intercensal Survey is assumed to remain constant through the end of our
data in 2019. Across both mortality and population data, 67 municipal boundary changes
occurring between 1998 and 2019 are accounted for by assigning values reported for modified
units to an aggregate set of 2,402 municipal units that is stable across all years of our study.

The weather dataset leveraged here contains a set of weather metrics recorded at a sub-daily
frequency (some stations report weather at an hourly frequency, but many report at three- or
six-hour intervals). The method described in Davies-Jones (2008) is used to approximate wet-
bulb temperature from dry-bulb temperature, surface pressure, and dew point temperature
at each station location. As the method requires matching station temperature records to
administrative units, missing hourly dry-bulb and wet-bulb temperature observations are filled
in by leveraging distributional information from nearby non-missing stations. To avoid filling
missing data for stations that report infrequently or for which the historical record is not
sufficiently diverse, data from all stations that report fewer than 10,000 observations during
the period from 1990 to 2019 (roughly 3% of hours) are dropped, as well as stations that do
not report more than 1000 observations across at least 10 years. For each of the remaining
stations, an empirical cumulative distribution function is determined for all non-missing
observations. Next, if the data does not contain an observation for a given station at a
particular hour, a likely quantile for this observation is determined using an inverse squared
geodesic distance-weighted mean of all stations in Mexico that are reporting values at that

hour. Then, missing values are filled using the temperature at that quantile for that station.
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Said differently, if a station is missing data at a particular hour and nearby non-missing
temperatures are on average at their 90" percentile, the missing value is set to the 90"
percentile of the historical readings for that station. This method is deployed in the dataset
here.

Daily mean dry-bulb and wet-bulb temperatures are obtained by calculating the average of
the daily minima and maxima of each metric at each station. Next, geodesic distances between
each station and the population-weighted centroid of each administrative unit are determined.
Temperature observations are mapped to administrative units by taking the inverse squared
distance-weighted mean of each temperature metric for the five nearest stations. This method
is similar to other papers studying temperature effects on mortality using weather station
data Barreca et al. (2016). Meta’s High-Resolution Population Density Maps Lab and for
International Earth Science Information Network — CIESIN — Columbia University (2016) are
used to determine the population-weighted centroid of each administrative unit. To ensure
that representative weather station data is used to estimate exposure, municipalities whose
population center of mass is more than 50 kilometers from the nearest weather station are
omitted; these municipalities represent 24.83% of Mexico’s population as of the date of the
2010 Census.
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