First-principles calculations of solute transport in zirconium:
Vacancy-mediated diffusion with metastable states and interstitial diffusion
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Zirconium alloys are the most widely used nuclear fuel cladding materials for light water power reactors where irradiation damage causes solute redistribution, leading to degradation of alloy properties such as corrosion resistance. Designing radiation-tolerant zirconium alloys requires a thorough understanding of the atomic-scale transport behavior of the alloying elements in Zr. We perform density function theory calculations to investigate the diffusion of Sn, Cr, Fe, Be, Al, and Ni in the HCP Zr matrix. We develop a methodology to accurately model the metastable vacancy states along the basal migration path, known to occur in group IV metals. We compute the vacancy-mediated solute diffusion coefficients and drag ratios using the kinetic Monte Carlo method and an analytic Green’s function method—the agreement between the two validates our methodology. The computed diffusion coefficients of Sn and Al show good agreement with the experimental data and we expect these solutes to diffuse via the vacancy-mediated mechanism. We use a Green’s function approach, parameterized with data from density functional theory calculations, to compute the interstitial diffusion coefficients of Cr, Fe, Be, and Ni in the hexagonal closed packed Zr lattice. The computed diffusion coefficients of Cr, Ni, and Be agree with the experimental measurements within one order of magnitude, while those of Fe are within two orders of magnitude of the experimental measurements. The drag ratios for Cr, Fe, Be, and Ni are positive up to 1235 K, which suggests that nonequilibrium vacancy fluxes could drag these solutes toward sinks such as dislocation loops and grain boundaries. We also compute the transport coefficients without including the metastable states, and using the eight- and thirteen-frequency model. Our results show significant differences in drag ratio for the eight- and thirteen-frequency model predictions compared with the Green’s function methodology, but smaller errors in the solute diffusivity. Combining interstitial and vacancy-mediated diffusivities, we predict the unusual result that increased vacancy concentration slows down solute diffusivity, while a sufficiently high vacancy concentration can change the dominant mechanism to an accelerated vacancy-mediated diffusion.
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I. INTRODUCTION

Zirconium alloys exhibit high corrosion resistance, structural stability, and low neutron absorption cross section, which makes them suitable as nuclear fuel cladding materials for light water power reactors at service temperatures [1]. The two common zirconium alloys used as cladding materials in light water power reactors are Zircaloy-2(Sn,Cr,Fe,Ni) and Zircaloy-4(Sn,Cr,Fe) [2]. The solutes Sn, Cr, Fe, and Ni are major alloying additions in the zirconium alloy claddings [2], and exposure of these alloys to neutron irradiation is known to cause a redistribution of alloying elements [3–7] with significant consequences to the corrosion performance of the alloy [6,8–11]. An understanding of the atomic-scale transport of point defects in Zr will provide a step forward for new alloy development with increased tolerance to radiation. Recent advances in computer processing speeds and availability of massively parallel computing facilities have allowed density functional theory (DFT) simulations to determine the atomic properties of point defects [12]. Combining DFT results with advanced diffusion models [13] helps connect the macroscopic properties with the complex interplay of processes that occur on an atomic scale [14–16]. For the present study, we focus on the four major alloying elements, as well as Be and Al in the HCP Zr matrix. Aluminum could potentially diffuse in to the Zr matrix from the Fe-Cr-Al alloy coatings being developed to improve the oxidation resistance of Zr [17]. Beryllium addition could also improve the oxidation resistance based on a recent computational study of Be stability in Zr surfaces [18].

First-principles studies have computed defect energies and migration barriers of vacancies [19–24], self-interstitials [25–27], and solute-vacancy complexes [28,29] in the Zr matrix; however, the information is insufficient to characterize solute-vacancy flux coupling and there are open issues such as the modeling of metastable vacancy configuration in Zr [22]. First-principles calculations have shown that group IV HCP metals such as Ti [30,31] and Zr [22] exhibit a double-humped basal vacancy migration barrier (cf., Fig. 1) through a
First-principles studies also show that Fe [51,52] prefers interstitial sites over substitutional sites in HCP Zr. Pasianot et al. [53] performed first-principles calculations and found low migration barriers for Fe to jump between interstitial sites, which could explain why Fe is a fast diffuser in the Zr matrix. In contrast, the solutes Cr [29,51], Be [18], and Ni [52] prefer substitutional sites in HCP Zr. Christensen et al.’s DFT study found that Fe and Cr have a low-energy substitutional configuration with a high magnetic moment and that Cr, Fe, and Ni have a weakly attractive binding with a vacancy in the first neighbor shell [28], which suggests a positive coupling between these solutes and vacancies. A recent study by Lu et al. [29] shows that vacancy has attractive binding with Cr but repulsive binding with Al and Sn, which suggests that the latter two solutes could be uncorrelated with vacancy fluxes; however, this correlation has not been quantified. The study also shows that Cr diffuses via the interstitial mechanism, which does not explain how solute-vacancy correlation could influence diffusion. There are currently no computational studies of diffusion coefficients of Fe, Be, and Ni in the Zr matrix. Further, the experimental measurements were carried out at near equilibrium conditions but the dominant diffusion mechanism can change under the effects of irradiation such as higher vacancy concentrations [54–57]. Thus, a combined study of both vacancy-mediated and interstitial diffusion mechanisms, along with their vacancy concentration dependence, can provide important quantitative data to model transport in zirconium alloys in equilibrium and radiation environments.

In this work, we extend a recently developed Green’s function approach [13,58] to account for the metastable states and use it with inputs computed from DFT to examine vacancy and interstitial mediated diffusion of Sn, Cr, Fe, Be, Al, and Ni in the Zr matrix. We also perform kinetic Monte Carlo [59] (KMC) simulations for comparison with the results of the GF approach. In Sec. II, we discuss our unique treatment of the metastable vacancy states encountered in Zr and the definitions of solute-vacancy binding energies and transition rates. Section III describes the procedure for calculating the binding energies and transition rates from DFT. Section IV discusses the DFT results, the diffusion coefficients, and the drag ratios computed using the GF approach and KMC simulations. Our results show that the vacancy-mediated diffusion coefficients for Sn and Al are comparable to the experimental results. The interstitial diffusion coefficients computed using the GF approach and the competition between the interstitial and vacancy-mediated diffusion mechanisms. Our results show that the interstitial diffusion coefficients for Cr, Be, and Ni in HCP Zr agree to within one order of magnitude with the experimental results while those of Fe agree within two orders of magnitude. The drag ratios of Cr, Fe, Be, and Ni are positive, which suggests that vacancy fluxes at nonequilibrium concentrations retained due to irradiation damage could drag these solutes. We also predict that excess vacancies slow down the interstitial diffusion and accelerate vacancy-mediated diffusion.

II. METHODOLOGY

A. Vacancy-mediated transport

The Onsager transport coefficients [60] are second-rank tensors which describe the overall transport of point defects in alloys. In a binary alloy, the fluxes $\vec{J}_S$ and $\vec{J}_V$ of solute S and...
vacancy $V$ are proportional to the gradient of their chemical potentials $\mu_S$ and $\mu_V$:

$$J_V = -\frac{L_{SV}}{L_{SV}} \frac{\mathbf{V} \mu_S}{\mathbf{V} \mu_V},$$

where $L_{SS}$, $L_{SV} = L_{VS}$, and $L_{VV}$ are the Onsager transport coefficients. In the dilute limit, the solute diffusivity $D_S$ is proportional to $L_{SS}$,

$$D_S = \lim_{c_S \to 0} \frac{k_B T}{c_S} L_{SS},$$

where $k_B$ is the Boltzmann constant, $T$ is temperature in Kelvin, and $c_S$ is the solute concentration. The term $L_{SV}$ measures the correlation between solute and vacancy fluxes, and the drag ratio $L_{SV}(L_{SS})^{-1}$ quantifies the solute drag by vacancies. A positive drag ratio means that the vacancy drags the solute along with it while a negative value means that the solute diffuses away from the vacancy. Calculation of the transport coefficients requires identifying the set of states occupied by defects and the transition rates between these states. The following subsections discuss the definitions of these states and transition rates.

B. Solute-vacancy complexes in the dilute limit

We use the definition of a state introduced in the Green’s function methodology [13] and extend it to include the description of the metastable states observed in HCP Zr. We consider an infinite three-dimensional lattice containing $N$ sites in the unit cell $(i = 1 \cdots N)$, with the basis vectors $\mathbf{u}_i$. We define each site with the position vector $\mathbf{r} = x + \mathbf{u}_i$, where $x$ is a linear combination of the unit cell lattice vectors. Then the position of a solute is $\mathbf{x}_S + \mathbf{u}_i$, and the position of a vacancy at a lattice site relative to the solute is $\mathbf{x}_V + \mathbf{x}_V + \mathbf{u}_i$. Therefore, we can represent a solute-vacancy complex state as $\mathbf{x}_S \mathbf{x}_V y V$ when the vacancy occupies a lattice site. In the case of metastable complex states, the vacancy does not occupy a lattice site; instead, two lattice sites are simultaneously occupied by “half vacancies” and we use two non-adjacent vacancy positions $\mathbf{x}_V y V$ and $\mathbf{y}_V \mathbf{y}_V$ to define a metastable complex state as $\mathbf{x}_S \mathbf{x}_V y V y V$. In the dilute limit, we consider only one solute and one vacancy in the system, and set $\mathbf{x}_S = \mathbf{0}$ using the translational invariance of the lattice. Therefore, the set of states can be represented by $0 \mathbf{i}_S 0 \mathbf{x}_V y V$ and $0 \mathbf{i}_S 0 \mathbf{x}_V y V y V$. Note that the states $0 \mathbf{i}_S 0 \mathbf{x}_V y V y V$ and states $0 \mathbf{i}_S 0 \mathbf{x}_V y V y V$ are equivalent.

We determine the thermodynamic range of interaction between the solute and vacancy using the solute-vacancy binding energies $E_{b,0 \mathbf{i}_S 0 \mathbf{x}_V y V}$ and $E_{b,0 \mathbf{i}_S 0 \mathbf{x}_V y V y V}$ for a vacancy occupying a lattice site and metastable state, respectively. We assume that the thermodynamic range is finite, and the vacancy state and transition state energies are independent of the solute beyond this range. We define the binding energies relative to the energy $E_{0 \mathbf{i}}$ of a single solute in the system without the vacancy, and energy $E_{0 \mathbf{i}}$ of a single vacancy at a lattice site without the solute in the system:

$$E_{b,0 \mathbf{i}_S 0 \mathbf{x}_V y V} = E_{0 \mathbf{i} 0 \mathbf{x}_V y V} - (E_{0 \mathbf{i}} + E_{0 \mathbf{i}}),$$

$$E_{b,0 \mathbf{i}_S 0 \mathbf{x}_V y V y V} = E_{0 \mathbf{i} 0 \mathbf{x}_V y V y V} - (E_{0 \mathbf{i}} + E_{0 \mathbf{i}}),$$

where $E_{0 \mathbf{i} 0 \mathbf{x}_V y V}$ is the energy of the complex $0 \mathbf{i} 0 \mathbf{x}_V y V$ and $E_{0 \mathbf{i} 0 \mathbf{x}_V y V y V}$ is the energy of the metastable complex $0 \mathbf{i} 0 \mathbf{x}_V y V y V$. The binding energy decays to zero as the separation between the solute and vacancy approaches the thermodynamic range. Based on the chosen reference, if the vacancy occupies any metastable state outside the thermodynamic range, then $E_{b,0 \mathbf{i}_S 0 \mathbf{x}_V y V y V}$ reduces to the relative energy of metastable state without the solute: $E_{0 \mathbf{i} 0 \mathbf{x}_V y V} - E_{0 \mathbf{i}}$. We define a positive binding energy as repulsive interactions while a negative binding energy denotes attractive interactions.

C. Transition rates

The minimum energy transition pathway between two states goes through a saddle-point configuration in the potential energy surface and we use the harmonic transition state theory [61] to compute the transition rate. We refer to the saddle-point configuration as the transition state, and its location along the minimum energy path as the reaction coordinate. The transition rate $\omega_{0 \mathbf{i}_S 0 \mathbf{x}_V y V - 0 \mathbf{i}_S 0 \mathbf{x}_V y V y V}$ between the initial state $0 \mathbf{i}_S 0 \mathbf{x}_V y V$ and the final state $0 \mathbf{i}_S 0 \mathbf{x}_V y V y V$ is then

$$\omega_{0 \mathbf{i}_S 0 \mathbf{x}_V y V - 0 \mathbf{i}_S 0 \mathbf{x}_V y V y V} = \omega_{\mathbf{i}_S 0 \mathbf{x}_V y V - \mathbf{i}_S 0 \mathbf{x}_V y V y V} e^{-E_{b,0 \mathbf{i}_S 0 \mathbf{x}_V y V y V} / k_BT},$$

where $\omega_{\mathbf{i}_S 0 \mathbf{x}_V y V - \mathbf{i}_S 0 \mathbf{x}_V y V y V}$ is the attempt frequency and $E_{b,0 \mathbf{i}_S 0 \mathbf{x}_V y V y V}$ is the migration energy. The migration energy $E_{b,0 \mathbf{i}_S 0 \mathbf{x}_V y V y V}$ is

$$E_{b,0 \mathbf{i}_S 0 \mathbf{x}_V y V y V} = E_{b,0 \mathbf{i}_S 0 \mathbf{x}_V y V} - E_{b,0 \mathbf{i}_S 0 \mathbf{x}_V y V y V},$$

where $E_{b,0 \mathbf{i}_S 0 \mathbf{x}_V y V}$ is the energy of the transition state. Similarly, the transition rate $\omega_{0 \mathbf{i}_S 0 \mathbf{x}_V y V - 0 \mathbf{i}_S 0 \mathbf{x}_V y V y V}$ between the initial state $0 \mathbf{i}_S 0 \mathbf{x}_V y V$ and the metastable state $0 \mathbf{i}_S 0 \mathbf{x}_V y V y V y V$ is

$$\omega_{0 \mathbf{i}_S 0 \mathbf{x}_V y V - 0 \mathbf{i}_S 0 \mathbf{x}_V y V y V y V} = \omega_{\mathbf{i}_S 0 \mathbf{x}_V y V - \mathbf{i}_S 0 \mathbf{x}_V y V y V} e^{-E_{b,0 \mathbf{i}_S 0 \mathbf{x}_V y V y V} / k_BT}.$$

We assume that the vacancy at a metastable state only transit to the adjacent lattice sites. Note that the transition states $0 \mathbf{i}_S 0 \mathbf{x}_V y V - 0 \mathbf{i}_S 0 \mathbf{x}_V y V y V$ and $0 \mathbf{i}_S 0 \mathbf{x}_V y V y V - 0 \mathbf{i}_S 0 \mathbf{x}_V y V y V y V$ are equivalent, but different from $0 \mathbf{i}_S 0 \mathbf{x}_V y V y V y V$ or $0 \mathbf{i}_S 0 \mathbf{x}_V y V y V y V y V - 0 \mathbf{i}_S 0 \mathbf{x}_V y V y V y V$.

The combined effect of various transition rates governs the solute transport kinetics via the vacancy-mediated mechanism. Vacancy-mediated diffusion of solutes requires solute-vacancy exchange jumps followed by reorientation jumps of vacancy around the solute. Therefore, the solute diffusion coefficient depends on the rate-limiting step between exchange and reorientation. Solute drag occurs when the solute and the vacancy diffuse as a complex. Attractive binding energies increase the probability that vacancies migrate toward the solute and form complexes. Alternatively, drag is also possible when binding energies are repulsive, provided that the vacancy reorientation rates around the solute are much faster than the rates to escape away from the solute, which increases the probability that solute and vacancy diffuse as a complex.

Calculating the interstitial diffusion coefficient requires identifying the set of interstitial sites and the transition rates between them. In the dilute limit, we consider only one solute diffusing in the system. Therefore, we use the translational
invariance of the system to describe the complete set of states using only the interstitial sites located in the unit cell. We use harmonic transition state theory [61] to compute the transition rate \( \omega_{\alpha\beta} \) for an interstitial to jump from a site \( \alpha \) to another site \( \beta \). The minimum energy path for this jump passes through a transition state \( \alpha\beta \). The transition rate \( \omega_{\alpha\beta} \) is

\[ \omega_{\alpha\beta} = \omega_m e^{-E_m^{\alpha\beta}/k_B T}, \]

where \( \omega_m \) is the attempt frequency and \( E_m^{\alpha\beta} \) is the migration energy. The migration energy \( E_m^{\alpha\beta} \) is

\[ E_m^{\alpha\beta} = E_T^{\alpha\beta} - E_{\alpha\beta}, \]

where \( E_T^{\alpha\beta} \) is the energy of the transition state and \( E_{\alpha\beta} \) is the energy of the initial site.

### III. Computational Details

We perform density functional theory (DFT) calculations using the Perdew-Burke-Ernzerhof (PBE) exchange-correlation functional [62] and the projector augmented wave (PAW) method [63] implemented in the Vienna ab initio simulation package (VASP) [64,65]. We describe the Zr, Sn, Cr, Fe, Be, Al, and Ni atoms with the electronic configurations [Kr]4d\(^2\)5s\(^2\), [Kr]4d\(^{10}\)5s\(^2\)5p\(^2\), [Ar]3d\(^5\)4s\(^1\), [Ar]3d\(^6\)4s\(^2\), [He]2s\(^2\), [Ne]3s\(^2\)3p\(^2\), and [Ar]3d\(^8\)4s\(^2\), respectively. We use a plane-wave energy cutoff of 500 eV to converge the total energy of Zr below 1 meV per atom. We use a supercell of size 4 \times 4 \times 3 (96 atoms) which requires a Monkhorst-Pack [66] k-point mesh size of 6 \times 6 \times 4 to sample the Brillouin zone. We use Methfessel-Paxton smearing [65] with an energy smearing width of 0.2 eV to integrate the density of states. The convergence criterion for electronic minimization is an energy difference smaller than 10\(^{-8}\) eV. We relax the geometries using conjugate gradient until the force on each atom is less than 5 meV/Å. We use spin polarization for the calculations involving Cr and Fe, because the ground-state substitutional configurations of these solutes have magnetic moments of 3.82 \(\mu_B\) and 3.62 \(\mu_B\), respectively. We use the climbing image nudged elastic band (NEB) method [67] with a single image to determine the transition states for vacancy jumps. The lattice constants for HCP Zr obtained from structural relaxation are \( a = 3.234 \) Å and \( c = 5.171 \) Å, which agree well with experimental data [68] and previous DFT studies [69,70]. The calculated vacancy formation energy in Zr is 2 eV, which is comparable to other DFT results reported in the literature [22,32,70–72]. The experimental measurements [47,73] estimate that the lower bound for vacancy formation energy is 1.5 eV; however, accurate measurements are not available. The vacancy formation energies computed using the Zr PAW potentials with 4 valence electrons and 12 valence electrons differ by less than 20 meV. We performed spin-polarized calculations for cells containing Fe, but we find that all interstitial configurations have a zero magnetic moment.

We compute total energies of Zr supercells containing a single solute atom in various interstitial sites and transition-state geometries and use these energies to calculate the defect formation energies and migration barriers, respectively. The formation energy \( E_f^\alpha \) of a single solute atom \( S \) at the interstitial site \( \alpha \) in the Zr lattice is

\[ E_f^\alpha = E_{\text{DFT}}[S_\alpha + (M)Zr] - E_{\text{DFT}}[(M)Zr] - E_{\text{DFT}}[S], \]

where \( E_{\text{DFT}}[S_\alpha + (M)Zr] \) is the DFT energy of the supercell containing a solute at the interstitial site \( \alpha \) and \( M \) Zr atoms, \( E_{\text{DFT}}[(M)Zr] \) is the DFT energy of the supercell containing \( M \) Zr atoms, and \( E_{\text{DFT}}[S] \) is the DFT energy of an isolated solute atom. For the 4 \times 4 \times 3 bulk supercell, \( M \) is 96. We set the lowest energy site as the reference and report the energies of all other sites relative to this reference. As a result, the last two terms in Eq. (10) cancel out. We calculate the migration energy \( E_m^{\alpha\beta} \) as

\[ E_m^{\alpha\beta} = E_{\text{DFT}}[S_{\alpha\beta} + (M)Zr] - E_{\text{DFT}}[S_\alpha + (M)Zr]. \]

For solute vacancy complexes and associated transition states, we use DFT supercells of the same size (\( M = 96 \)) to determine the energies \( E_{\text{DFT}}[(M-1)Zr+iS] \) of Zr containing a single substitutional solute, \( E_{\text{DFT}}[(M-1)Zr+iV] \) of Zr containing a single vacancy, and \( E_{\text{DFT}}[(M-2)Zr+2iS] \) of Zr containing the solute-vacancy complex. The binding energy \( E_b^{iS,iV} \) of the solute-vacancy complex state \( 0iS,iV \) from Zr is then

\[ E_b^{iS,iV} = E_{\text{DFT}}[(M-2)Zr + 2iS,iV] - E_{\text{DFT}}[(M-2)Zr] \]

where the term \( E_{\text{DFT}}[(M-2)Zr] \) on the right-hand side balances the DFT energy of \( M \) Zr atoms. Similarly, the binding energy \( E_b^{0iS,iV,iV,ff} \) of the metastable state \( 0iS,iV,iV \) of \( M \) Zr is

\[ E_b^{0iS,iV,iV,ff} = E_{\text{DFT}}[(M-2)Zr + 3iS,iV,iV] - E_{\text{DFT}}[(M-2)Zr] \]

where \( E_{\text{DFT}}[(M-2)Zr + 3iS,iV,iV] \) is the DFT energy of the metastable state \( 0iS,iV,iV \) of \( M \) Zr. The migration energy \( E_m^{0iS,iV,iV,iV} \) for a vacancy jump between states \( 0iS,iV,iV \) and \( X_{iV}X_{iV} \) is

\[ E_m^{0iS,iV,iV,iV} = E_{\text{DFT}}[(M-2)Zr + 2iS,iV,iV] - E_{\text{DFT}}[(M-2)Zr] \]

where \( E_{\text{DFT}}[(M-2)Zr + 2iS,iV,iV] \) is the DFT energy of the transition state between the states \( 0iS,iV,iV \) and \( X_{iV}X_{iV} \). The migration energy \( E_m^{0iS,iV,iV,iV} \) of \( M \) Zr is given by a similar expression.

We compute the vibrational frequencies of the jumping atom in the initial state and transition state from DFT, and use these frequencies to determine the attempt frequencies. We approximate the Vineyard expression [61] of the attempt
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We compute the vibrational frequencies of the jumping atom in the initial state and transition state from DFT, and use these frequencies to determine the attempt frequencies. We approximate the Vineyard expression [61] of the attempt.
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The linearly interpolated migration barrier (LIMB) approximation uses the transition-state energies for vacancy migration without the solute and the solute-vacancy binding energies to approximate the transition-state energies in the presence of the solute. The results from the LIMB approximation improve for the vacancy transitions which are further away from the solute because the energy landscape becomes similar to bulk. Computing a large number of transition-state energies using DFT is expensive; therefore, we use LIMB to approximate the transition-state energies for vacancy jumps away from the nearest neighbor shell of solutes which limits the number of DFT calculations. The LIMB approximation for the transition-state energy of a vacancy jump between two lattice sites is

\[ E_{T, \text{LIMB}}^{x_i y_i} = (1 - r)E_{0i}^{x_i y_i} + rE_{X_{i}^{x_i y_i} \gamma_{i}^{x_i y_i}} + [E_{0i}^{x_i y_i} - (1 - r)E_{0i}^{x_i y_i} - rE_{X_{i}^{x_i y_i}}, \]

(17)

where \( E_{T, \text{LIMB}}^{x_i y_i} \) is the transition-state energy for a vacancy jump without a solute and \( 0 \leq r \leq 1 \) is the reaction coordinate of the transition state relative to the initial state. Similarly, the LIMB approximation for the transition-state energy of a vacancy jump between a lattice site and metastable state is

\[ E_{T, \text{LIMB}}^{x_i y_i} = (1 - r)E_{0i}^{x_i y_i} + rE_{0i}^{x_i y_i} + [E_{0i}^{x_i y_i} - (1 - r)E_{0i}^{x_i y_i} - rE_{X_{i}^{x_i y_i}}, \]

(18)

where \( E_{T, \text{LIMB}}^{x_i y_i} \) is the transition-state energy for a vacancy jump without a solute between a lattice site and a metastable state.

### IV. RESULTS

#### A. Vacancy migration in bulk Zr

Figure 1 illustrates the geometries of a single vacancy at a lattice site in HCP Zr and the metastable state located along the basal transition path, which is 0.52 eV higher in energy. The vacancy transitions between a lattice site and metastable state via basal jumps along ⟨1120⟩ directions and between two lattice sites via pyramidal jumps along ⟨0223⟩ direction. The basal migration barrier computed from DFT is 0.553 eV.

![Figure 2: Solute-vacancy complex configurations up to the seventh neighbor shell in HCP Zr.](image)

The large spheres mark the lattice sites and the small spheres mark the metastable states. The numbers 1–7 correspond to the successive neighbor shells of an ideal HCP lattice with \( c/a \) ratio = \( \sqrt{8/3} \). The letters b, p and c denote basal, pyramidal, and c-axis neighbors, respectively. The darker colors are closer to the solute and lighter colors are further away. There are six 1b, three 4b, and 4b, six 6b sites in the basal plane of the solute; six 1p, six 2p, twelve 4p, and twelve 7p sites, located one plane above and below the plane of solute; and two 3c and twelve 5p sites located two planes above and below the plane of the solute. The sites 4b and 4b are equidistant from the solute but nonequivalent by symmetry. The neighbors below the basal plane of the solute atom are located at symmetric positions along the c axis (not shown). No metastable state exists between the solute and the 1b neighbors.
and the reaction coordinate of the transition state is located at $r = 2/3$. Therefore, the vacancy undergoes a basal transition between two lattice sites via a double-humped barrier. The pyramidal migration barrier is 0.613 eV, and the reaction coordinate is located at $r = 1/2$. The attempt frequency for basal jumps and pyramidal jumps out of a lattice site are 5.205 and 5.849 THz, respectively. The attempt frequency for a jump out of the metastable state is 1.758 THz. Our results are comparable to the vacancy migration barriers from DFT calculations reported in the literature: 0.51 [22], 0.54 [70], 0.57 [72], 0.53 [32], and 0.55 [32] eV for the basal jumps and 0.67 [22], 0.65 [70], 0.70 [72], 0.53 [32], and 0.62 [32] eV for the pyramidal jump. To simplify the description of metastable states, we choose to map the metastable states onto a sublattice of sites located between the lattice sites and use this mapping in our GF calculations. Therefore, our HCP unit cell includes six additional symmetry-equivalent basis sites which have the same symmetry and Wyckoff positions as the basal crowdion sites.

### B. Solute-vacancy complexes

Figure 2 illustrates the various possible solute-vacancy complexes when the vacancy occupies the lattice sites or metastable states around a solute atom, up to the seventh neighbor shell in HCP Zr. The lattice sites and their multiplicities (in parentheses) in increasing order of distance from the solute for an ideal HCP lattice are: 1p (6), 1b (6), 2p (6), 3c (2), 4p (12), 4b (3) and 4b (3), 5p (12), 6b (6), and 7p (12). Note that the sites 4b and 4b are at the same distance in the unrelaxed geometry but they are symmetrically nonequivalent and relax independently when a solute is introduced. There is a metastable state between any two neighboring lattice sites on the same basal plane, except between the solute (S) and 1b. We label these metastable states using the labels of the neighboring lattice sites; for example, the metastable state connecting 2p and 4p is 2p4p. There are two sets of symmetrically nonequivalent metastable states located along [010] and [010], which connect the 1b sites, and we label these states.

![FIG. 3. Binding energies of the solute-vacancy complexes shown in Fig. 2 calculated using Eq. (12) for Sn, Cr, Fe, Be, Al, and Ni. The black bars and the black horizontal scale measure the binding energies between a solute and a vacancy at lattice sites, while the red bars and red scale are for metastable states. The red cross indicates if there is no metastable state. For all solutes, 3c has the largest repulsive binding energy among the lattice sites. The metastable state 1b1b for Fe, Be, and Ni has lower binding energies than the lattice sites.](image-url)
TABLE I. Attempt frequencies ($\nu_{xp}$ and $\nu_{xb}$) in THz and migration barriers ($E_{XP}^m$ and $E_{xb}^m$) in eV computed from DFT for solute-vacancy pyramidal and basal exchange jumps. The reference energy is the corresponding site energy, that is, 1b for a basal exchange and 1p for a pyramidal exchange.

<table>
<thead>
<tr>
<th>Solute</th>
<th>$\nu_{xp}$</th>
<th>$E_{XP}^m$</th>
<th>$\nu_{xb}$</th>
<th>$E_{xb}^m$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sn</td>
<td>3.409</td>
<td>0.992</td>
<td>3.300</td>
<td>0.764</td>
</tr>
<tr>
<td>Cr</td>
<td>3.116</td>
<td>0.751</td>
<td>4.507</td>
<td>0.680</td>
</tr>
<tr>
<td>Fe</td>
<td>3.664</td>
<td>0.637</td>
<td>3.852</td>
<td>0.632</td>
</tr>
<tr>
<td>Be</td>
<td>0.835</td>
<td>0.963</td>
<td>0.916</td>
<td>0.834</td>
</tr>
<tr>
<td>Al</td>
<td>0.989</td>
<td>1.057</td>
<td>1.012</td>
<td>0.905</td>
</tr>
<tr>
<td>Ni</td>
<td>4.275</td>
<td>0.712</td>
<td>11.247</td>
<td>0.657</td>
</tr>
</tbody>
</table>

as 1b1b and 1b1b respectively. The same distinction applies to the metastable states 5p5p and 5p5p connecting the 5p sites as well. Note that these sites are equivalent for vacancy migration in bulk but the presence of both a solute and a vacancy lowers the symmetry of the system, thus introducing nonequivalent configurations. Previous computational studies of diffusion in HCP systems have neglected the difference between 1b1b and 1b1b jumps [29,31–34], which was first shown by Agarwal et al. [15] and here again we show that these jumps have significantly different characteristics. The metastable states and their multiplicities (in parentheses) in increasing order of distance from the solute are 1p1p (6), 1b1b (3) and 1b1b (3), 1p2p (12), 1p4p (12), 1b4b (6) and 1b4b (6), 2p4p (12), 1b6b (6), 4p4p (6), 3c5p (12), 2p7p (12), 4b6b (6) and 4b6b (6), 5p5p (6) and 5p5p (6), and 4p7p (12). A complete description of the mapping between our simplified state labels and the mathematical description of states is presented in the Table V.

Figure 3 shows the binding energies computed using Eq. (12) for all the complex configurations shown in Fig. 2, indicating that the solute-vacancy interactions are non-negligible up to the fifth neighbor shell. Every solute exhibits cases where there are no metastable states (marked by a red ×), most notable for Sn where there are no metastable states between the nearest neighbors and next nearest neighbors, except for 1b1b and 1b1b. We find attractive binding with the vacancy in the first and second shells for Sn, Fe, and Ni. Tin shows repulsive binding with the vacancy at 1b and 2p, while Cr, Be, and Al have repulsive binding energies at all lattice sites. The site 3c has the largest repulsive binding among lattice sites for all solutes. In addition, the metastable complex 1b1b for Fe, Be, and Ni have the strongest binding, which makes them the lowest energy configurations for these systems, and we expect strong correlations between these solutes and the vacancy. The geometries of these low-energy 1b1b complexes are particularly unusual as the moving Zr atom displaces close to the solute due to the attractive binding (cf., Fig. 18). The binding energies at the sites 6b and 7p become negligible for all solutes, so we consider these outside the interaction range and set their binding energies to zero in our calculations.

Table I shows that the migration barriers for pyramidal exchange are considerably larger than basal exchange for all solutes except Fe, where they are comparable. Therefore, we expect isotropic diffusion for Fe and anisotropic behavior for all other solutes. Moreover, the barriers are consistently higher than the bulk vacancy diffusion barriers, which suggests that the exchange barrier is the rate-limiting step for diffusion and we expect the activation barriers for diffusion of these solutes to be lower than self-diffusion in Zr. Iron is the only exception where the pyramidal exchange is faster than the bulk diffusion barrier. We have also listed the corresponding attempt frequencies, and these values show the largest deviations from the bulk attempt frequencies for all solutes, as compared to other vacancy jumps, which are away from the solute. Our results for Sn, Cr, and Al agree well with those reported in a recent study on diffusion in Zr [29].

C. Interstitial positions

Figure 4 illustrates the relative positions of all the stable interstitial sites that we find for the solutes Cr, Fe, Be, and Ni in the HCP Zr lattice. There are six off-centered octahedral o′ sites located around the octahedral o site. Similarly, there are three distorted face-center fc′ sites located in the basal plane between the two o sites. We find that the o and o′ sites are
never simultaneously stable for the same solute. Chromium is stable at o (lowest energy), fc’, and c. Iron is stable at o’ (lowest energy), c, and fc’. We previously reported that Be occupies an octahedral interstitial site in Zr [18] but find that upon displacement, the octahedral site relaxes to an o’ geometry. Ni is stable at o’ (lowest energy) and fc’. In addition, the lowest energy interstitial sites for Cr, Be, and Ni are higher in energy relative to the substitutional sites by 0.80, 0.63, and 0.23 eV, respectively. Iron prefers the o’ site to the substitutional site by 0.21 eV. Note that the lowest energy substitutional Cr and Fe configurations have a nonzero magnetic moment of 3.82 \( \mu_B \) and 3.62 \( \mu_B \), respectively. Further, we find that non-spin-polarized calculations increase the energy of the substitutional Cr and Fe configurations by 0.77 and 0.57 eV, respectively. However, the magnetic moment of all interstitial sites is zero even with spin-polarized calculations.

The seven possible diffusion networks in Fig. 5, formed from the stable interstitial sites in Fig. 4, have different contributions to diffusion in the basal plane and along the c axis. The first network between o sites and c sites contributes to the basal diffusion of Cr. The second network has two connections: o’-o’ and o’-c, where the former leads to transitions within the set of o’ sites in the same unit cell and the latter contributes to the basal diffusion of Fe. The third network also has two connections, fc’-fc’ and fc’-c, where the former leads to transitions within the set of fc’ sites in the same unit cell and the latter contributes to both basal and c-axis diffusion of Fe.

The fourth network has three connections between the o’ sites: transitions within the same unit cell, the basal connection (b), and the c-axis connection (c). The basal connection between o’ sites contributes to the basal diffusion of Be and Ni, while the c-axis connection contributes to the c-axis diffusion of Be.

The fifth network between c sites contributes to the c-axis diffusion of Cr. The sixth network between o sites and fc’ sites also contributes to the c-axis diffusion of Cr. The seventh network has three connections: o’-o’, o’-fc’, and fc’-fc’, where the o’-fc’ connection contributes to the c-axis diffusion of Fe and Ni.

Figure 6 depicts the energies of all stable interstitial sites and transition states for Cr, Fe, Be and Ni solutes in Zr, which determines the dominant diffusion pathways. For Cr, the o-c and o-fc’ are the dominant contributions to basal and c-axis diffusion, respectively, with the c-axis jump being faster. For Fe, the o’-o’ and fc’-fc’ jumps are nondiffusive while the c’-o’ and o’-fc’ jumps which have similar migration barriers contribute to basal and c-axis diffusion. Beryllium is only stable at o’ and both basal (b) and c-axis (c) diffusive jumps are between the o’ sites, with the basal jump being faster. For Ni, the o’-o’ (b) and o’-fc’ jumps contribute to the basal and c-axis diffusion, respectively, and we expect faster diffusion along the c axis because of the lower migration barrier.

D. Diffusion coefficients and drag ratios

Figure 7 shows that the vacancy-mediated diffusion coefficients of Sn and Al are comparable to the experimental data [45,74], and there is good agreement between GF calculations and KMC results. Since the two methods give almost identical results, we compute the results for Al and Ni using only the GF method, which is faster and more accurate.
The diffusivity is nearly isotropic for all solutes except Sn, which diffuses slightly faster in the basal plane than along the c axis. As there is limited experimental data available for comparison, it is difficult to comment on the disagreement between theory and experiments. Analysis of the finite-size effects of the simulations, presented in Appendix A 2, shows that this is insufficient to explain this discrepancy; we found larger cells increase in the activation barrier, which in turn will cause larger disagreements with the experiments. Possible explanations for the disagreement could be faster diffusion in polycrystalline samples or a nonequilibrium vacancy concentration. The vacancy-mediated diffusion coefficients of Cr, Fe, Be, and Ni are $10^5$ to $10^6$ orders lower than the experimental data (not shown), which reinforces the idea that solute diffusion occurs via the interstitial mechanism at equilibrium.

Table II shows that the activation barriers and prefactors from Arrhenius fits of diffusion coefficients computed using the thirteen-frequency models agree well with the GF approach, while those from the eight-frequency model show large deviations for all solutes except Al. For the eight- and thirteen-frequency models, we assume that the basal transitions are between lattice sites only and use the larger of two transition-state energies. Even with these approximations, the thirteen-frequency model predicts activation barriers within 20 meV of GF method for both basal and c-axis diffusion of all solutes. We attribute these results to the fact that the unique transition state energies in the GF approach beyond the scope of thirteen-frequency model are comparable to the bulk transition state energies, as evident from LIMB comparisons presented in Appendix A 1. Therefore, the impact on diffusivity predictions is negligible. However, we see significant deviations between the eight-frequency and GF results. The crucial difference between eight- and thirteen-frequency models is the escape jumps out of the 1p and 1b configurations. The thirteen-frequency model assumes two unique escape jumps (basal and pyramidal) each from 1b and 1p sites, while the eight-frequency model assumes one unique escape jump each from 1b and 1p. We choose the escape rates which take the vacancy farthest away from the solute. For the eight-frequency model, these rates correspond to the 1b-6b and 1p-5p jumps. For the thirteen-frequency model, these jumps are 1b-6b, 1b-4p, 1p-4p, and 1p-5p. The latter combination creates an energy landscape which closely approximates the transition pathways when considering the full range of interactions. However, the limited choices in the eight-frequency model severely restrict the diffusion pathways, causing deviations in the activation barrier predictions.

Figure 6 shows that the basal and c-axis drag ratios of Cr, Fe, Be, and Ni are positive while those of Sn and Al are negative, and there is good agreement between the GF and KMC results. Similar to the diffusion coefficients, we compute the results for Al and Ni using only the GF method. A positive drag ratio depends on two factors: (1) attractive binding energies and (2) low migration barriers for the vacancy to reorient around the solute compared to dissociation barriers, which increases the probability that the solute and vacancy diffuse as a complex. We attribute the negative drag ratios of Sn and Al to the repulsive binding energies, which cause vacancies to form away from the solute. The reorientation jump barriers for Sn and Al are comparable to the dissociation jump barriers and do not contribute to drag. For Cr, Fe, Be, and Ni, even though most of the binding energies are repulsive, a crucial difference is the low transition-state energies of jumps between the bound states near the solute compared to jumps in the farther neighbor shells. As a result, if the vacancy migrates toward the solute atom, it undergoes repeated transitions within the thermodynamic range of solute. Therefore, the solute and vacancy diffuse as a complex instead of the vacancy escaping away from the thermodynamic range. For example, a common factor for these four solutes is the low barrier to jump from 1b to 1b1b: 0.250 eV for Cr, 0.115 eV for Fe, 0.129 eV for Be, and 0.116 eV for Ni. These barriers are much smaller than the escape barriers, which are close to 0.5 eV. Therefore, Cr, Fe, Be, and Ni can exhibit drag via vacancy fluxes in the HCP Zr matrix.

Figure 7 shows that the drag ratios change significantly depending on the model used to approximate the energy landscape, even though the changes in diffusion coefficients may be negligible. We find that replacing the double-humped barrier with a single transition that uses the maximum transition-state energy closely approximates the results with all states included. The largest changes are for the basal drag ratios of Sn, with differences between 0.18 to 0.25 for 600 K to 1235 K. Substituting the metastable state energy for transition states results in increased deviations, most notable for Sn, Be, and
FIG. 7. Diffusion coefficients and activation barriers for vacancy-mediated transport of the solutes Sn, Cr, Fe, Be, Al, and Ni in Zr along the basal plane (black) and parallel to the c axis (red). We show the activation barriers as sum of two values, where the first value is the contribution from the vacancy-formation energy and the second value includes contributions from the binding energy and the dominant migration barriers in the diffusion calculations. For Sn, Cr, Fe, and Be, we compare the diffusivities computed using GF and KMC, and the results are in good agreement. We also plot the available experimental data for Sn.

In particular, the c-axis drag ratio of Be becomes negative above 1200 K, thus predicting a crossover temperature. The largest observable change is in the basal drag ratio of Al with differences between 1.23 to 0.16 from 600 K to 1235 K. However, there is no qualitative change in the drag behavior of Al as the values remain negative throughout the temperature range. The eight- and thirteen-frequency models, on the other hand, lead to both qualitative and quantitative changes in drag predictions for some of the solutes. For example, the thirteen-frequency model predicts a crossover temperature for basal drag of Sn at 700 K, c-axis drag of Cr at 1120 K, c-axis drag of Be at 990 K, and basal drag of Al at 1170 K. Similarly, the eight-frequency model predicts a crossover temperature for c-axis drag of Cr at 1100 K, c-axis drag of Be at 1080 K, and basal drag of Al at 1060 K. We expect these results to change if different combinations of escape rates are used in the eight- and thirteen-frequency models. In addition, these models also treat the two different transitions between 1b sites as equivalent (1b-1b and 1b-1b1b). A recent study discusses how this approximation influences drag ratios, depending on the relative magnitudes of 1b-1p, 1p-1p, 1b-1b, and 1b-1b migration barriers. None of the approximations have a significant impact on the drag behavior of Fe and Ni—which suggests that even the transition rates accounted for by eight-frequency model are sufficient to capture the correlation between solute and vacancy fluxes. Based on these results, we conclude that accurate prediction of drag ratios potentially requires treating all symmetry unique states and transitions up to the sixth neighbor shell. Replacing the double-humped barrier with a direct transition using the larger energy is a reasonable approximation for predicting drag. However, it is worth pointing out that efficiently obtaining the correct DFT transition state energy for any basal jump first involves relaxing the metastable state, followed by single-image CNEB calculations between the metastable configurations and the lattice sites. At the very least, computing the metastable state energy is useful because the migration barriers may be approximated using LIMB. As demonstrated in Appendix A1, linear interpolation works better between a lattice site and the metastable state.

Table II shows the calculated interstitial solute diffusion coefficients for Cr, Be, and Ni agree with the experimental measurements within one order of magnitude, while the activation barriers predictions from full treatment and the thirteen-frequency model are within 20 meV. The eight-frequency model shows larger deviations for all solutes except Al.

<table>
<thead>
<tr>
<th>Solute</th>
<th>direction</th>
<th>Full</th>
<th>13 frequency</th>
<th>8 frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sn</td>
<td>Basal</td>
<td>0.531</td>
<td>2.784</td>
<td>0.603</td>
</tr>
<tr>
<td></td>
<td>c axis</td>
<td>0.633</td>
<td>2.924</td>
<td>0.704</td>
</tr>
<tr>
<td>Cr</td>
<td>Basal</td>
<td>0.770</td>
<td>2.744</td>
<td>0.859</td>
</tr>
<tr>
<td></td>
<td>c axis</td>
<td>0.956</td>
<td>2.764</td>
<td>0.925</td>
</tr>
<tr>
<td>Fe</td>
<td>Basal</td>
<td>1.318</td>
<td>2.596</td>
<td>1.554</td>
</tr>
<tr>
<td></td>
<td>c axis</td>
<td>0.638</td>
<td>2.582</td>
<td>0.729</td>
</tr>
<tr>
<td>Be</td>
<td>Basal</td>
<td>1.016</td>
<td>2.948</td>
<td>1.133</td>
</tr>
<tr>
<td></td>
<td>c axis</td>
<td>0.100</td>
<td>2.986</td>
<td>0.117</td>
</tr>
<tr>
<td>Al</td>
<td>Basal</td>
<td>0.186</td>
<td>3.070</td>
<td>0.202</td>
</tr>
<tr>
<td></td>
<td>c axis</td>
<td>0.187</td>
<td>3.134</td>
<td>0.202</td>
</tr>
<tr>
<td>Ni</td>
<td>Basal</td>
<td>2.048</td>
<td>2.604</td>
<td>1.997</td>
</tr>
<tr>
<td></td>
<td>c axis</td>
<td>0.886</td>
<td>2.611</td>
<td>0.867</td>
</tr>
</tbody>
</table>
FIG. 8. The drag ratios $L_{SV}/L_{SS}$ in the basal plane and parallel to the $c$ axis. The drag ratios computed using the Green’s function method (GF) and kinetic Monte Carlo (KMC) are in good agreement for Sn, Cr, Fe, and Be. The drag ratios for Sn and Al remain negative throughout, while for Cr, Fe, Be, and Ni they are positive. For Ni and Fe, the drag ratios in both the basal plane and parallel to the $c$ axis are close to one.

FIG. 9. Comparison of drag ratios computed with full treatment (All states) to those computed with metastable states omitted, the thirteen-frequency model, and the eight-frequency model. We use two different treatments for basal transitions when omitting metastable states: the vacancy transitions directly between lattice sites with the largest migration barrier ($E^T = \text{Max} \{E_{1}^T, E_{2}^T\}$), and metastable state is the transition state ($E^T = E_{\text{meta}}$). Top figure illustrates the two different treatments and compares them with the full treatment of metastable states for the case of basal vacancy migration in Zr. The drag ratios computed by omitting metastable states deviate from the results of the full treatment, with largest changes for Sn and Al. The drag ratios computed from both eight- and thirteen-frequency models show large changes for Sn, Cr, Be, and Al. The differences between the results from different treatments are negligible for Fe and Ni.
FIG. 10. The calculated interstitial diffusivities compared to the experimental data for the solutes Cr [40,41], Fe [42,43], Be [75], and Ni [43,44] in Zr. The basal and c-axis diffusivities and the corresponding activation barriers \( Q \) are shown in black and red, respectively. The experimental diffusivities from polycrystalline samples are in blue. We write the activation barriers for Cr, Be, and Ni as sum of two values; the first value is the energy of the ground-state interstitial site relative to the substitutional site; the second value corresponds to the dominant migration barrier; we skip this notation for Fe because the interstitial sites are lower in energy. The diffusivities for Cr, Be, and Ni agree well with the single crystal diffusivity measurements for Be diffusion in Zr.

For Ni, we found single-crystal diffusivity measurements at one temperature only [44]. Therefore, it is difficult to make valid comparisons with experiments regarding the diffusion anisotropy of Be and Ni in Zr. Lastly, we expect the values of the activation barriers to be similar to the dominant migration barriers. However, we note that only Be and Ni show this behavior but the activation barriers for Cr and Fe are smaller than the dominant migration barriers. The reason for this anomaly is that at high temperatures, the probability of occupying the higher energy sites for these solutes is comparable to that of the ground state, because the site energy differences are similar to \( k_B T \). As a result, the average energy of the interstitial site is higher than the ground-state energy, and consequently, the activation barriers are smaller than the dominant migration barriers.

V. VACANCY SUPERSATURATION

At thermal equilibrium, both vacancy-mediated and interstitial mechanisms contribute to the total diffusivity \( D_S \) of the solute S. The total diffusivity \( D_S \) is then a weighted sum of the interstitial diffusion coefficient \( D_{IS} \) and the vacancy-mediated
diffusion coefficient $D_S$,

$$D_S = f_S D_{\text{eq}} + f_{\text{inst}} D_{\text{inst}}. \quad (19)$$

Note that vacancy-mediated diffusion requires the vacancies to exchange with the solute atoms; therefore, the term $D_{\text{eq}}$ is proportional to the vacancy concentration $c_V$. The terms $f_S$ and $f_{\text{inst}}$ are the fractional concentrations of the solute as interstitials and substitutional defects

$$f_S = \frac{c_S}{c_S + c_{Zr}} = \frac{c_S}{c_S^{\text{eq}}},$$

$$f_{\text{inst}} = \frac{c_{\text{inst}}}{c_{\text{inst}} + c_{Zr}} = \frac{c_{\text{inst}}}{c_S^{\text{eq}}}, \quad (20)$$

where $c_S$ is the interstitial solute concentration and $c_{Zr}$ is the substitutional solute concentration.

The solute atoms occupying the interstitial sites combine with the vacancies to form substitutional solutes via the Frank-Turnbull [76] mechanism. As a result, the concentration of the solute at substitutional and interstitial sites can be affected by vacancies through the reaction

$$S_i + V_{Zr} \rightleftharpoons S_{Zr}. \quad (21)$$

If the solutes and vacancies are in local equilibrium through this reaction, then we can apply the law of mass action to find

$$a_S a_V = k a_S a_V \quad (22)$$

for a temperature-dependent reaction constant $k$ and activities $a_S$ and $a_V$ of the interstitial solute, substitutional solute, and vacancy. For dilute solute and vacancy concentrations, we can rewrite Eq. (22) in terms of concentrations of the interstitial solute $c_S$, vacancy $c_V$, and substitutional solute $c_{Zr}$

$$c_S c_V = \frac{c_S^{\text{eq}} c_V^{\text{eq}}}{c_{Zr}^{\text{eq}}}, \quad (23)$$

where $c_S^{\text{eq}}$, $c_V^{\text{eq}}$, and $c_{Zr}^{\text{eq}}$ are the equilibrium vacancy, interstitial, and substitutional solute concentrations. Rearranging Eq. (23) using Eq. (20) gives

$$f_S = \frac{c_S^{\text{eq}}}{c_V^{\text{eq}}} \left( \frac{f_S^{\text{eq}}}{f_{\text{inst}}^{\text{eq}}} \right), \quad (24)$$

where the term in parentheses depends only on temperature.

We plot the fractional concentrations in Fig. 11 for the four solutes at equilibrium, which shows that Cr and Be prefer substitutional sites and Fe prefers interstitial sites at equilibrium throughout the temperature range. Nickel starts out at substitutional sites but there is an appreciable increase in interstitial fraction at higher temperatures.

Radiation damage or quenching leads to supersaturated vacancy and self-interstitial concentrations in the Zr matrix, as evidenced by the formation of $(a)$ and $(c)$ loops in irradiated Zr samples [54–57]. The $(a)$ loops develop at lower fluences and are formed by both interstitials and vacancies, while the $(c)$ loops develop at higher fluences and are formed by vacancies only. Moreover, interstitials diffuse much faster than the vacancies for a range of temperatures and annihilate at sinks while the vacancies accumulate. Therefore, we expect higher vacancy concentrations at longer lifetimes of zirconium alloys. A nonequilibrium vacancy concentration retained in the matrix can change the equilibrium between the interstitial solutes and substitutional solutes by decreasing the fraction of interstitials. If the vacancy concentration remains dilute, then the fractional solute concentrations under nonequilibrium vacancy concentrations

$$f_S = \frac{f_S^{\text{eq}}}{f_{\text{inst}}^{\text{eq}}}, \quad f_{\text{inst}} = \frac{f_{\text{inst}}^{\text{eq}}}{f_{\text{inst}}^{\text{eq}}} \quad (25)$$

The contribution from interstitial diffusion $f_{\text{inst}} D_{\text{inst}}$ scales with $c_V^{\text{eq}}$, while the contribution from vacancy-mediated diffusion $f_S D_{\text{eq}}$ scales with $c_V$. Therefore, excess vacancies modify the contributions from different diffusion mechanisms and a sufficiently high vacancy concentration may cause the vacancy-mediated diffusion mechanism to dominate even if the interstitial diffusion mechanism dominates at equilibrium.

Figure 12 shows nonmonotonic behavior of diffusion with increasing vacancy concentration connected to changes in the dominant diffusion mechanism. The excess vacancies decrease the concentration of solute at interstitial sites while increasing the substitutional sites. As a result, the contribution from interstitial diffusion decreases while the contribution from vacancy-mediated diffusion increases. Since the interstitial mechanism dominates at equilibrium, the diffusion decreases until both mechanisms contribute equally. Further increases in vacancy concentration causes the vacancy-mediated mechanism to dominate and the diffusion coefficient increases. The slowdown in interstitial diffusion due to excess vacancies may provide an alternate explanation for the discrepancy between theoretical predictions and experimental measurements for Fe diffusion in Zr, as high vacancy concentration would contribute to slower diffusion.

VI. CONCLUSION

We extend a recently developed Green’s function methodology to accurately model the vacancy metastable states observed in Zr and calculate transport coefficients for
FIG. 12. Diffusivity of Cr, Fe, Be, and Ni in m$^2$/s as a function of temperature and the ratio $c_V/c_{eq}^V$ of supersaturated vacancy concentration to equilibrium vacancy concentration. The dashed line separates the upper region where the vacancy-mediated mechanism dominates from the lower region where the interstitial mechanism dominates. The diffusion coefficients are the sum of interstitial diffusion and vacancy-mediated diffusion mechanisms as a function of $c_V/c_{eq}^V$, using Eqs. (19) and (25).

Vacancy-mediated diffusion and interstitial in the dilute limit of the solutes Sn, Cr, Fe, Be, Al, and Zr in the HCP Zr matrix. We perform DFT calculations to determine the set of unique solute-vacancy complexes and transition rates in Zr which inform both the GF methodology and the KMC simulations. The excellent agreement between the calculated diffusivities and the experimental measurements validates our methodology and results. The calculated drag ratios for Cr, Fe, Be, and Ni are positive, which suggests that vacancy fluxes at nonequilibrium concentrations can drag these solutes toward sinks such as grain boundaries, dislocation loops, and surfaces. We also compute the transport coefficients using eight- and thirteen-frequency models, and our results indicate that accurate treatment of energies and transition rates up to the sixth neighbor shell is essential to correctly predict the drag ratios for solutes such as Sn, Cr, Be, and Al. The transport coefficients calculated in this work can inform higher length-scale models which study microstructural changes such as solute segregation, growth of precipitates, etc.

For the first time, we demonstrate the effect of irradiation on the atomic scale diffusion mechanisms by combining the interstitial diffusivities computed in this study and the vacancy-mediated diffusivities. We predict that a nonequilibrium vacancy concentration can slow down interstitial diffusion and accelerate vacancy-mediated diffusion and that a sufficiently high radiation-induced vacancy concentration could change the dominant diffusion mechanism. The combined results of interstitial and vacancy-mediated diffusion can also...
inform higher length-scale models, which allow for the modeling of solute redistribution behavior under irradiation. The change in transport mechanisms at higher vacancy concentrations reinforces the importance of performing atomic-scale transport studies, as experimental diffusivity measurements carried out at equilibrium are insufficient to account for the effects of irradiation.

The excess vacancies not only affect the transport mechanisms in systems under irradiation but also have consequences for diffusion in any system containing nonequilibrium point defect concentration. We demonstrate that the excess vacancies strongly influence transport if the solute prefers substitutional sites. For such solutes, it is imperative to maintain a near-equilibrium vacancy concentration during diffusion experiments; otherwise, the measurements will overpredict diffusivity if the vacancy-mediated mechanism dominates or underpredict diffusivity if the interstitial mechanism dominates. Moreover, even the excess vacancies retained during quenching can significantly influence diffusion, particularly in metals with low vacancy-formation energies.
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APPENDIX A: DENSITY-FUNCTIONAL THEORY COMPARISONS

1. LIMB predictions of transition state energies

Figure 13 shows poor agreement between LIMB predictions using Eq. (17) and NEB calculations of the pyramidal transition-state energies for the vacancy jumps closer to the solute, but the agreement improves for jumps which are further out. Since we are interested in temperatures above 600 K, we set our error tolerance to ±k_BT at T = 600 K. The LIMB predictions are generally in good agreement with NEB except for the jumps between first nearest neighbors, and a few outliers such as the jumps out of 1p2p for Ni. The latter case can be attributed to the low binding energy of Ni with vacancy at the 1p2p metastable state.

FIG. 14. Differences between the transition-state energies from LIMB predictions using Eq. (18) and NEB calculations for basal vacancy jumps. The dotted lines correspond to ±k_BT at T = 600 K. The LIMB predictions are generally in good agreement with NEB except for the jumps between first nearest neighbors, and a few outliers such as the jumps out of 1p2p for Ni. The latter case can be attributed to the low binding energy of Ni with vacancy at the 1p2p metastable state.

![Diagram showing differences between the transition-state energies from LIMB predictions using Eq. (18) and NEB calculations for basal vacancy jumps. The dotted lines correspond to ±k_BT at T = 600 K. The LIMB predictions are generally in good agreement with NEB except for the jumps between first nearest neighbors, and a few outliers such as the jumps out of 1p2p for Ni. The latter case can be attributed to the low binding energy of Ni with vacancy at the 1p2p metastable state.](image-url)
the case of pyramidal jumps, we use DFT energies for the transitions shown in Fig. 14 but use NEB to approximate further basal transitions such as 2p-2p4p, 4p-2p4p, 4p-4p4p, etc. We use the computed values in our diffusion calculations.

Figure 15 shows that LIMB predictions using Eq. (17) and NEB calculations generally disagree for the transition-state energies of basal jumps where metastable states are unstable. Such cases have no bulk analog, so we use Eq. (17) to estimate the transition-state energies by making the following choices: (1) We set \( r = 0.5 \) (where the transition state would be if the bulk metastable state was unstable), and (2) we use the energy of the basal transition state \( E_{\text{T,LIMB}^i}(V, Zr_{M-1}) \) for the interpolated transitions. However, our choice of linear interpolation is insufficient to capture the changes induced by solutes to the energy landscape, and most of the LIMB predictions differ from NEB by more than the error threshold of \( \pm k_BT \) at \( T = 600 \text{ K} \). Therefore, we use NEB to compute the transition state energies of all jumps where there are no metastable states and use the computed values in our diffusion calculations.

FIG. 15. Difference between the transition-state energies from LIMB predictions using Eq. (17) and NEB calculations of basal jumps where there are no metastable states. The dotted lines correspond to \( \pm k_BT \) at \( T = 600 \text{ K} \). For such jumps, LIMB predictions generally disagree with NEB and we use the NEB energies as input to our diffusion model.

TABLE III. Comparison of vacancy formation energies and migration barriers computed from VASP and CASTEP. The values of the migration barriers are relative to the ground-state vacancy configuration. The change in the vacancy formation energies and the basal vacancy jump barrier are less than 25 meV while the change in the pyramidal jump barrier is 68 meV between the 96-atom and 288-atom CASTEP calculations.

<table>
<thead>
<tr>
<th>Formation Energy (eV)</th>
<th>VASP-96</th>
<th>CASTEP-96</th>
<th>CASTEP-150</th>
<th>CASTEP-288</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ground state</td>
<td>2.002</td>
<td>2.048</td>
<td>2.061</td>
<td>2.025</td>
</tr>
<tr>
<td>Metastable state</td>
<td>2.517</td>
<td>2.609</td>
<td>2.597</td>
<td></td>
</tr>
<tr>
<td>Migration barrier (eV)</td>
<td>0.553</td>
<td>0.598</td>
<td>0.591</td>
<td>0.609</td>
</tr>
</tbody>
</table>

FIG. 16. Comparison of binding energies for Sn-vacancy complexes using different DFT codes and supercell sizes. The gray shaded bars and the black horizontal scale measure the binding energies of lattice sites, while the red shaded bars and the red scale are for metastable states. We shift the red scale by 0.52 eV, which is the energy of vacancy in bulk metastable configuration relative to the ground-state configuration of the 96-atom VASP calculation. The results of the 96-atom supercell calculations from VASP and CASTEP are in good agreement. The intermediate state 1b1b is unstable in the 150-atom and 288-atoms CASTEP calculations. The 1p and 2p sites show the largest differences in the binding energies across supercell sizes: 65 and 62 meV, respectively. The rest of the changes are less than 25 meV.

2. Finite-size effects in the DFT calculations

We investigate the variability of results with different DFT codes, pseudopotentials, and supercell sizes by performing calculations of Sn in Zr with the CASTEP code [79]. We choose Sn for this parallel study for several reasons: We can eliminate the effect of magnetism from our study; albeit limited, there is some experimental data for Sn; and lastly, we expect Sn to diffuse via the vacancy-mediated mechanism and serve as validation for our methodology. We use the PBE functionals with ultrasoft pseudopotentials [80] and a plane-wave energy cutoff of 450 eV. We describe the Zr and Sn atoms with \([\text{Ar} \ 3d^{10}]4s^2 4p^6 \ 4d^2 \ 5s^2\) and \([\text{Kr}]4d^{10} \ 5s^2 \ 5p^2\) valence electrons. We kept all other simulation parameters the same as those reported in Ref. [51]. We use supercells containing 96, 150, and 288 Zr atoms \((4 \times 4 \times 3, 5 \times 5 \times 3, \text{and } 6 \times 6 \times 4)\) replicas of the conventional unit cell. We keep the \( k \) point density as constant as possible across the three supercells, using...
TABLE IV. Comparison of vacancy migration barriers for Sn as a substitutional solute in Zr, computed from VASP and CASTEP. The values of the migration barriers are relative to the initial site. The complex 1b1b is unstable in the 150-atom and 288-atom CASTEP calculations and there is a direct 1b-1b transition. The basal and pyramidal exchange barriers show the largest changes between supercell sizes. The changes in the basal vacancy jump barriers are less than 25 meV while the 1p-1b pyramidal jump barrier changes by 39 meV between the 96-atom and 288-atom CASTEP calculations.

<table>
<thead>
<tr>
<th>Jump</th>
<th>VASP-96 CASTEP-96</th>
<th>CASTEP-150 CASTEP-288</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basal exchange</td>
<td>0.764</td>
<td>0.815</td>
</tr>
<tr>
<td>Pyramidal exchange</td>
<td>0.992</td>
<td>1.040</td>
</tr>
<tr>
<td>1p-1b</td>
<td>0.667</td>
<td>0.717</td>
</tr>
<tr>
<td>1b-1b1b</td>
<td>0.461</td>
<td>0.502</td>
</tr>
<tr>
<td>1b-1b</td>
<td>0.593</td>
<td>0.655</td>
</tr>
</tbody>
</table>

The transition-state energy between two calculations for the basal vacancy jump barriers differ between the two calculations by 130 and 90 meV, respectively. The transition-state energy between two calculations for the basal diffusive barrier o'-c differs by 140 meV and the c-axis diffusive barrier o'-fc differs by 30 meV.

Monkhorst-Pack [66] k-point meshes of $4 \times 4 \times 3, 3 \times 3 \times 3$, and $2 \times 2 \times 2$ and a Methfessel-Paxton smearing width of 0.1 eV. Notably, we observe a significant difference in binding energies with coarser k-point grids. The convergence criterion for electronic minimization is an energy difference smaller than $10^{-8}$ eV. We relax the atomic configurations at constant volume with the memory-reduced BFGS algorithm [81,82] until forces on atoms are less than 10 meV/Å. We use the linear and quadratic synchronous transit method (LST/QST) [83] within CASTEP to determine the transition states for vacancy jumps. We did not enforce symmetry operations on any of the CASTEP calculations.

Table III shows that the 96-atom VASP calculations and the 96-, 150-, and 288-atom CASTEP calculations all predict similar vacancy formation energies and bulk vacancy migration barriers in Zr. Our findings suggest that the existence of a metastable state is independent of the DFT codes and potentials and it is not an artifact of the finite-size effect. We attribute the energy differences between VASP and CASTEP 96-atom calculations to the Zr potential used for the latter case, where the valence shell includes 4s and 4p electrons as well. Subsequent changes in supercell size add only 25 meV to vacancy formation energy and 11 meV to the basal migration barrier, which suggests that finite size does not have a significant affect on these energies. However, there is an increase of 68 meV between the 96-atom and 288-atom CASTEP calculations in the pyramidal barrier, which suggests stronger influence of finite-size effects on the barriers.

Figure 16 shows that finite-size effect lowers the Sn-vacancy binding energies by less than 25 meV for most configurations and Table IV shows that finite-size effects increase the Sn-vacancy exchange barriers. Comparing the 96-atom supercell calculations from VASP and CASTEP, we find the largest changes in the configurations and transitions closest
to the solute atom. The energy of the 1b1 configuration is lower by 35 meV, while the basal and pyramidal exchange barriers are higher by 49 and 48 meV, respectively. We note similar changes in the energy of transition states for jumps around the solute atom and we attribute these changes to the use of potentials with more valence electrons in the CASTEP calculations. Finite size strongly affects the binding energies of 1p and 2p configurations, which show differences of 65 and 62 meV, respectively, between 96-atom and 288-atom cells. We also find a metastable state between the basal solute-vacancy exchange when simulated in the 288-atom cell with CASTEP, which could modify the basal diffusion coefficient. Going from a 96-atom to 150-atom cell, the cell size increases in the basal plane but not along the c axis, while going from 150 to 288 atoms, cell size increases in both directions. For most configurations, the energy differences are larger between 96-atom and 150-atom calculations compared to 150-atom and 288-atom calculations, suggesting a larger finite-size effect on configurations in the basal plane than along the c axis. Among the migration barriers, the basal and pyramidal exchange barriers show the largest changes in the 288-atom CASTEP calculation: 83 and 116 meV higher than the corresponding 96-atom CASTEP calculations. However, the changes are less significant going from 96-atom to 150-atom calculations, suggesting stronger finite-size effects along the c axis on exchange jumps. The high exchange barriers will directly effect the diffusivities of Sn in Zr by increasing the activation energy for diffusion. Further, we note that the exchange barriers in all cases are larger than the vacancy migration barriers around the solute atom, which indicates that the solute-vacancy exchange is the rate-limiting step for the diffusion of Sn. While we did not compute the full range of transition-state energies using the larger cell sizes, the negligible changes in the site energies away from the Sn atom suggests that the far jumps will not be affected by larger supercell sizes.

Figure 17 shows that the 96-atom VASP and 150-atom CASTEP calculations predict the same set of sites and dominant transition for Fe interstitials in Zr, but the site and transition state energies are different. We extend the discussion presented in the first part of the study for Sn to Fe interstitials as well. Once again we can eliminate the effect of magnetism as interstitial configurations have a zero magnetic moment. Both calculations predict o′ as the ground state, followed by c and fc′. We previously noted that using potentials with more electrons in the valence shell alone introduced energy differences of approximately 50 meV in the transition states. We attribute the additional differences to finite-size effects, such as the o′-c barrier computed from CASTEP, which is 140 meV higher. The CASTEP calculation predicts an additional diffusive jump c-fc′; however, it has a relatively high barrier of 260 meV which will not be dominant. Past DFT calculations of Fe in Zr using different codes and simulation parameters have shown significant variation in relative energies as well as ground states [28,51,52]. We find that the calculations performed

![FIG. 18. The figure illustrates the unrelaxed and relaxed geometries of the 1b1 complex for the case of Fe in Zr. The neighbor cage compresses on relaxation in order to increase the nearest neighbors of Fe, which leads to stronger bonding. In particular, the distance between the Fe atom and the moving Zr atom located halfway between two 1b sites changes by 0.2 Å, while Fe displaces towards the [0110] direction.](image)

### Table VI

<table>
<thead>
<tr>
<th>Solute</th>
<th>Jump</th>
<th>Forward $v_{\alpha-o}$</th>
<th>$E_{\alpha-o}^{m}$</th>
<th>Reverse $v_{\beta-o}$</th>
<th>$E_{\beta-o}^{m}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cr</td>
<td>o-fc′</td>
<td>8.087 0.214</td>
<td>3.207 0.137</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cr</td>
<td>o-c</td>
<td>6.779 0.419</td>
<td>4.132 0.176</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cr</td>
<td>c-c</td>
<td>5.945 0.390</td>
<td>5.945 0.390</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fe</td>
<td>o′-o′</td>
<td>5.055 0.032</td>
<td>5.055 0.032</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fe</td>
<td>o′-fc′</td>
<td>6.335 0.302</td>
<td>5.515 0.238</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fe</td>
<td>fc′-fc′</td>
<td>6.573 0.291</td>
<td>3.104 0.177</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fe</td>
<td>o′-o′</td>
<td>5.472 0.030</td>
<td>5.472 0.030</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fe</td>
<td>o′-c</td>
<td>6.498 0.443</td>
<td>5.721 0.252</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fe</td>
<td>o′-fc′</td>
<td>6.953 0.344</td>
<td>3.199 0.134</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Be</td>
<td>o′-o′</td>
<td>13.095 0.014</td>
<td>13.095 0.014</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Be</td>
<td>o′-o′(b)</td>
<td>13.217 0.615</td>
<td>13.217 0.615</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Be</td>
<td>o′-o′(c)</td>
<td>12.896 0.746</td>
<td>12.896 0.746</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Be</td>
<td>o′-o′</td>
<td>4.950 0.014</td>
<td>4.950 0.014</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Be</td>
<td>o′-o′(b)</td>
<td>5.931 0.493</td>
<td>5.931 0.493</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Be</td>
<td>o′-fc′</td>
<td>4.485 0.399</td>
<td>2.757 0.009</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Be</td>
<td>fc′-fc′</td>
<td>2.789 0.017</td>
<td>2.789 0.017</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table VII

<table>
<thead>
<tr>
<th>Solute</th>
<th>Direction</th>
<th>VASP</th>
<th>CASTEP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cr</td>
<td>Basal</td>
<td>0.072</td>
<td>1.16</td>
</tr>
<tr>
<td>Cr</td>
<td>c axis</td>
<td>0.114</td>
<td>0.96</td>
</tr>
<tr>
<td>Fe</td>
<td>Basal</td>
<td>0.080</td>
<td>0.27</td>
</tr>
<tr>
<td>Fe</td>
<td>c axis</td>
<td>0.058</td>
<td>0.26</td>
</tr>
<tr>
<td>Be</td>
<td>Basal</td>
<td>0.344</td>
<td>1.25</td>
</tr>
<tr>
<td>Be</td>
<td>c axis</td>
<td>0.862</td>
<td>1.38</td>
</tr>
<tr>
<td>Ni</td>
<td>Basal</td>
<td>0.566</td>
<td>0.72</td>
</tr>
<tr>
<td>Ni</td>
<td>c axis</td>
<td>0.140</td>
<td>0.63</td>
</tr>
</tbody>
</table>
APPENDIX B: ADDITIONAL DATA

Table V contains the mapping representation of solute-vacancy complexes. Fig. 18 shows the relaxed geometry of the low-energy Fe solute-vacancy complex in Zr, Table VI contains the migration barriers and attempt frequencies for interstitial diffusion (cf., Fig. 6), while Table VII contains the Arrhenius fits for interstitial diffusion.


