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Executive summary

This deliverable presents the final version of the LeMO Roadmap. The proposed roadmap includes a set of actions from the research and policy point of view that governments, businesses and industries in Europe should implement in order to effectively take advantage of big data solutions with the aim of providing added value for society in the transport sector.

It is the culmination of work completed under the previous tasks of the LeMO project and is an extraction of the key outcomes from the first version of the roadmap. During the preparation of the roadmap, a validation workshop was held to obtain feedback on the draft roadmap, to validate its findings and to further extend the results to a broader range of stakeholders.

This roadmap is divided in two sections: namely a research roadmap focused on identifying the research priorities at stake, and a policy roadmap providing a set of recommendations to build a policy framework which will ensure that the European transport sector can make the most out of the data transition.

In total, the roadmap contains eleven research actions and thirteen policy actions, which are spread over eleven themes. These actions are designed to improve the data economy in the transport sector and provide a source of inspiration for further research in this area. This roadmap ends with a suggestion for the implementation of the actions.

The aim of the roadmap is to guide European transport policy and research efforts to develop an EU model for a socially responsible big data economy for transport, to allow stakeholders to identify and meet big data challenges and proceed with a shared understanding of the societal impact and concrete problems worth investigating in future programmes.
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Glossary

<table>
<thead>
<tr>
<th>ABBREVIATION</th>
<th>EXPRESSION</th>
</tr>
</thead>
<tbody>
<tr>
<td>BYTE</td>
<td>Big data roadmap and cross-disciplinary community for addressing societal Externalities</td>
</tr>
<tr>
<td>EU</td>
<td>European Union</td>
</tr>
<tr>
<td>GDPR</td>
<td>General Data Protection Regulation</td>
</tr>
<tr>
<td>GPS</td>
<td>Global Positioning System</td>
</tr>
<tr>
<td>IoT</td>
<td>Internet of Things</td>
</tr>
<tr>
<td>ITS</td>
<td>Intelligent Transport Systems</td>
</tr>
<tr>
<td>JSON</td>
<td>JavaScript Object Notation</td>
</tr>
<tr>
<td>LeMO</td>
<td>Leveraging Big Data to Manage Transport Operations</td>
</tr>
<tr>
<td>NOESIS</td>
<td>Novel Decision Support tool for Evaluating Strategic Big Data investments in Transport and Intelligent Mobility Services</td>
</tr>
<tr>
<td>OECD</td>
<td>Organisation for Economic Co-operation and Development</td>
</tr>
<tr>
<td>PSI</td>
<td>Public Sector Information</td>
</tr>
<tr>
<td>SFIA</td>
<td>Skills Framework for the Information Age</td>
</tr>
<tr>
<td>SME</td>
<td>Small and Medium-sized Enterprises</td>
</tr>
<tr>
<td>WP</td>
<td>Work Package</td>
</tr>
<tr>
<td>XML</td>
<td>Extensible Markup Language</td>
</tr>
<tr>
<td>Ontology</td>
<td>An ontology can be defined as a formal specification for the purpose of delimiting and grouping instances/concepts, based on their common class, and thus formalising a full or a subset of a domain.</td>
</tr>
<tr>
<td>Knowledge graph</td>
<td>A knowledge graph embeds data in the context through coupling and semantic metadata, this way it delivers a sustaining framework for data integration, alliance, analytics and distribution.</td>
</tr>
<tr>
<td>Linked open data</td>
<td>Linked Data is a set of design principles for sharing machine-readable interlinked data on the Web. When combined with Open Data (data that can be freely used and distributed), it is called Linked Open Data.</td>
</tr>
<tr>
<td>Dimensionality reduction</td>
<td>It is the transformation of data from a high-dimensional space into a low-dimensional space so that the low-dimensional representation retains some meaningful properties of the original data.</td>
</tr>
</tbody>
</table>
Introduction

This document presents the LeMO roadmap to capture the political, economic, social, technological, legal and ethical benefits associated with the use of big data in the European transport field. It provides the policy and research actions necessary to strengthen opportunities and diminish limitations associated with big data in the transport sector and the recommendations to assist industry, policy makers and scientists to address challenges in order to improve innovation and competitiveness.

The aim of the roadmap is to guide European transport policy and research efforts to develop an EU model for a socially responsible big data economy for transport. The roadmap allows stakeholders to identify and meet big data challenges and proceed with a shared understanding of the societal impact and concrete problems worth investigating in future programmes. The LeMO roadmap is expected to guide European policy and research efforts to develop a socially responsible big data economy in the field of transport and logistics.

LeMO methodology

The work presented here is the culmination of a series of case studies, analyses, expert focus studies and workshops conducted within the LeMO project, managed within five work packages (WP) as illustrated in Figure 1. The LeMO project studied and analysed the application of big data in the transport sector with respect to five transport dimensions: mode, sector, technology, policy and evaluation. Initially a review and mapping exercise was conducted in WP1 and WP2 to delineate what constitutes "big data" in the transport sector. The LeMO project covers four Vs of big data with a focus on the transport sector:

**Volume** – This is the most popular and obvious characteristic of big data, as the first word of "big" is indicating this characteristic. The massive volume of data collected from millions of vehicles in Europe, social data, sensor data, etc.

**Variety** – The differences within the industry standards, sampling rates, and data types such as video, JSON (JavaScript Object Notation), XML (Extensible Markup Language), pictures, text and more.

**Velocity** – The high arrival rate of data, for instance, sensor data, weather data, GPS (Global Positioning System) generated data, social media messages, and data generated from vehicle onboard devices.

**Veracity** – The potential for missing or erroneous data due to environmental conditions, unreliable data sources, equipment failures or malicious intent.

WP1 involved the generation of a shared understanding of the current big data landscape, including relevant technologies, applications, initiatives, policies and infrastructures, whereas WP2 explored the various political, economic, social, technological, legal and ethical issues associated with transport big data.

These findings fed into the next phase of the project, which involved the exploration of present and future societal impacts relating to the use of big data. In WP3 a total of seven case studies were conducted on big data practices in transport and logistics to gain an understanding of the political, economic, social, technological, legal and ethical externalities involved in them.

The outcome of these three WPs then fed into the final phase of the LeMO project, which involved establishing the direction to support European transport stakeholders in capturing a larger share of the big data market by appropriately addressing opportunities, challenges and limitations associated with transport big data. To achieve this, a horizontal analysis of the societal facets encountered in the case studies was conducted in WP4 to identify how they are connected to big data practices and to each other; with the aim to then evaluate and recommend how to address them.

Finally, the key recommendations were extracted and further elaborated in a roadmap which is presented in this document. The roadmap presents research and policy recommendations for identifying and addressing the societal impacts of big data, particularly amplifying the opportunities and diminishing the limitations associated with transport big data. During the preparation of the roadmap, two surveys were carried out among data experts to validate the findings from previous WPs and to further extend the results to a broader range of stakeholders. These outcomes have been further validated and enriched by the LeMO Advisory and Reference Group, which consists of experts from the data and transport domain.

During the course of the LeMO project, engagement and dialogue with stakeholders were key success factors for the realisation of a research and policy roadmap for big data in transport and to achieve LeMO’s success. In WP5,
the knowledge generated within the project is implemented through interaction with stakeholders to create shared value.

Introduction to the roadmap

The roadmap consists of two sections: the policy roadmap and the research roadmap. The policy roadmap presents a set of policy actions necessary to develop a European transport big data ecosystem. The research roadmap detected research priorities to promote innovation. The policy roadmap guarantees the crucial conditions for innovation and the research roadmap pinpoints areas in which to capitalise. Both the research and policy roadmaps present different perspectives which, when combined, outline a clear set of actions for European policy and research from the political, economic, social, technological, legal and ethical perspectives.

An overview of the policy and research actions identified in LeMO and which are part of the roadmap are shown in figure 2. In total, eleven research actions are identified and thirteen policy actions, spread over eleven clusters. These actions are intended to serve as a guide to improve the data economy in the transport sector and as a source of inspiration for further research in this area.

This document is organised as follows. The research roadmap is presented first followed by the policy roadmap. Both roadmaps begin with an overview of challenges, followed by the contextualisation of the roadmap within LeMO, the larger policy space and research action in Europe. Each roadmap then outlines the key research and policy actions for Europe.

Target audience

The target audience for this deliverable is:

- Partners and Advisory & Reference Group in the LeMO project;
- European Commission;
- EU Parliament;
- Horizon 2020 projects and related transport projects (cfr. clustering activities);
- Organisations and experts involved in the LeMO case studies;
- Public and private transport organisations;
- Research organisations;
- Industry;
- Authorities (regional and national level) that develop and enforce policies and legislation.
Figure 2: Overview of the 11 research actions and 13 policy actions

**Transport Challenges**

- Pollution
- Congestion
- Unequal access
- No Digital Autonomy
- Not Secure
- Accidents
- Monopolies
- Unimodal

**Research Clusters**

- Smart
- Innovative
- Privacy
- Digital Sovereignty
- Multi-modal
- Sustainable
- Data Economy
- Green
- Cost-effective
- Reliable
- Accessible
- Competitive
- Active
- Inclusive

**Actions**

- P1: New employment models
- P2: Training and education
- P3: Data management guidance on privacy data protection
- P4: Guidance on data ownership and sharing
- P5: Data marketplace
- P6: Big open data initiatives
- P7: Techniques for rights in data including data ownership
- P8: Techniques for data protection
- P9: Harmonisation of data legislation
- P10: Data standardisation
- P11: Data sharing obligations in public tendering
- P12: Data sharing obligations in legislation
- P13: Merger control regimes

**Support Big Data Technology and Data Economy in Eu Transport**

- Data management and interoperability
- Management guidance
- Data sharing platforms
- Technology development
- Data processing and analytics
- Data protection and security
- Supporting industry sectors
- Data sharing in agreements
- Data standardisation
- Data sharing obligations in public tendering
- Data standardisation
- Data management and interoperability
- Ensuring sufficient talent

- R1: Semantic interoperability
- R2: Data quality assurance
- R3: Data standardisation
- R4: Scalable and realtime data analytics
- R5: Event and pattern discovery
- R6: Interactive and dynamic visualisations
- R7: Big Data storage with edge computing
- R8: Infrastructure for real-time applications
- R9: Skilled workers with domain knowledge
- R10: Robust data protection
- R11: Cybersecurity

**Policy Clusters**

- Cost-effective
- Multi-modal
- Accessible
- Competitive
- Active
- Inclusive
- Sustainable
- Digital Sovereignty
- Multi-modal
- Green
- Reliable
- Accessible
- Competitive
- Active
- Inclusive

**Support Big Data Technology and Data Economy in Eu Transport**

- Data management and interoperability
- Management guidance
- Data sharing platforms
- Technology development
- Data processing and analytics
- Data protection and security
- Supporting industry sectors
- Data sharing in agreements
- Data standardisation
- Data sharing obligations in public tendering
- Data standardisation
- Data management and interoperability
- Ensuring sufficient talent
The research roadmap presents an action plan to carry out research related activities which support the use of big data technology and the growth of the data economy in the transport sector. The research roadmap lists challenges and actions to overcome these challenges. The roadmap targets a range of actors including (but not limited to) researchers, academics, data and transport practitioners, whether in the private or in the public sector. The challenges and actions listed hereunder can also serve as an indication to entities that fund research, providing them a basis to discern priorities and focus their attention on areas that can help foster the systematic application of big data technologies in the transport domain.

The activities under the LeMO project have been carried out in close collaboration with other Horizon 2020 research projects funded under the same topic, namely the Novel Decision Support tool for Evaluating Strategic Big Data investments in Transport and Intelligent Mobility Services (NOESIS)². In view of this, the research roadmap both builds and expands the Technological roadmap proposed under NOESIS¹. The challenges and actions proposed below should be seen as complimentary and additional to the four high-level technological actions proposed under the NOESIS project. The research roadmap has also taken into account the work done under other projects such as the BYTE project⁴, Big Data Policy Canvas Project⁵ and the strategic research agenda of Big Data Value Association (BDVA)⁶ and EU⁷.

Challenges

The LeMO research roadmap addresses the following key research-related challenges that have been identified through the work done before.

**Semantic interoperability:** Data (semantic) interoperability in storage, exchange and integration of transport data is vital for efficient, user-driven or automated, annotations and transformations.

**Data quality assurance:** Increasing quality of transport data is essential for improving trust in the results of data analysis. Using high-quality data is the first step towards extracting the right value from big data.

**Data standardisation:** Many stakeholders have pointed out that a lack of transport data standards is a significant obstacle. Data standardisation is crucial for data exchange and interoperability. However, addressing this problem is difficult due to the variety of data types.

**Scalable and real-time data analytics:** Scalable and real-time analysis is a significant challenge for timely extracting valuable information from big data that is generated continuously and in large quantities in the transport domain (e.g. constant stream of traffic data).

**Event and pattern discovery:** Identifying patterns from transport related big data is useful to gain both macro and micro level perspective and to detect trends. The patterns can also help recognise or forecast events such as an accident or machine defect.

**Interactive and dynamic data visualisation:** Interactive and dynamic visualisation tools can be helpful for easily understanding the outcomes of data analysis and for making appropriate decisions in shorter timeframes. Even simple visualisations can help attain clearer insights and facilitate deeper analysis.

**Big data storage with edge computing:** Big data storage (such as Cloud) is necessary for advanced analyses of large datasets. However, in sectors such as transport, where various types of data are generated rapidly and in huge quantities, it may not be feasible to store, manage and process all data in a stand-alone system. Edge computing may help such systems to analyse huge amounts of transport data by moving computation needs to sub-level components (edge and fog systems).

**Infrastructure for real-time application:** Existing infrastructures for Intelligent Transport Systems (ITSs) are not sufficiently designed for processing and analysing gathered data in (near-) real-time. Besides, they do not meet the emerging requirements for critical applications, such as low latency.

² https://cordis.europa.eu/project/id/769980
³ https://drive.noesis-project.eu/index.php/s/cNup8ZG1pUL7BCG
⁴ https://cordis.europa.eu/project/id/619551
⁵ https://cordis.europa.eu/project/id/769623
⁶ https://www.bdva.eu/
Skilled workers/experts (with domain knowledge): Currently there is an immense shortage of professionals with big data analytics skills. In the transport field, people with big data analytics know-how are further required to have the knowledge of transport domain and its specificities, which adds another layer of complexity.

Robust data protection: Since some big data techniques can extract personal information, transport data, in the context of privacy, requires more robust data protection in order to bring itself into compliance with the General Data Protection Regulation (GDPR). Nonetheless, such an increase in protection has a trade-off relationship with the availability of data.

Cybersecurity: Increasing digitalisation, connectivity and data in the transport domain is also increasing its exposure to cyber security threats. In addition to conventional security threats, there is also a need to consider new types of security threats, which may arise on account of misuse, alteration or misrepresentation of data by a threat actor.

Research actions

For each challenge described above, corresponding actions have been proposed, which have been identified through research and discussion with experts. The first part of the description of each cluster discusses the actions, while the second part provides an overview of expected results and impacts of each action.

Data management and interoperability

Research on data management and interoperability enable the transport sector to manage and leverage big transport data effectively and efficiently while assuring data quality. There are research recommendations on three significant issues under this cluster.

Research action 1 Semantic interoperability

Research on topics such as "semantic search and matching", "ontology", and "linked data", should be conducted to improve interoperability between transportation data storages and systems. Transport domain experts and stakeholders should be actively involved in the research, to comprehensively express the data structure of their domain knowledge (on transport data properties and their relationships) as an ontology, and the data should be transformed into a knowledge graph. An automatic and interactive tool, converting the domain knowledge of transport experts into an ontology, could also be developed. To accomplish this, the following areas need to be addressed:

- Research on ontology and knowledge graph for the transport sector;
- Development of interactive tools to convert transport domain knowledge.

Research action 2 Data quality assurance

Algorithms and data quality management frameworks must be developed to address a wide range of data quality related problems by filtering outliers, estimating data uncertainty, grouping data into clusters and comparing relevant data. These would help improve, measure, and validate data quality. Close collaboration with transport domain experts would be crucial here, to ensure the expected performance of these algorithms for the transport sector. To accomplish this, the following areas need to be addressed:

- Design and development of data quality management frameworks;
- Research and development of better techniques for the frameworks;
- Encourage the involvement of transport stakeholders in the development process of the techniques and frameworks.

Research action 3 Data standardisation

To disambiguate data and extract representative factors, "dimensionality reduction" and "normalisation" must be employed. This can be achieved by leveraging "ontology" and "linked open data" to semantically link and classify semi-(un)structured data clusters. A collaborative platform or a community needs to be established to gather knowledge from transport domain experts and practitioners to set standards based on utility and harmonise rules and practices to achieve greater interoperability. This action is closely related to policy action 10.

To carry out this action, the following areas need to be addressed:

- Development of a collaborative platform deriving harmonisation of rules and practices;
- Establish and activate a collaborative community to collect domain knowledge.
Table 1: Results, barriers and impact of data management and interoperability research actions.

<table>
<thead>
<tr>
<th>ACTION</th>
<th>EXPECTED RESULT</th>
<th>BARRIERS TO OVERCOME</th>
<th>EXPECTED IMPACT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Semantic interoperability</td>
<td>Various ontologies for the structures of big transport data.</td>
<td>It may be difficult for transport stakeholders to convert their domain knowledge (Careini et al., 2018).</td>
<td>Providing a better understanding of big transport data.</td>
</tr>
<tr>
<td></td>
<td>Various knowledge graphs of transport big data.</td>
<td>The need for validation between various ontologies in the same categories (Katsumi and Fox, 2019).</td>
<td>Enabling stakeholders to contribute to semantic data standardisation through the tools directly.</td>
</tr>
<tr>
<td></td>
<td>Interactive tools for converting transport domain knowledge into the ontologies and knowledge graphs.</td>
<td>The efficacy of tools needs to be demonstrated before the stakeholders adopt these tools (Ganzha et al., 2017).</td>
<td>Improved interoperability in transport domain across EU, benefitting both service providers and recipients.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Increased collaboration between data experts and transport domain experts.</td>
</tr>
<tr>
<td>Data quality assurance</td>
<td>Better algorithms for data quality problems specific to the transport industry.</td>
<td>Difficulty to validate algorithms and frameworks as well as data quality problems (Megler et al., 2018).</td>
<td>Improving transport data quality and maximising the data value (Luo et al., 2019).</td>
</tr>
<tr>
<td></td>
<td>Consolidated frameworks including the algorithms for data quality management.</td>
<td>The collaboration with transport domain experts is essential for the validation (Luo et al., 2019).</td>
<td>Obtaining and guaranteeing the trust in transport data.</td>
</tr>
<tr>
<td>Data standardisation</td>
<td>A collaborative community for collecting transport domain knowledge.</td>
<td>The analysis of different norms and practices across Europe. Contributions from transport stakeholders to validate the data analysis platforms (Chinrungrueng et al., 2018).</td>
<td>Data standardisation, which is also reinforced through the use of semantic techniques (i.e., ontology and knowledge graphs).</td>
</tr>
<tr>
<td></td>
<td>A collaborative platform for data analysis to derive harmonisation of rules and practices.</td>
<td></td>
<td>Automatic data standardisation with minimal use of human resources (Seedah et al., 2016).</td>
</tr>
<tr>
<td></td>
<td>Creation of more harmonised rules and practices across Europe to support data standardisation.</td>
<td></td>
<td>Increase in data interoperability, ultimately leading to homogeneity in the transport domain across EU and fostering data sovereignty.</td>
</tr>
<tr>
<td>Data processing and analytics</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Data processing and analytics

Data processing and analytics play an essential role in extracting value from big transport data and in helping transport practitioners make correct and timely decisions. There are research recommendations regarding three significant issues under this cluster.

- Development of scalable and real-time data analysis algorithms;
- Research on extreme analysis for analysing the transport network.

**Research action 5 Event and pattern discovery**

The development and deployment of intuitive tools, which offer data mining, statistics, and machine learning techniques, will help transport practitioners in identifying relevant patterns and in achieving specific transport objectives. To accomplish this, the following areas need to be addressed:

- Design and development of intuitive tools for identifying events and patterns;
- Pre-requirement analysis in the transport industry for these tools.
**Research action 6** Interactive and dynamic data visualisation

Dynamic and interactive visualisation tools should be developed, specific for the needs of transport practitioners that can even be employed by non-technical users. Such tools should specifically focus on temporal and spatial data-driven visualisation, which can benefit the user interfaces of parallel exploration in the transport domain. To this end, inspiration can be drawn from tools such as Tableau®. To accomplish this, the following areas need to be addressed:

- Requirement analysis in the transport sector for visualisation tools;
- Development of visualisation algorithms and tools;
- Deployment of guidance and education for using the tools.

**Table 2: Results, barriers and impact of data processing and analytics related actions research**

<table>
<thead>
<tr>
<th>ACTION</th>
<th>EXPECTED RESULT</th>
<th>BARRIERS TO OVERCOME</th>
<th>EXPECTED IMPACT</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Scalable and real-time data analytics</strong></td>
<td>Algorithms for scalable and real-time data analysis on the architecture of edge computing. Extreme analytics algorithms for autonomous transport networks (Oussous et al., 2018).</td>
<td>Infrastructure shortage for edge computing in the transport area (Asensio et al., 2020). Immature level for applying edge computing in the transport industry (Ferdowsi et al., 2019).</td>
<td>Analysis of more comprehensive information (e.g., trends) via scalable data analysis. Enabling transport services based on big transport data available in real-time. Real-time data analysis leading to quicker decision-making.</td>
</tr>
<tr>
<td><strong>Event and pattern discovery</strong></td>
<td>Intuitive tools for identifying patterns to achieve specific transport sector objectives.</td>
<td>Pre-requirement analysis of the transport industry is essential (Torre-Bastida et al., 2018). The need for collaboration with transport stakeholders (Torre-Bastida et al., 2018).</td>
<td>Faster event and pattern detection in the transport sector (Qin et al., 2018). Faster delivery of services and reduced response time. Improved decision and policy making, supported by accurate data analysis.</td>
</tr>
</tbody>
</table>

**Infrastructure and skills**

Infrastructure and skilled workers are crucial for adapting and applying big data technologies in the transport sector. A lack of these capabilities can severely impact EU's competitive advantage and the benefits that transport sector can reap from big data technologies. There are research recommendations on three significant issues under this cluster.

**Research action 7** Big data storage with edge computing

Recent hierarchical approaches (such as Cloud/Fog/Edge computing) are to be applied to analyse data and send only the required data to the Cloud, instead of transferring all the data to it. This would reduce the burden on the Cloud system, making it possible to process and manage data in real-time. To accomplish this, the following areas need to be addressed:

- Benchmarking best practices of big data storage from other domains (e.g., IoT);
- Development of big data storage based on edge computing for the transport sector.
Research action 8  Infrastructure for real-time application

Design systems, which consider multifaceted issues of big data, such as real-time processing and analytics, data veracity and variety. Cloud/Fog/Edge infrastructure and computing must be considered as alternatives, while being mindful of concerns related to cyber security and data protection. To accomplish this, the following areas need to be addressed:

- Requirement analysis of the transport infrastructure based on edge computing;
- Construction of sub-components of the infrastructure for fog and edge computing.

Research action 9  Skilled workers with domain knowledge

New online courses for re-skilling and up-skilling professionals and building an interdisciplinary workforce needs to be introduced. Such courses, with easy accessibility, will stimulate people to learn about the use of big data and to adopt new data-related skills. Developing a tool for collaborative education is essential for encouraging knowledge-sharing between domain practitioners and technicians, as well as students. To this end, the following areas need to be addressed:

- Developing online collaborative courses for big data technology for the transport sector;
- Incentivising stakeholders to participate in such courses.

Table 3: Results, barriers and impact of infrastructure and skills related research actions

<table>
<thead>
<tr>
<th>ACTION</th>
<th>EXPECTED RESULT</th>
<th>BARRIERS TO OVERCOME</th>
<th>EXPECTED IMPACT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Big data storage with edge computing</td>
<td>Big data storage for edge computing.</td>
<td>Need to handle dynamic and uncertain vehicular environment (Li et al., 2019).</td>
<td>Reduced load on Cloud system (Jaisimha et al., 2020). Real-time data management and processing that helps quicker decision-making.</td>
</tr>
<tr>
<td>Infrastructure for real-time application</td>
<td>The infrastructure for sub-level components (edge and fog nodes) in the transport sector.</td>
<td>A lack of appropriate methods to measure security of transportation infrastructure. The difficulty of proper validation of measurements (Sun et al., 2020).</td>
<td>Encouragement and quantification of security and data protection on transportation infrastructure. Fostering edge computing for real-time applications.</td>
</tr>
<tr>
<td>Skilled workers/experts (with domain knowledge)</td>
<td>Online training courses leading to skilled workers and experts. A collaborative education tool for sharing transport domain knowledge.</td>
<td>Satisfying the needs of all types of learners coming from different backgrounds to attend the programmes and retaining them to complete the courses (Chalkiadakis et al., 2019). Difficulties in addressing various issues related to quality of the programme, collaboration among students, cultural differences, technological fit, and so on (Aparicio et al., 2019).</td>
<td>Skilled workers/ experts in the transport sector. Increased employment. Greater interaction between experts from different domains. Development of more data driven applications, ultimately improving transportation across the EU.</td>
</tr>
</tbody>
</table>
Data protection and security

The importance of data protection and security cannot be understated, especially with increasing interconnectedness and reliance on data technologies in the transport sector. Protection needs to be ensured against various conventional and emerging threats through research and awareness. There are research recommendations on two significant issues under this cluster.

**Research action 10 Robust data protection**

A method that quantifies privacy loss and data utility must be developed to deploy more robust and dynamic data protection techniques depending on the situation and type of data used (i.e. whether it is personal data or non-personal data). Several data protection techniques are available, each with their own pros and cons. For example, “anonymisation” has a lower cost than “encryption”, but its reversibility may expose exploitable weaknesses. Also, there is a need to develop methods that can help evaluate the value that can be extracted from data as well as identify real risks in contrast to hypothetical risks. Additionally, data protection techniques under the various GDPR approaches, that foster the use of targeted data for concrete well-defined and limited purposes, should be expanded and promoted to ensure adequate data protection as well as data sovereignty, by awarding greater control to citizens over their data. Addressing the following areas can support this:

- Requirement analysis for data protection techniques pursuant to the GDPR;
- Development of data protection methods pursuant to the GDPR.

**Research action 11 Cyber security**

Research on topics such as “encryption”, “threat intelligence”, “differential privacy” and “assuring data reliability” in digital platforms and services needs to be reinforced. Furthermore, awareness of personnel working in the transport sector needs to be increased by developing courses and training programs to better understand threats, vulnerabilities, prevention and response protocols is necessary. From a technical perspective, blockchain technology can be leveraged in the transport domain to improve data transparency and trust. In summary, the following areas need to be addressed:

- Foster better understanding of conventional and emerging cyber security threats as well as corresponding response measures;
- Raising awareness among transport practitioners through awareness campaigns and training.

**Table 4: Results, barriers and impact of data protection and security related research actions**

<table>
<thead>
<tr>
<th>ACTION</th>
<th>EXPECTED RESULT</th>
<th>BARRIERS TO OVERCOME</th>
<th>EXPECTED IMPACT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Robust data protection</td>
<td>Robust data protection methods that ensure adequate value extraction from data without compromising privacy and security.</td>
<td>A lack of harmonisation within the EU and cooperation between EU Member States (Stefanouli and Economou, 2018). Ensuring data protection throughout the data life cycle (Li et al., 2018).</td>
<td>Development of dynamic and customised data protection techniques for the entire data life cycle (Li et al., 2018). Demarcation of hypothetical and real risks of using of big transport data (Westerlund, 2018). Maximum value extraction from data, while ensuring privacy. Prevention of data misuse and increase of data sovereignty.</td>
</tr>
</tbody>
</table>
Policy Roadmap

Policy makers can carry out a set of actions to support the use of big data technology and the growth of the data economy in the transport sector. Our analysis has resulted in thirteen policy actions which are most effective in achieving this goal. Policy actions are defined broadly, referring to any action that can be taken by executive or law-making institutions. This could involve actions to enable and support a desired outcome towards citizens and organisations, but also towards internal functioning of governmental organisations. These actions must be understood as any guidelines, fiscal measures, regulations, marketing and communication strategies and service provision, i.e. any policy that enables or supports a desired outcome. Depending on the scope, the actions can be implemented at local, regional, national and European level — although most actions require implementation on a European level.

Challenges

The LeMO policy roadmap will address the following challenges. These have been refined through an extensive research and stakeholder engagement process. Full descriptions of the challenges are presented in D4.1.

**Availability of data**: The development of successful big data applications relies on the collection and acquisition of high quality data. Nevertheless, in many applications, collection of the right transport data remains a challenge. The data may prove simply inaccessible, expensive to procure or collect, is spread across multiple sources, or is not available in digital formats. In addition, the current ability of companies holding high value datasets to merge (or be acquisitioned) leads to unfair competition.

**Data quality**: While many good big data applications are built using the current state of data quality, it is insufficient for the application of more advanced techniques, especially in high impact, high risk and real-time settings. Poor data quality increases the cost of processing, risks of error and failure, and hampers the growth of the data industry.

**Conflict and uncertainty within the legal framework**: Practitioners require a clear legal framework, however there are some crucial points that need to be improved. In the absence of clear and specific data ownership rights, there is a tendency for value chain actors to claim ownership of data, thus halting development of the application. Further, the EU framework on liability and data sharing enforcement vis-à-vis third parties is inadequate and is an obstacle for the collaboration needed for applications of big data in the transport sector to flourish. However, while addressing the legal framework, policy makers must consider that more, and often more complicated, regulation may favour large companies with departments of legal competence. As such, control of data will be even more unbalanced than it is now.

**Privacy challenges**: Privacy is an important value that should underlie all big data applications. Many challenges to privacy posed by big data and the new data economy have been solved to an extent by recent EU regulations. While beneficial to the preservation of privacy, these efforts may hinder the widespread application of big data technology in the transport sector by posing technical challenges in data minimisation, purpose limitation, transparency, reliance on consent, and responding to requests from data subjects, as well as in dealing with mixed datasets.

**Common standards for data technology**: The lack of common data technology standards across the EU increases difficulties to promote big data technology application in the transport sector. The lack of standardisation reduces collaborative research, large-scale analytics and the sharing of sophisticated tools and methodologies.

**Lack of talent and unprepared organisations**: The two main challenges that hold back organisations specifically are: the lack of data scientists and professionals competent to develop big data applications, as well as the unwillingness of organisations to upgrade their operations to use the technology.

Policy actions

In total, thirteen policy actions are identified organised under seven clusters. The first part of each cluster discusses the actions, while the second part provides an overview of expected outcomes and impact of each action.

**Ensuring sufficient talent**

Transport organisations that are integrating big data analytics into their processes need to deal with the current lack of expertise and competence within their own companies and in the sector. Organisations have multiple ways to increase human resource capacity if it currently lacks the competence.
Gig economy platforms can help to fill the gap in personnel in the very short term, but new methods of working together securely, effectively and creatively must be developed and researched. Technological means such as open collaborative platforms are required. These collaborative platforms must be easy to use, combine communication and information sharing services and enable remote working on the same physical systems (i.e. data storage servers, analytics etc.) so that employees can carry out their tasks in a convenient and timely manner. However, teleworking options have their disadvantages and risks and should be implemented cautiously. Labour rates might be slightly higher than an individual employee, quality assurance procedures may not be currently suited to remote workers and freelancers, and continuity and loyalty for long term projects may be lacking. Data scientists need domain knowledge and close cooperation with operations and the business functions that are being transformed. In many cases, especially in the exploration of potential, regular communication and interaction within the team is necessary. Hence, good teleconferencing technology and other co-creation platforms would also be a good research opportunity. To accomplish this, the following areas need to be addressed:

- Good practices for teleworking;
- Open collaboration platforms for dynamically establishing collaborations;
- Marketplace and matchmaking tools;
- Appropriateness of regulatory framework for the gig economy.

Developing home-grown talent is important for ensuring big data innovations in the transport sector in the long term. Therefore, training and education programs need to be developed which are ready for the future skills demand. An understanding of the key skills needed in the future should guide the training programs designed now. The SFIA Foundation has developed a framework, the Skills Framework for the Information Age, for the types of skills that are needed to support the digital age⁹. Some of the relevant key themes are cyber security, digital transformation, big data and informatics. Universities, industries and the government should work together to develop integrated skills focused programs. Programmes must be developed for new students but also for re-training current workers in the transport sector. Including learning tools such as gamification can increase the attractiveness and effectiveness of these programs. Integrating internships and student projects with the industry into the programs will facilitate the transition to the general business world. The following measures can contribute to the implementation of this action:

- Develop a skills-framework for the big data skills needed in the European transport sector;
- Develop training and education programmes or learning tools specifically aimed at supporting the usage of big data in the transport sector;
- National and local governments can work closely with universities to develop internships and student projects for education purposes, to attract new talent and to prepare students for the business world;
- Provide scholarships to relevant education programmes.

Table 5: Results, barriers and impact of policy actions related to ensuring sufficient talent.

<table>
<thead>
<tr>
<th>ACTION</th>
<th>EXPECTED RESULT</th>
<th>BARRIERS TO OVERCOME</th>
<th>EXPECTED IMPACT</th>
</tr>
</thead>
<tbody>
<tr>
<td>New employment models</td>
<td>Development of networks of new partners for collaboration.</td>
<td>It is difficult for organisations to change existing ways of working. Advantages of collaborative platforms needs to be clearly demonstrated before organisations adapt this way of working.</td>
<td>Better matching of supply and demand of workers. Organisations have better access to human resources.</td>
</tr>
</tbody>
</table>
**Data management guidance**

Data collection and processing activities typically involve the interaction of a multitude of actors. Determining the ‘controllers’ and ‘processors’ of data and their associated rights is often a complex exercise, as is putting in place appropriate contracts that cover all possible situations with the necessary and satisfactory legal certainty. One way to tackle this would be to provide guidance for the sector at a European level on how to handle these legal issues in the transport sector. In this respect, two actions have been included in this roadmap which are seen by organisations as the biggest obstacle to the application of big data, namely in the field of privacy and data protection, and in the field of data sharing.

**Policy action 3  Data management guidance on privacy data protection**

The legal analysis of privacy and security aspects in the context of big data is rather complex. Under the GDPR, the concepts of ‘personal data’ and ‘processing’ are defined and interpreted very broadly, to such an extent that the numerous obligations under the GDPR when performing big data analysis will apply in a broad range of circumstances, including in the context of the transport sector. Certain principles and requirements related to privacy and data protection are nevertheless difficult to fit with some of the main characteristics of big data analytics. In this respect, finding a balance between the various rights at stake is of paramount importance. It follows that the competent authorities at EU and national levels should develop guidance in this field. Guidance is needed in determining the applicability of the GDPR to various big data analytics models and to the precise roles of those involved in complex data processing activities. Furthermore, the development of template agreements, compliant with the requirements of the GDPR, would be a welcome evolution. This would increase legal certainty for those involved in the data value chain, and ultimately benefit data subjects. In doing so, it is essential to keep in mind that the right to the protection of personal data is not an absolute right, but must be considered in relation to its function in society and be balanced against other fundamental rights in accordance with the principle of proportionality. To accomplish this, the following areas need to be addressed:

- Develop additional guidance and template agreements on the usage of personal data that help to clarify the relationships between different actors in the data value chain in certain situations;
- Tailor guidance and templates to the intricacies of big data analytics in the transport sector.

**Policy action 4  Guidance on data ownership and sharing**

With many actors involved in the data value chain, taking up various roles, it is often difficult to establish who has which specific rights in the data and how an actor is able to assert those rights. Different actors may claim ownership of (or parts of) a dataset, which could hinder the production of, access to, linking and re-use of big data, and consequently hamper innovations in the transport sector. The legal analysis undertaken in LeMO has demonstrated that owing to the absence of legislation on data ownership on a European level, the current legal framework is highly uncertain. At the time of writing, the only solution is to lay down the various rights of data in contractual agreements, often data sharing agreements. But such agreements usually do not cover all aspects related to rights attached to data, the way in which such rights can be exercised and by whom, specifically in relation to third parties. As such, a more legally secure solution is necessary. Policy makers can carry out this action in the following areas:

- Provide data sharing agreement templates tailored to the specific data needs and complexities of the transportation sector;
- Introduce EU legislation to create a non-exclusive, flexible and extensible ownership rights in data.
Table 6: Results, barriers and impact of data management guidance related policy actions.

<table>
<thead>
<tr>
<th>ACTION</th>
<th>EXPECTED RESULT</th>
<th>BARRIERS TO OVERCOME</th>
<th>EXPECTED IMPACT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data management guidance on privacy and data protection</td>
<td>Increased usage of personal data by organisations due to increased legal clarity.</td>
<td>Some interpretations provided by certain authorities are conservative, too restrictive, or simplistic to such extent that it would prohibit certain technologies of processing activities.</td>
<td>Data subjects are less suspicious of organisations using their personal data.</td>
</tr>
<tr>
<td></td>
<td>Non-action by organisations caused by uncertainty of what constitutes personal data is avoided.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data management guidance on data ownership and sharing</td>
<td>Increased data sharing due to more legal certainty about the rights in data and how to assert these rights.</td>
<td>Impracticality to create EU-wide legislation on rights in data, e.g. a data ownership right, due to the complexity of the roles and rights of stakeholders in the data value chain.</td>
<td>More willingness of organisations to collaborate and share transport data (sets) due to increased legal certainty.</td>
</tr>
</tbody>
</table>

Data sharing platforms

Policy makers may support the data economy and the uptake of big data technology by supporting data sharing platforms. Here, at least two different initiatives should be distinguished. First, a platform for selling and sharing data between any type of actor, whether individual, commercial, or public. The actors are not mandated or obliged to sell or share this data. The second initiative builds upon the open data initiatives based upon government regulation.

Policy action 5  Data marketplace

A data marketplace facilitates data transactions between data suppliers and buyers. As with other marketplaces providing digital content, such as ebooks, music and movies streaming, the benefits are primarily the reduction of effort and inconvenience of finding the right data source, ensuring quality big data transmission, and facilitating revenue collection for data suppliers. Actors that only want to sell data “on the side” will find the marketplace supports their commercialisation efforts.

Specialised transport data marketplaces would cater to niche groups providing different levels of sophistication based on their big data specification needs. For instance, high volume and velocity data will require different needs from data sets with high variety and volume.

To support the emergence of transport data marketplaces, public authorities and policy makers can strive to:

- Resolve legal uncertainty regarding sharing of transport data, especially with regards to privacy concerns, data ownership, and GDPR compliance;
- Promote open source data marketplace software developed for open data portals;
- Participate as public entities in the marketplace as suppliers of high quality datasets or purchasers;
- Develop EU-wide data sharing marketplaces for urban mobility data (e.g. covering vehicle data, infrastructure use information, charging service location and use) and freight transport data (e.g. truck parking use, types of goods, vehicle location/density).

Policy action 6  Big open data initiatives

The public sector, from local to national to EU-level, possess a wide variety data, which is potentially valuable to the transport sector. Regulation has been instrumental in increasing the amount of data provided to the public in the open data approach. These efforts will need to increase with a focus on providing high quality data and supporting the technical specifications of big data.

Current open data portals focus primarily on static and highly aggregated data, which provide little value to big data applications. The transition that will be taken at the EU-level by providing “high-value datasets” will be a strong step towards supporting innovative transport big data solutions.

To further develop this initiative, the following actions will need to be taken:
Support the provision of big data using the open data approach, with guidance, research, and funding;

Technical upgrade of the EU’s open data portal into supporting the transmission of big data;

- Incentivise compliance with open data directives, especially with regards to the high value datasets. Additionally, provisions for liability and quality control in open data regulations should be added.

### Table 7: Results, barriers and impact of policy actions related to data sharing platforms.

<table>
<thead>
<tr>
<th>ACTION</th>
<th>EXPECTED RESULT</th>
<th>BARRIERS TO OVERCOME</th>
<th>EXPECTED IMPACT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data marketplace</td>
<td>New data market places for various niches.</td>
<td>Resolve legal uncertainty and technical challenges regarding sharing of transport data. Marketing of data marketplaces. High cost of maintaining infrastructure.</td>
<td>Increased financial incentive to produce and supply high quality data. Increased merging of big data sets from multiple organisations leading to more innovative transport solutions.</td>
</tr>
<tr>
<td>Big open data initiatives</td>
<td>Increased awareness of big data needs and opportunities for open data.</td>
<td>Overcome public sector inertia and lack of awareness with regards to big open data. High cost of providing high quality open data sets.</td>
<td>Lowered barrier to provide big data applications. Higher innovation expected. Support for individuals and start-ups to test and develop big data applications.</td>
</tr>
</tbody>
</table>

### Technology development

The EU can support the transport sector by encouraging the development of technology for rights in data, such as for instance data ownership, and for data protection. The objective of these actions will be to increase the availability of usable data, while ensuring societal and commercial values, such as privacy, security, and intellectual property rights, will be preserved.

- **Policy action 7** Techniques for rights in data including data ownership

Some form of data ownership right could help to ensure that data suppliers are incentivised to “supply” data. Cryptographic technologies, such as blockchain, zero-knowledge proofs and public-key cryptography may provide users and businesses with functional control and ownership of their data. Blockchain and big data technology could be merged to provide decentralised but controlled access to high fidelity data, thus increasing (controlled) data sharing, while ensuring data integrity. Smart contracts could be used to implement complex ownership rights on the blockchain-based big data itself. Such technologies would eliminate the need for complex administrative and legal work to enable sharing and data ownership, of which the impact could be potentially huge.

The EU could support the development and application advanced technologies by the following:

- Providing guidelines on implementing cryptographic technology for certain high value database structures;

- Supporting open source cryptographic applications such as blockchain, especially for new mobility and transport applications;

- Integrating cryptographic technology in existing data portal structures.

- **Policy action 8** Techniques for data protection

To fully utilise high value transport datasets, while preserving privacy and commercial interests, the application of anonymisation, pseudonymisation, and data encryption techniques should be promoted. Suitable techniques that balance out the need for high quality and volume datasets are often required for analysis will need to be developed and promoted. A further description of techniques are provided in "R10 - Robust data protection".

Policy makers can support the adoption of the techniques by the following:
Providing guidelines on the types of techniques suitable for transport big data applications;

Incentivising the use of the techniques by subcontractors within the transport sector.

Table 8: Results, barriers and impact of policy actions related to technology development for data ownership and data protection.

<table>
<thead>
<tr>
<th>ACTION</th>
<th>EXPECTED RESULT</th>
<th>BARRIERS TO OVERCOME</th>
<th>EXPECTED IMPACT</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Techniques for rights in data including data ownership</strong></td>
<td>Increased competence and awareness of cryptographic technology for transport big data needs. Growth of open source community for cryptographic transport applications. Existing data portals ready for cryptographic databases.</td>
<td>Lack of skilled developers in cryptographic technology. Inertia of organisations to implement new technology. The widespread decentralisation of data may bring about new challenges that needs to be researched.</td>
<td>Maintain data ownership and control while promoting big data applications. Higher confidence of data suppliers to provide data, if data ownership can be solved technically.</td>
</tr>
<tr>
<td><strong>Techniques for data protection</strong></td>
<td>Increased competence and awareness of data protection techniques used in transport big data applications. Increased adoption of data protection techniques by public sector subcontractors.</td>
<td>Lack of skilled developers of data protection techniques. No incentive to protect data, when access to databases are kept closed.</td>
<td>Higher level of data protection methods used increases trust in data sharing. Compliance with privacy regulations.</td>
</tr>
</tbody>
</table>

Data standardisation

Policy makers may support the data economy and the uptake of big data technology by supporting data standardisation. We distinguish two different approaches: harmonisation of data legislation on the one hand and supporting the development of data standards through standardisation bodies.

**Policy action 9  Harmonisation of data legislation**

The creation of a true common European data space will be difficult to achieve as long as the various data-related legislative frameworks across EU Member States remain fragmented. The lack of harmonisation at EU level could have a chilling effect on EU-wide big data projects, since it may require companies to comply with different types of requirement depending on the Member State in which a big data solution is deployed.

Harmonisation is therefore welcomed as this would create a more level playing field for companies wishing to deploy cross-border data-driven applications and technologies. The EU and other policy makers can support harmonisation of data legislation by:

- Conducting an assessment of which areas of legislation relating to data that currently have the biggest negative impact on innovation through lack of harmonisation.

**Policy action 10 Data standardisation**

Creating a common European data space among others requires addressing the challenge of having to work with a huge variety of data types, formats and quality levels. In the transport sector, as in many other sectors, this brings about the additional difficulty of interoperability. One approach to this challenge is to support the development of data standards through standardisation bodies. Actors of the data value chain, including authorities, standardisation bodies, service providers, vendors and industry players can develop together standards, certification mechanisms, seals, marks and codes of conduct, which could be tailored to the transport sector. This could facilitate the standardisation and increase the quality of transport sector data. The EU and other policy makers can facilitate data standardisation by:

- Supporting an effective and coherent data standardisation framework, which focuses on interoperability and high data quality;
- Encouraging the development of data standards through cooperation of authorities, standardisation bodies, service providers, vendors and industry players;
Encouraging the development of certification mechanisms, seals and codes of conduct through cooperation of authorities, standardisation bodies, service providers, vendors and industry players and promoting their use across the European data space;

Assessing whether competition law should be adapted to support data standardisation efforts;

Setting requirements for data standards, including data quality and data interoperability, through public procurement.

Table 9: Results, barriers and impact of policy actions related to data standardisation

<table>
<thead>
<tr>
<th>ACTION</th>
<th>EXPECTED RESULT</th>
<th>BARRIERS TO OVERCOME</th>
<th>EXPECTED IMPACT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Harmonisation of data legislation</td>
<td>Identification of key areas where harmonisation is lacking and required.</td>
<td>Chilling effect on EU-wide projects.</td>
<td>Lowered costs to provide big data applications. Increased innovation expected.</td>
</tr>
<tr>
<td>Data standardisation</td>
<td>Increased transparency through certifications and seals. Increased data interoperability through data standards. Increased data quality through data standards.</td>
<td>High interoperability costs due to huge varieties of data types and formats. Uncertainties regarding data quality.</td>
<td>Lowered costs to provide big data applications. Increased competition expected.</td>
</tr>
</tbody>
</table>

Data sharing in agreements

While private companies often generate huge amounts of data, they are not always prepared to voluntarily share this data outside the company. This is due to the large number of legal, commercial and technical challenges associated with private sector data sharing. We identified two distinct approaches to support data sharing by private companies by requiring them to share their data. First, data sharing obligations can be imposed as conditions in public tenders. Second, sector-specific or horizontal legislation can be adopted that imposes data sharing obligations.

Policy action 11  Data sharing obligations public tendering

An entirely different way of imposing data sharing obligations is by including them as conditions in public tenders. Public authorities can set requirements on the usage of data through public procurement, among others by setting requirements for data sharing. The creation of an open interface or platform suitable for big data applications by the private company chosen for the tender could for instance encourage start-ups and SMEs to develop innovative services by using the data that are thus made accessible to them. The EU and other policy makers can facilitate data sharing by:

Setting obligations for data sharing through public procurement.

Policy action 12  Data sharing obligations legislation

Data sharing by private companies may also be supported by legally requiring them to share their data. Increasingly, technical specifications are required for different modes of transport. This is largely due to the interoperability issues that would otherwise arise for Intelligent Transport Systems and which could render those systems incompatible and potentially inoperable. It may therefore be helpful to adopt more technical specifications in the future, for instance in the form of additional data sharing obligations.

In terms of remuneration, a distinction should be made between situations where data must be provided to public authorities only and those where the data is to be shared to a wider community including private stakeholders. The former should typically be provided free of charge, while for the latter some kind of reasonable remuneration may be appropriate.

When data sharing obligations are imposed through legislation, policy makers can also introduce requirements relating to the conditions for access and re-use. This too can be an opportunity to achieve harmonisation, for instance by consistently referring to the conditions for access and reuse that are also imposed on public sector bodies in the Public Sector Information (PSI) Directive. The EU and other policy makers can support data sharing by:

Legally requiring private companies to share the data generated by them;
Introducing technical specifications for such data to be shared by private companies;

Introducing harmonised requirements relating to the conditions for access and re-use of data to be shared by private companies.

Table 10: Results, barriers and impact of policy actions related to data sharing in agreements

<table>
<thead>
<tr>
<th>ACTION</th>
<th>EXPECTED RESULT</th>
<th>BARRIERS TO OVERCOME</th>
<th>EXPECTED IMPACT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data sharing obligations through public tendering</td>
<td>Increased access to data otherwise held and maintained by a limited number of private companies. Increased data standardisation through harmonised technical and access requirements.</td>
<td>Unwillingness on part of private companies to share data due to legal, commercial and technical challenges.</td>
<td>Lowered barrier to provide big data applications. Higher innovation expected.</td>
</tr>
<tr>
<td>Data sharing obligations through legislation</td>
<td>Increased access to data otherwise held and maintained by a limited number of private companies. Increased data standardisation through harmonised technical and access requirements.</td>
<td>Unwillingness on part of private companies to share data due to legal, commercial and technical challenges.</td>
<td>Lowered barrier to provide big data applications. Higher innovation expected.</td>
</tr>
</tbody>
</table>

Supporting industry sectors

A report by the OECD on data-driven innovation noted that there are an increasing number of mergers between big data companies over the past years. Unfortunately, current evaluation frameworks at EU and national levels often lack the tools to appropriately address big data-related issues in the context of merger control. As a consequence, mergers of certain (small or large) data-rich companies may introduce barriers to competition that can hinder innovation in the EU internal market. The EU can support the different players in industry sectors, including the transport sector, by adopting appropriate merger control tools.

**Policy action 13: Merger control**

The concentrations that are notified to the European Commission increasingly involve companies active in the collection and processing of big data. Where merger control regimes have traditionally been based on market share and sales figures, consideration should now be given to whether there is a need to add “deal-size thresholds” with a view to catching high value acquisitions currently falling outside merger control due to small or insignificant turnover figures of the target.

Another specific issue that arises in the context of mergers between big data companies is the classification of data itself. Data is an asset, and more specifically an essential asset for the functioning of certain undertakings. The quality and quantity of the data they control as well as the intellectual property rights that they possess in order to make use of data in certain ways constitute a new parameter for business operations in the digital world. It is precisely these assets as opposed to financial turnover that entices larger undertakings to acquire smaller companies with a large data-asset collection.

The EU can support industry sector through the following actions in the context of mergers and acquisitions:

- Assess whether there is a need to add "deal-size thresholds" with a view to catching high value acquisitions currently falling outside merger control;
- Incorporate in the merger control framework other thresholds alongside financial ones, such as consumer thresholds, which would give a better view of the circumstances under which the merger is taking place;
- Introduce merger control criteria that take into account the kind of data is being acquired, how unique it is, whether it can be easily replicated and whether rivals can be shut out, i.e. criteria that focus on data quality rather than solely on data quantity;

---

Assessing whether competition law should be adapted to support data standardisation efforts.

### Table 11: Results, barriers and impact of policy actions related to supporting industry sectors

<table>
<thead>
<tr>
<th>ACTION</th>
<th>EXPECTED RESULT</th>
<th>BARRIERS TO OVERCOME</th>
<th>EXPECTED IMPACT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Merger Control</td>
<td>Stricter evaluation of data-rich mergers that could otherwise generate anti-competitive effects in the future.</td>
<td>Current merger control frameworks often lack the tools to appropriately address big data-related issues.</td>
<td>Broader access to high-quality data. Increased competition through elimination of barriers introduced by mergers of companies with high-value datasets.</td>
</tr>
</tbody>
</table>
Conclusion and future outlook

The transport sector has constantly collected and analysed large amounts of data, however, recent developments in the quantity, complexity and availability of data collected from and about transport, together with advances in information and communication technology, are presenting new opportunities to create more efficient and smarter transport systems for public and freight.

The use of big data in the transport sector is relevant for governments (e.g. traffic control, planning and modelling, route planning and congestion management), for the private sector (e.g. travel industry, route planning and logistics, and competitive advantages) and for individuals (e.g. route and travel planning). Big data has opened a wide spectrum of opportunities in the field of transport research. Several challenges constitute opportunities for the industry and scientists in the foreseeable future. The LeMO roadmap for big data in transport in Europe focuses on ensuring the crucial conditions for the development of a European big data in transport ecosystem based on the research outcomes of the project.

We have presented one of the key outcomes of the LeMO project: a European roadmap for big data in transport. This roadmap is divided in two sections. The research roadmap focuses on identifying the research priorities at stake, and the policy roadmap provides a set of recommendations to build a policy framework which will ensure that European transport sector can make the most out of the data transition.

The policy roadmap is more concerned with policies that will resolve economic and political challenges together with legal, social and ethical issues. This highlights technology innovations which are usually neutral until they become embedded in larger social systems. Consequently, the policy roadmap focuses on the digital single market, cross-border data arrangements, government services, public investment and resource management. The research roadmap focuses more on technological resources and capabilities. The LeMO research and policy roadmap is oriented towards a range of different stakeholders who will be prepared to consider their contributions to these policy and research actions, including policymakers, civil society organisations, institutions, business and industry bodies and academics.

This roadmap ends with a suggestion for the implementation of the actions. The results of one of the surveys provide a basis for this. Some of the actions identified in the roadmap have a higher priority than others for certain reasons. LeMO’s goals can be achieved more quickly if research and policy focus on actions that are more of a priority than others, have a higher impact or are easier to implement. Figure 3 shows how the 24 actions score on three common assessment criteria, namely the urgency, impact and feasibility of an action. In this context, urgency relates to the speed with which an action has to be implemented and indicates the time-frame within which the action should be carried out. Impact signifies the effectiveness of an action and the usefulness of an action in achieving the larger objective. Feasibility encompasses the political, financial, ethical, legal or technical practicality of implementing the action.
We do realise that the rating is a simplification of the complexity of actions. The rating should therefore be seen as a recommendation to prioritize actions and as a source of inspiration for further research in this area. Nevertheless, on the basis of the rating, it is possible to identify certain high-priority actions. Research into enhancing cyber security (R11) and the development of techniques to improve data quality (R2) should receive high priority. With regards to the policy actions, the development of training and education programmes (P2), including data sharing obligations in public tendering (P11) and developing stricter merger control regimes (P13) are considered high priority policy actions. Actions scoring high on feasibility is an indication that these actions can be carried out as Quick Wins, such as the harmonisation of data-related legislation between EU Member States (P9) and the development of scalable and real-time data analysis algorithms (R6).

In conclusion, the proposed LeMO Research and Policy Roadmaps include a set of actions from the research and policy point of view that governments, businesses and industries in Europe should implement in order to effectively take advantage of big data solution with the aim to provide added value for the society for a safe, secure, green, sustainable, accessible, cost-effective, inclusive and smart European transport model.

Figure 3: Rating of the roadmap actions according to its urgency, impact and feasibility.

The numbers refer to the numbering used in Figure 2. A lower score means that the action scores lower relative to other actions while a higher score means that it scores above average.
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