**Refined description of liquid and supercooled silicon from *ab initio* simulations**
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Despite silicon being of great technological importance, an understanding of its behavior across the phase diagram is still lacking, especially near liquid-solid coexistence. The difficulty in describing silicon near coexistence from first principles lies in discriminating between the metallic and covalent bonds present in the material. Using the strongly constrained and appropriately normed (SCAN) density functional, which can describe a wide variety of bonds with quantitative accuracy, we report a thorough investigation of liquid silicon in the vicinity of liquid-solid coexistence using *ab initio* molecular dynamics simulations. We observe a structural transition in the supercooled regime that is rooted in a change in the electronic structure of the material. This transition is found to occur at a higher temperature than previous predictions. We also discuss implications of the observed change in interatomic interactions for empirical models of transitions between two distinct liquids.
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Silicon forms the basis for the semiconductor industry and is a material of great technological significance. Thus, understanding its physical properties across the phase diagram is of paramount importance to more efficiently control the synthesis of Si-based materials. However, silicon, like many other tetravalently bonded semiconductors, has a rich phase diagram and becomes a complex metallic liquid when melted. Moreover, the atoms in the liquid do not interact solely by metallic bonds, but a non-negligible fraction of covalent bonding persists, leading to a variety anomalous properties [1–14].

The delicate balance of covalent and metallic bonding in liquid silicon (*l*-Si) and related materials results in unique coordination structures that are suggested to underlie a phase transition in the supercooled region of the phase diagram. This postulated transition is between two distinct metastable liquid phases: a disordered, high-density liquid phase and a more ordered, low-density liquid phase [4,6–9,14–16]. However, describing this balance of interactions from first principles has proven quite challenging, and density functional theory (*DFT*)-based simulations of *l*-Si have not been able to quantitatively and sometimes even qualitatively predict essential structural and dynamic features [1,2,10–13,17–19]. In this Rapid Communication, we move toward a quantitative description of *l*-Si using the strongly constrained and appropriately normed (SCAN) meta-generalized gradient approximation (meta-GGA) [20]. SCAN has recently been shown to provide a quantitative representation of diversely bonded systems, including metallic, covalent, and even intermediate-range many-body van der Waals interactions [21–23]. Using SCAN, we provide a refined description of the behavior of *l*-Si at low temperatures, including an improved estimate of the melting point and the onset of features reminiscent of a liquid-liquid phase transition (LLPT). These refined estimates will likely aid future investigations of the properties of silicon near liquid-solid coexistence.

We simulated *l*-Si at a range of temperatures using Born-Oppenheimer molecular dynamics (MD) simulations within the Vienna *ab initio* simulation package (VASP) [24], following previous work [21,22]. Electronic structure calculations were performed using DFT within the framework of the projector augmented-wave method [25], employing the SCAN meta-GGA [20]. Nuclear degrees of freedom are treated classically. The large mass of Si leads to nuclear quantum effects being negligible above temperatures of roughly 800 K [26], unlike lighter nuclei, such as hydrogen, where such effects can be significant even at similar high temperatures [27]. Systems consisted of $N = 216$ Si atoms and were equilibrated for at least 15 ps before production runs of at least 22 ps were performed. All simulations were conducted in the isothermal-isobaric ensemble at zero pressure with a time step of 3 fs using a Parrinello-Rahman barostat [28] and Langevin thermostat [29,30]. Employing the *NPT* ensemble allows us to determine the equilibrium density and the structure and dynamics at that average density; we do not fix the system density at the experimental one.

Previous work suggests that *l*-Si may undergo a LLPT in the deeply supercooled region of the phase diagram [4–9,14,15], although the existence of a LLPT in some liquids remains a topic of debate [31–34]. In this scenario, one can cross the LLPT line by cooling at constant pressure, and a transition between a metallic liquid with high density and a semimetallic liquid with low density occurs [4,5]. Modeling the low-temperature behavior of *l*-Si with high accuracy is of great interest to describing these complex features and may aid the interpretation of similar behaviors in other liquids [35].

We first examine the temperature dependence of the bulk density, shown in Fig. 1. Upon cooling, the predicted densities
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are in quantitative agreement with the experimental results [36] (solid line), before we observe a transition to low density between 1350 and 1300 K. After subsequent cooling to 1200 K, we heat the system until the reverse transition to high density is observed between 1400 and 1500 K, demonstrating hysteresis in the density on the simulated timescales; time series illustrating these transitions in density can be found in the Supplemental Material (SM) [37]. The transition between high and low density occurs at a significantly higher temperature than previously predicted by the local density approximation (LDA) [6]. However, the temperature difference between this transition and the melting point \( T_m \) is comparable in the two models: \( T_m^{\text{LDA}} \approx 1200-1300 \) K [13,19] while \( T_m^{\text{SCAN}} \approx 1652 \pm 46 \) K [37].

We emphasize that \( T_m \) estimated by SCAN is in agreement with the experimental value of 1685 K and is a significant improvement over previous estimates within the LDA [13] and the Perdew-Burke-Ernzerhof (PBE) GGA (1540 ± 50 K) [38]. Upon moving from LDA to PBE to SCAN, the more covalent phase is stabilized, relative to the less covalent one, resulting in an increase in \( T_m \). This is consistent with a similar raising of the critical pressure of the semiconductor-metal transition at zero temperature from LDA to PBE to SCAN, but to a lesser extent, because the liquid retains some covalent character, [21].

The transition in the density is accompanied by significant structural changes. As the metallic liquid is cooled, we expect an increase in covalent character and structural signatures of this to appear. Indeed, the peaks in \( g(r) \) become more well defined as the liquid is cooled, undergoing a structural change between high and low densities, with an increase in the degree of order at low density [Fig. 2(a)]. The coordination number \( N_C(T) \) also undergoes a transition that closely follows the density, as shown in Fig. 2(b). Here, \( N_C(T) \) is defined as the number of particles within a sphere of radius \( r_{\text{min}} \) around a central particle, and \( r_{\text{min}} \) is defined as the location of the first minimum in \( g(r) \). Four-coordinated tetrahedral coordination structures dominate at low \( T \) and \( \rho \), while more disordered high-coordination structures dominate at high \( T \) and \( \rho \). Note that \( N_C \) predicted by SCAN at high densities is in agreement with experiments [39], further supporting the accuracy of this functional, while the experimental \( N_C \) values near the transition region are between those of the low- and high-density liquids, but still in reasonable agreement with the simulation predictions.

We also examine the temperature dependence of the structure factor,

\[
S(k) = \frac{1}{N} \sum_{i=1}^{N} \sum_{j=1}^{N} e^{-i\mathbf{k} \cdot (\mathbf{r}_i - \mathbf{r}_j)}
\]

(1)

where \( \mathbf{k} \) is the wave vector and \( \mathbf{r}_i \) is the position vector of atom \( i \). The structure factor of the high \( T \) liquid phase displays a major peak at \( k \approx 2.75 \text{ Å}^{-1} \) and a shoulder at \( k \approx 3.35 \text{ Å}^{-1} \) [see Fig. 2(c)]. The balance of the two subpeaks that make up the first peak in \( S(k) \) is sensitive to temperature changes. At high \( T = 2200 \) K, a single broad peak appears at small \( k \), that splits upon reducing the temperature to 1800 K. Reducing the temperature further increases the intensity of the subpeak at larger \( k \) relative to the peak at small \( k \). At low densities, \( S(k) \) displays a significant separation of the first peak.

To interpret the behavior of \( S(k) \), we consider L-Si to be a mixture of two components, atoms bound by (i) metallic and (ii) covalent interactions. The latter leads to tetrahedral coordination environments, while metallic bonding can lead to disordered structures. The relative composition of these transitions in density can be found in the Supplemental Material (SM) [37].
simulations. The snapshots show that interatomic covalent bonds are
bonded nearest neighbors, and the resulting positions of these peaks are similar
to those in the crystalline [Fig.2(d)] and amorphous [40] solid components varies with temperature, such that metallic bonds dominate at high T and covalent bonding dominates at low T. Previous work found that Si atoms with an interatomic distance less than \( r_c \approx 2.49 \) Å are covalently bonded [12]. We use this distance cutoff to quantify the number of covalently bonded nearest neighbors \( N_B \) [37]. The fraction of covalently bonded nearest neighbors, \( \eta = N_B/N_C \), as a function of temperature [Fig. 2(d)] indicates that the high-density state is predominantly noncovalent and transitions to a low-density state dominated by covalent bonding at low T. Note that the behavior of \( \eta(T) \) across the transition region is a result of sharp transitions in both \( N_C(T) \) and \( N_B(T) \) [37]. The increase in \( \eta \) at low T results in tetrahedral coordination structures [11,12], while the high-density state is significantly more disordered [37]. The splitting of the first peak of \( S(k) \) into two well-defined peaks at low T is a result of this increase in covalently bonded neighbors, and the resulting positions of these peaks are similar to those in the crystalline [Fig. 2(d)] and amorphous [40] solid phases of silicon.

The increase in covalent bonding when \( l \)-Si transitions from high to low density is suggested to manifest an accompanying metal-to-semimetal transition in the electronic structure [4]. This behavior is observed here in the temperature dependence of the electronic density of states \( N(E) \), shown in Fig. 3(a), which behaves in accord with previous findings [4]. The liquid undergoes a metal-to-semimetal transition when the density transitions to lower values, evidenced by the dramatic increase in the depth of the minimum in \( N(E) \) at the Fermi energy \( E_F \).

We quantify the transition in electronic structure through the order parameter \( \tilde{N}_F(T) = N(E_F; T)/N(E_F; T = 2200 \) K), which is equal to unity at the highest temperature studied here and zero when the system is semiconducting. The \( T \) dependence of \( \tilde{N}_F(T) \) [Fig. 3(b)] indicates that the electronic structure of the system changes in concert with its density, and that a metal-to-semimetal transition occurs when the system transitions from high to low density. This transition in interatomic interactions can be observed qualitatively by visualizing isosurfaces of the electron density in representative simulation configurations, shown in Figs. 3(c) and 3(d). At high temperature, metallic bonding dominates and Si atoms are rarely connected by well-defined regions of electron density. In contrast, the tetrahedral coordination structures observed at low T are the result of covalent bonding, evidenced by well-defined regions of electron density between atoms [Fig. 3(d)]. Note that we do not find evidence of a pseudogap in \( N(E) \) at the Fermi level in the high-density phase, in contrast to a previous report that used the empirical Stillinger-Weber (SW) potential [41] to predict the location of the liquid-liquid transition and the volumes of the low- and high-density phases as input to GGA-level calculations [5]. This may be attributed to both states studied in that work being below the LLPT and in the low-density state when described within the GGA, but not with the SW potential, as supported by the results presented here.

From this analysis, it is clear that the nature of the interparticle interactions in \( l \)-Si changes significantly at a temperature between 1300 and 1500 K, manifesting a transition between high- and low-density states. Phenomenological descriptions of LLPTs and their associated features can be obtained through an empirical description of interparticle interactions that involve two length scales [42,43]. Such two-length-scale potentials can yield systems with a well-defined liquid-liquid critical point and associated phase transitions between high- and low-density liquids [42–44]. Previous work has even provided a quantitative mapping between a liquid and its coarse-grained, two-length-scale counterpart [45]. The use of temperature-independent pair potentials neglects the change in interparticle interactions with temperature observed in \( l \)-Si [4,5], as discussed further below.

We first illustrate that a coarse-grained, pairwise description of \( l \)-Si yields a two-length-scale potential by using the inverse Boltzmann inversion technique [46] to obtain effective pair potentials between Si atoms at two temperatures, \( T = 1800 \) and 1200 K, referred to as high-density and low-density states with effective potentials \( \mu_2(r) \) and \( \mu_1(r) \), respectively, shown in Fig. 4(a). These interaction potentials were obtained by matching the \( g(r) \) of the effective system to that from \textit{ab initio} MD (AIMD) at the state point of interest in an iterative procedure. Both potentials display two length scales, defined by the minima near \( r = 2.5 \) and 4 Å; the former corresponds to the length scale \( r_c \) below which covalent bonding is observed. The minima and maxima are more prominent in \( \mu_1(r) \), which has a significant energy barrier between the two minima. The difference in potentials may not be surprising, because they are effective representations of qualitatively different interatomic bonding environments; \( \mu_2 \) effectively describes metallic bonds, while \( \mu_1 \) describes the tetrahedral structures resulting from \( sp^3 \)-hybridized covalent bonding. The distinction between the interactions underlying the effective potentials
We note that convergence of averages in the supercooled regime is not guaranteed, because our simulations are only several relaxation times in length. Despite this fact, we have demonstrated that the SCAN functional improves the description of the low-temperature behavior of l-Si from ab initio simulations, evidenced by the improved estimate of the melting temperature $T_m = 1652 \pm 46$ K, in agreement with the experimental value of 1685 K. Additionally, structural changes that have been attributed to a low-temperature phase transition are found to occur between 1300 and 1500 K, in contrast to the 1060 K predicted previously with LDA. Our improved estimates suggest that experiments searching for proposed liquid-liquid transitions in silicon should focus on temperature ranges 150–350 K below the melting point of Si, which require significantly less supercooling than previous LDA-based estimates would suggest. Such temperatures can be accessed in experiments and are above estimates of the homogenous nucleation temperature of the crystalline solid phase [54].
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