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Abstract

The structure of a market describes the nature of competition between participating firms. This paper introduces a framework for designing market structures and characterizes the socially efficient ones. We define a market structure as the set of firms’ strategies and mappings from those strategies to market entry rules, an allocation of products to consumers, and firm revenues. We show that efficient market structures are equivalent to price competition with transfers and yardstick price caps that depend on the published prices of competing firms. Hence, efficient market structures can be implemented without prior knowledge of individual consumer preferences, firms’ realized costs, or firm conduct. Further, if firms have any private information, any unregulated market is socially inefficient. Finally, if a regulator cannot administer the optimal market structure, a naive policy of restricting entry to the lowest-priced firms performs well for low-grade, outdated products (e.g., flip phones), but not for premium, state-of-the-art products (e.g., robotics).
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1 Introduction

In neoclassical economics, the *structure* of a market describes the nature of competition between participating firms (McNulty, 1968; Baumol, 1982). Core elements of a market structure include the ease of entry and exit, the number of active sellers, the distribution of market shares, and firm conduct (i.e., sellers’ available competitive strategies and how those strategies translate into market equilibrium outcomes).

Upon first thought, one might conclude that a market structure requires no “design” by an outsider. To achieve a social welfare optimum, perhaps *laissez-faire* is the correct principle. One notable contrary example that demonstrates the advantage of intervention is that of a monopolist who operates with private information about cost. David Baron and Roger Myerson studied the optimal regulation of such a firm and justified the use of an interventionist policy to maximize expected social welfare (Baron and Myerson, 1982). Another example is Steven Salop’s circular model of monopolistic competition (Salop, 1979). The decentralized equilibrium with costly entry features an excessive number of product varieties compared to the optimum. That loss in welfare can be resolved by a regulator increasing the cost of firm creation.

Having argued for the need for market structure design, it is next important to prescribe some properties that bolsters its practical use. It would be helpful that the designer not require omniscience of the market to implement a market structure. Individual consumer preferences, the realized costs of production, and the strategic game that firms partake in may excusably escape a designer’s competence. The first two could be estimated imperfectly, but understanding the complete nature of the existing firm conduct is especially challenging. Bounded knowledge should not constrain the achievement of an optimal design.

A second useful property is that the design and the regulatory policy to implement the design are simple. When outside interference is warranted to improve welfare, the design and the policy should be readily understood by all parties involved (both the regulator and the regulated), who presumably have a functioning grasp of economics. Part of being simple is also being familiar. The design and the implementation policy is better off avoiding components that are completely alien to regulatory history.
This paper provides a framework for designing market structures, characterizes the socially efficient ones, and shows that these efficient structures can be designed in a simple way that requires no omniscience of the market or its players. To this end, in Section 2 we establish the general environment for the framework. In our setting, a fixed number of firms selling heterogeneous products have the potential to operate. A firm’s production costs are private information, drawn from a general distribution, and are independent from every other firm’s. A continuum of consumers have unit demand and heterogeneous tastes over products. With these cost and preference distributions, we formally define a market structure as a mapping that assigns firms’ strategies to a tuple of (i) probabilities that each firm enters the market, (ii) an allocation of products to consumers among firms who enter, and (iii) firm revenues.

Given a market structure, the timing of the model begins with firms privately observing their own costs, choosing strategies, and finally receiving an ex-post payoff in the form of profits. In effect, a market structure defines a Bayesian game in which each firm has a private type, a strategy space, and a profit payoff function. To be more concrete, consider a setting akin to Bertrand (1883) with a homogenous product. Here, the market structure entails price competition: Firms post prices simultaneously, and consumers buy from firms with the lowest price whenever there are gains from trade.

Having established what a market structure is, we then describe the socially efficient ones in Section 3. When measuring efficiency, we focus on the interim period in which each firm personally knows its realized production costs, but holds only expectations of its competitors’ costs. That way, we can be assured that each firm earns no less under an efficient market structure than under any other market structures without intervention.

Our main result is Theorem 1. There, we show that among infinitely many possible market structures, the efficient ones are equivalent to the following class: price competition with transfers and yardstick price caps. We label this class PRYCE CAP market structures. In this class, firms strategize and keep control over price. But each firm faces an individual price cap that depends on the posted prices of the other firms. We use the word “yardstick” in a way similar to Shleifer (1985)’s use of the word, in that a firm’s regulation depends on characteristics of other firms. Embedded in a firm’s price cap is an operating license, which
contains the right of entry into the market. A firm is granted a license if it proposes to set a price under its price cap.\textsuperscript{1,2} Among firms that are granted licenses, a consumer selects a firm (i.e., transacts with it), if the consumer prefers the firm’s product at the posted price above all other competitors.

Every efficient market structure can be implemented by a PRYCE CAP market structure, which utilizes only transfers and price caps. Although the details of the yardstick price cap are new, it is still a price cap. Hence, designing an efficient market structure is familiar to regulatory experience—making it simple. Designing it also requires no omniscient knowledge of individual consumer preferences, realized production costs, or firm conduct. The designer need only observe the public prices that firms announce.

Looking across all possible market structures, we unveil the price cap’s central role in market structure design. Doing so establishes its primacy in efficient regulatory regimes and rationalizes its use in practice. The literature has thus far only endogenized the price cap as a regulatory tool in restricted settings, such monopolies (e.g., Lewis and Sappington, 1989; Schmalensee, 1989).

In a corollary to our theorem, we show that for any existing market structure, either it already is interim Pareto efficient, or there exists a PRYCE CAP market structure that Pareto dominates it. The corollary thus provides a straightforward, precise recipe to make any market structure interim efficient if it is not already: price competition plus transfers and yardstick price caps. All firms would be open to participating in the new market structure, as all would earn at least as much as they had under the existing one.

To build intuition for PRYCE CAP market structures, Section 5.1 presents a concrete example in a duopoly setting with fixed costs and when consumer tastes are independently drawn from a uniform distribution. In the example, each firm’s price cap loosens in the other

\textsuperscript{1}Our yardstick price cap has commonality with the “coopetition” price cap of Rey and Tirole (2019). While the yardstick price cap is not voluntarily set by the firms themselves as in Rey and Tirole (2019), it similarly is determined by firms’ joint strategic decisions.

\textsuperscript{2}The license to operate embedded in the price cap differs from firms competing in an auction for the right to supply a product (as in Demsetz, 1968; Laffont and Tirole, 1987; Riordan and Sappington, 1987; Kjerstad and Vagstad, 2000) or to enter a research tournament (as in Taylor, 1995; Fullerton and McAfee, 1999; Che and Gale, 2003). Here, firms are not competing over a single object. Potentially all firms may be granted a license and enter the market. The operating license is essentially a multi-good auction (e.g., Armstrong, 2000) where the bidders have unit demand.
firm’s price when both firms operate in the market. This behavior is consistent with the 
yardstick nature of the regulatory tool. But a firm is excluded from the market if it publishes 
a price too high relative to the competitor. Section 5.2 illustrates some properties of the 
yardstick price cap when \( N \) firms can potentially operate and consumer preferences are i.i.d. 
There, we show that the firm which announces the highest price receives the lowest (most 
stringent) price cap. We also show that firms can post prices that automatically include or 
exclude themselves from the market regardless of their competitors’ prices.

Although implementing a socially efficient PRYCE CAP market structure does not re-
quire knowledge of individual consumer preferences, a regulator does need to know the 
distribution of values. Implementation also involves computing the correct transfers and 
price caps. These three prerequisites to achieve efficiency might be asking too much of a 
regulator in practice.

We address this concern in Section 6 by asking: When is it possible for market structures 
to be socially efficient on their own, without outside interference? To answer this question, 
we introduce laissez-faire market structures. In a laissez-faire market structure, a strategy 
profile among firms leads to a vector of prices for their products. The revenue of a firm—
conditional on it competing in the market—is its product’s price times quantity supplied. 
Transfers of any other form are not allowed. Consumers, for their part, are only required to 
be sequentially rational. That is, if a consumer buys from a firm, the person must value the 
product at least as much as the price she pays for it. Understanding when this kind of “free 
market” structure is efficient is crucial to identifying when regulating a market is necessary, 
if at all.

Section 6.1 presents our second theorem. There, we prove that a laissez-faire market 
structure is efficient only if firms have no private information. Arguably few strategic indus-
trial settings satisfy this requirement. For example, while Bertrand price competition with 
complete information achieves allocative efficiency, any perturbation to firms’ information 
structure immediately renders that market structure inefficient. Thus, the theorem suggests 
that regulation, if done correctly, is generically necessary for all industrial markets. The 
paper identifies the right tools to do it.

Despite the generic inefficiency of laissez-faire market structures, we ask in Section 6.2:
How closely can this kind of market structure approximate an efficient PRYCE CAP market structure? And can an even simpler regulation than that under PRYCE CAP perform well? A challenge of implementing the socially efficient market structures is that a regulator must compute the correct transfers and yardstick price caps, which relies on knowledge of the underlying consumer value distribution. A more modest policy demanding less information might be an adequate alternative if it closely approximates the social frontier.

To answer this question, we explore a setting where consumer values are either i.i.d. or perfectly correlated. Laissez-faire categorizes a large class of market structures, but a single one is needed to compare to PRYCE CAP market structures. Sticking with price competition to parallel PRYCE CAP and selecting an uncomplicated regulation, we choose laissez-faire price competition with restrictions on entry alone. Conditional upon entering, firms compete unobstructed. But a regulator can stop certain firms from entering at all. In this market structure, firms post prices, consumers purchase from the firms that deliver them the highest surplus, and a regulator chooses which firms to operate. The intervention requires hardly anything of the regulator: Simply observe the prices posted and permit only the firms with the lowest prices to enter. No other information, computation, or tools are necessary.

We derive the upper bound on the distance between welfare under laissez-faire price competition with entry restrictions and the efficient frontier. Depending on the presence or absence of fixed costs and whether consumer preferences are i.i.d. or perfectly correlated, the upper bound is either the mean or expected maximum consumer value across all operating firms. This result implies that some markets will do better than others at approximating maximum efficiency under regulations on entry alone. Markets for goods or services that consumers attach low value, such as used, low-grade, or old-technology products (like flip phones, fax machines, or frozen vegetables), will have tighter bounds and get closer to peak welfare. In contrast, markets for goods or services that consumers assign high value, such as premium, first-rate products, bespoke services, or new, highly-valued technology (like self-driving cars, robotics, or organic foods), will fair worse. These latter markets are poorly suited for regulation on entry alone and are better candidates for PRYCE CAP regulation if the necessary tools can be implemented correctly.
Our framework applies to a broad range of industrial settings, as it can accommodate a variety of strategies that firms are thought to employ when competing. This expansive treatment is important, as the nature of competition can differ substantially between industries. As Berry et al. (2019) note, “prices are determined in the food distribution industry via second price auction, in health care via bilateral bargaining, and in retail as posted prices.” In Section 2.3, we demonstrate that our model for market structures nests each of these examples and more. Among others are pure monopoly, competing on price á la Bertrand (1883), competing on quantity á la Cournot (1838), competition over differentiated products (Perloff and Salop, 1985), and consumer search (Varian, 1980; Narasimhan, 1988; Armstrong and Vickers, 2019).

The framework builds on existing studies of market regulation with asymmetric information. Literature in this area thus far has more or less fixed the market structure in the analysis rather than treat it as an object to design from scratch. For example, a great deal of work has centered on managing the behavior of a monopolist who holds private knowledge about costs or demand (e.g., Baron and Myerson, 1982; Guesnerie and Laffont, 1984; Laffont and Tirole, 1986; Lewis and Sappington, 1988; Armstrong and Sappington, 2004). Even when researchers account for multiple firms, they have preselected market structures to compare welfare, such as monopoly against duopoly (e.g., Auriol and Laffont, 1992; Armstrong and Sappington, 2006). Or, researchers have searched for the optimal number of suppliers of a single product (see Mankiw and Whinston, 1986; Vickers, 1995 and work on spectrum auctions such as McMillan, 1994; Milgrom, 1998; Hoppe et al., 2006). Lastly, they have explored whether a single firm ought to supply multiple products or rather, different firms supply different products (e.g., Palfrey, 1983; Baron and Besanko, 1992; Dana Jr, 1993; Gilbert and Riordan, 1995; Severinov, 2003). In contrast, we start with as bare an architecture as we can imagine. We assume general distributions for consumer tastes and firm costs. The number of active firms that enter is endogenous. Regarding the market structure, we only take as given the existence of a functioning market—an institution “for the consummation of transactions,” as George Stigler put it (Stigler, 1957). From there, we search among an extensive set of possibilities for the desirable game of competition among industry players, so as to maximize welfare.
Our approach is closer to the mechanism design literature that considers all possible interacting channels through which market equilibrium outcomes can be determined. In particular, our model can be thought of as a generalization of Baron and Myerson (1982) that considers an economy with more than one firm. With multiple firms, the allocation space becomes far richer compared to Baron and Myerson (1982). In our setting, the relevant allocation is the entire distribution of matches of consumers and products, instead of a one-dimensional demand quantity.\(^3\)

2 Model

2.1 Primitives

A number \(N \geq 1\) of firms produce \(N\) heterogeneous products. Each firm \(i\) has cost function \(C_i(q) = \theta_i(q + \kappa_i)\), where \(q\) is quantity and \(\kappa_i \geq 0\) is commonly known. Meanwhile, \(\theta_i \geq 0\) is the firm’s private information. The values \(\theta = (\theta_i)_{i=1}^N \in \mathbb{R}^N\) are independent and \(\theta_i\) follows a distribution \(G_i\). Assume that \(\text{supp}(G_i) \subset \mathbb{R}_+\) is compact and denote \(\theta_i := \max \text{supp}(G_i)\) and \(\underline{\theta}_i := \min \text{supp}(G_i)\) so that \(\text{co}(\text{supp}(G_i)) = \Theta_i := [\theta_i, \underline{\theta}_i]\).

A unit mass of consumers stand ready to purchase. Each consumer has unit demand and heterogeneous values \(v \in V \subseteq \mathbb{R}^N_+\), so that a consumer with value vector \(v = (v_1, \ldots, v_N)\) has value \(v_i\) for firm \(i\)’s product, where \(V\) is a hypercube in \(\mathbb{R}^N_+\). The consumers’ values are distributed according to measure \(F \in \Delta(V)\).

2.2 Market Structure

A market structure is a tuple \((S, r, \mu, t)\) that assigns firms’ strategies to (i) market entry probabilities, (ii) an allocation of products to consumers, and (iii) firm revenues. Formally, \(S = \prod_{i=1}^N S_i\), where \(S_i\) is a measurable space that describes firm \(i\)’s strategies. The measurable function \(r : S \rightarrow [0, 1]^N\) maps firms’ strategy profiles to firms’ probabilities of entering the market. Similarly, \(t : S \rightarrow \mathbb{R}^N\) maps firms’ strategy profiles to firms’ revenues. Finally, let \(A\) be the collection of measurable functions \(v \mapsto (\mu_i(v))_{i=1}^N\) such that \(\sum_i \mu_i(v) \leq 1\). The

\(^3\text{See Amador and Bagwell (2021) and Guo and Shmaya (2019) for other recent papers related to Baron and Myerson (1982).}\)
product allocation rule \( \mu \) is a measurable function from \( S \) to \( A \), mapping firms’ strategy profiles to an allocation of products among consumers.

The interpretation of a market structure is that, given a strategy profile \( s \in S \), the value \( r_i(s) \in [0, 1] \) is the probability that firm \( i \) enters the market; \( \mu_i(v|s) \in [0, 1] \) is the share of consumers with value vector \( v \) who buy the product from firm \( i \), conditional on firm \( i \) being in the market; and \( t_i(s) \) is the revenue of firm \( i \). We normalize the firms’ outside options to zero, and we require that any market structure must allow an opt-out option \( s_0 \in S_i \) such that \( t_i(s_0, s_{-i}) = \mu_i(v|s_0, s_{-i}) = r_i(s_0, s_{-i}) = 0 \) for all \( i \), for all \( s_{-i} \in S_{-i} \), and for all \( v \in V \).

Given a market structure \((S, r, \mu, t)\), the timing of events is as follows.

1. Types \( \{\theta_i\}_{i=1}^N \) are drawn independently from \( \{G_i\}_{i=1}^N \) and each firm privately observes its own cost.

2. Firms simultaneously choose \( s_i \) from \( S_i \).

3. Each firm \( i \) receives (ex-post) payoff

\[
\pi_i(s, \theta_i|S, r, \mu, t) := t_i(s) - r_i(s)\theta_i \left( \int_V \mu_i(v|s)F(dv) + \kappa_i \right).
\]

Notice that a market structure \((S, r, \mu, t)\) defines a Bayesian game where each firm \( i \) has private type \( \theta_i \in \Theta_i \), strategy space \( S_i \), and payoff function \( \pi_i(s, \theta_i|S, r, \mu, t) \).

### 2.3 Range of Competitive Games

Here we provide some examples of market structures. We also discuss the range of the competitive games that our framework accommodates.

**Example 1 (Monopoly).** The following market structure describes a monopoly market where firm \( i = 1 \) is a monopolist. The strategy spaces are \( S = \mathbb{R}_+^N \); firm revenues are given by \( t_i(s) := s_i \int_V \mu_i(v|s)F(dv) \), entry probabilities are \( r_1(s_1) = 1 \) and \( r_j(s_j) = 0 \) for all \( j \neq i \), and the allocation of products to consumers is

\[
\mu_i(v|s) = \begin{cases} 
1, & \text{if } i = 1 \text{ and } v_i \geq s_i \\
0, & \text{otherwise}
\end{cases},
\]
for all $i$ and for all $s \in S$.

Under this market structure, only firm 1 operates in the market and chooses a monopoly price $s_1 \geq 0$ to sell to the consumers. Given price $s_i$, all the consumers with value $v_i \geq s_1$ buys from firm 1 whereas all other consumers do not buy.

**Example 2 (Price Competition).** The following market structure describes a price competition model. Let the strategy spaces be $S = \mathbb{R}_+^N$, revenues be $t_i(s) = s_i \int_V \mu_i(v|s) F(dv)$, and entry probabilities be $r_i(s) = 1$ for all $i$ and for all $s \in S$. Furthermore, define $\mu$ as

$$
\mu_i(v|s) = \begin{cases} 
\frac{1}{|\mathbb{M}(v,s)|}, & \text{if } v_i - s_i = \max_j \{v_j - s_j\} \text{ and } v_i \geq s_i \\
0, & \text{otherwise}
\end{cases},
$$

for all $i \in \{1, \ldots, N\}$ and for all $s \in S$, where $\mathbb{M}(v,s) := \arg\max_i \{v_i - s_i\}$.

Under this market structure, all $N$ firms operate in the market and compete on the price margin (i.e., each firm $i$ sets price $s_i \geq 0$). After seeing firms’ prices $s = (s_1, \ldots, s_N)$, consumers buy from the firm that gives them the highest surplus.

Notice that with different specifications of the value distribution $F$, this market structure corresponds to various canonical competition models. In particular, by assuming that $v$ is perfectly correlated (i.e., $v_1 = \ldots, v_N = v$ with $F$-probability 1), we have the classical Bertrand competition (Bertrand, 1883) model (with private marginal costs); by assuming that $v$ is independent, we have the model á la Perloff and Salop (Perloff and Salop, 1985); by assuming that $N = 2$ and that $v$ is perfectly negatively correlated (i.e., $v_1 + v_2 = 1$ with $F$-probability 1), we have the Hotelling location model (Hotelling, 1929).

**Example 3 (Quantity Competition).** Suppose that $F$ is atomless. The following market structure describes a quantity competition model. Let the strategy space be $S = [0,1]^N$, and let entry probabilities be $r_i(s) = 1$ for all $i$ and for all $s \in S$. Furthermore, since $F$ is atomless, the function

$$
(p_1, \ldots, p_N) \mapsto \int_V 1\{v_i \geq p_i, \forall i\} F(dv)
$$

is continuous and nondecreasing, and it has value 1 at $p_1 = \ldots = p_N = 0$ and value 0 at $p_1 = \ldots = p_N = \max_i \{\max(\text{proj}_i V)\}$. Therefore, for any $s \in S$ such that $\sum_j s_j \leq 1$, there
exists \( \{p_i(s)\}_{i=1}^N \) such that

\[
\int_V 1\{v_i \geq p_i(s), \forall i\} F(dv) = \sum_{j=1}^N s_j.
\]

Take any of such functions, and for each \( i \), extend \( p_i \) to be defined on the entire \( S \) by letting \( p_i(s) = 0 \) for all \( s \in S \) such that \( \sum_j s_j > 1 \).

Now let

\[
\mu_i(v|s) := \begin{cases} \frac{s_i}{\sum_j s_j}, & \text{if } v_j \geq p_i(s), \forall j \\ 0, & \text{otherwise} \end{cases}
\]

for all \( i \), for all \( v \in V \), and for all \( s \in S \), and let the revenues be defined as \( t_i(s) = \int_V \mu_i(v|s) F(dv) \).

Under this market structure, each firm \( i \) chooses quantity \( s_i \) they wish to sell. Market prices (and, hence, the allocation of the products) are determined through the inverse demand functions \( \{p_i\}_{i=1}^N \). Therefore, given any profile of chosen quantities \( s = (s_1, \ldots, s_N) \), firm \( i \) sells

\[
\int_V \mu_i(v|s) F(dv) = \frac{s_i}{\sum_j s_j} \int_V 1\{v_j \geq p_j(s), \forall j\} F(dv) = s_i
\]

units at price \( p_i(s) \) if \( \sum_j s_j \leq 1 \), and sells \( \frac{s_i}{\sum_j s_j} \) units at price 0 if \( \sum_j s_j > 1 \). This is strategically equivalent to a quantity competition game with inverse demand functions \( \{p_i\}_{i=1}^N \).

**Example 4 (Entry Deterrence).** The following market structure describes a model where an incumbent (firm 1) can use price to deter entry of potential entrants à la Von Stackelberg (1934) sequential competition. Let firm 1’s strategy space be \( S_1 = \mathbb{R}_+ \) and let all other firms’ strategy spaces be \( S_i = \{e_i : S_1 \to \{0, 1\}\} \times \{p_i : S_1 \to \mathbb{R}_+\} \) so that a strategy \( s_i \) for firm \( i > 1 \) can be written as \( s_i = (e_i, p_i) \). Let the revenues be \( t_i(s_1, (e_i, p_i))_{i=2}^N = 4\)

The inverse demand functions \( \{p_i\}_{i=1}^N \) are defined implicitly through the intermediate value theorem, and there could be multiple sets of inverse demands that satisfy this condition. Such multiplicity embeds different complementarity structures. For instance, we may always define \( p_i \) by

\[
\int_V 1\{v_i \geq p_i\left(\sum_j s_j\right), \forall i\} F(dv) = \sum_j s_j
\]

so that \( p_1 = \ldots = p_N \). This would corresponds to the classical Cournot model (Cournot, 1838), but with private marginal costs.
\[ p_i(s_1) \int_{V} \mu_i(v|s) F(dv); \] and let the entry probabilities be \( r_i(s_1, (e_i, p_i)_{i=2}^N) = 1 \) and \( r_i(s_1, (e_i, p_i)_{i=2}^N) = e_i(s_1) \), for all \( s \in S \) and for all \( i > 1 \). Finally, let \( \mu \) be defined as

\[
\mu_i(v | s_1, (e_i, p_i)_{i=2}^N) = \begin{cases} 
\frac{1}{|M(v, s_1, (e_i, p_i)_{i=2}^N)|} & \text{if } v_i - p_i(s_1) = \max_j \{ (v_j - p_j(s_1)) \} \text{ and } r_i(s_1, (e_i, p_i)_{i=1}^N) = 1, \\
0, & \text{otherwise}
\end{cases}
\]

for all \( i \in \{1, \ldots, N\} \) and \( (s_i, (e_i, p_i)_{i=2}^N) \in S \), where \( M(v, s_1, (e_i, p_i)_{i=2}^N) := \arg\max_i \{ (v_i - p_i(s_1)) \} \) and \( p_1(s_1) = s_1 \).

Under this market structure, firm 1 is an incumbent and chooses its price \( s_1 \) first. Afterward, all other firms observe firm 1’s price \( s_1 \), and then they choose whether to enter the market, as well as what price to charge. That is, each firm \( i > 1 \) chooses an entry rule \( e_i \) and a pricing rule \( p_i \) as functions of firm 1’s price. After entry decisions are made and prices are set, consumers then buy from the active firm that gives them the highest surplus.

**Example 5 (Promotional Sales and Consumer Search).** The following market structure describes a model with “captive consumers” and “shoppers.” Let the action spaces be \( S = \mathbb{R}_+^N \), revenues be \( t_i(s) = s_i \int_{V} \mu_i(v|s) F(dv) \), and entry probabilities be \( r_i(s) = 1 \) for all \( s \in S \) and for all \( i \). Furthermore, let

\[
\mu_i(v | s) = \begin{cases} 
\gamma_i + \left( 1 - \sum_{j=1}^N \gamma_j \right) \frac{1_{\{s_i \in M(v, s)\}}}{|M(v, s)|}, & \text{if } v_i \geq s_i, \\
0, & \text{if } v_i < s_i
\end{cases}
\]

for all \( i \), for all \( v \), and for all \( s \), where \( M(v, s) := \arg\max_i \{ v_i - s_i \} \), \( \gamma_i \in [0, 1] \) for all \( i \), and \( \sum_{i=1}^N \gamma_i \leq 1 \).

Under this market structure, each firm \( i \) has \( \gamma_i \) share of “captive” consumers that are loyal to firm \( i \). These consumers only see firm \( i \)'s price. Meanwhile, the remaining \( 1 - \sum_j \gamma_j \) share of consumers are “shoppers” who visit all the firms and thus observe all firms’ prices. Notice that if \( v \) is perfectly correlated so that with \( F \)-probability 1, \( v_1 = v_2 = \cdots = v_N \), this market structure describes the promotional sales model of Armstrong and Vickers (2019), which in turn nests the model of Varian (1980) and Narasimhan (1988).

**Example 6 (Reverse Auction with Many Buyers).** The following market structure de-
scribes a type of reverse auction where firms submit bids (prices) and firms with the lowest bid win and sell their products to all consumers with values above that bid. Pharmacy Benefit Managers (PBMs) are known to employ this kind of auction. The PBM holds an auction across drugs that treat a particular medical condition. The drugs of the winning manufacturers (the sellers) with the lowest bids are put on the PBM’s formulary for doctors to prescribe and patients (the consumers) to purchase.\(^5\) Under this market structure, \(S = \mathbb{R}_+^N, t_i(s) = s_i \int v \mu_i(v|s) F(dv), r_i(s) = 1\) for all \(s \in S\) and for all \(i\), and
\[
\mu_i(v|s) = \begin{cases} 
\frac{1\{s_i \in \mathcal{M}(s)\}}{|\mathcal{M}(s)|}, & \text{if } s_i \leq v_i \\
0, & \text{if } s_i > v_i 
\end{cases},
\]
for all \(i\), for all \(v \in V\), and for all \(s \in S\), where \(\mathcal{M}(s) := \arg\min_i \{s_i\}\).

**Discussion.** As hinted by the many examples above, any Bayesian game that models competition among \(K \leq N\) firms can be regarded as a market structure. As such, our analyses of market structures apply to all possible static models of competition with fixed preferences and technology, regardless of a model’s assumptions about firm conduct, market power, price determination, or profit sharing rules.\(^6\) Any dynamic model that can be represented in strategic form is also eligible. Markets in which prices are determined via bilateral bargaining are also eligible.\(^7\)

Of course, not all competitive games among \(K \leq N\) firms have an equilibrium. Furthermore, even if an equilibrium exists, some equilibria might be extremely difficult to characterize. A great benefit of our framework is that, as explained below, it bypasses explicit characterizations of equilibria and only focuses on the outcomes.

---

\(^5\)We thank Fiona Scott Morton for kindly pointing us to this example. See Garthwaite and Morton (2017) for more discussion on PBMs.

\(^6\)Fixed preferences and technology imply that our framework does not suit settings where these two objects are endogenous. Examples of this kind are costly consumer search (e.g., Carlson and McAfee, 1983; Stahl, 1989), informative advertisement (e.g., Butters, 1977; Grossman and Shapiro, 1984; Robert and Stahl, 1993), cost-reducing investment (e.g., Laffont and Tirole, 1986), or network externalities (e.g., Katz and Shapiro, 1985).

\(^7\)Many markets rely crucially on merchant or agent intermediaries (e.g., coffee beans, automobiles, comic books, motion pictures). Intermediaries can readily fit into our framework by adding more players without private information who receive shares of the transfers. We do not explicitly include intermediaries in our model for simplicity.
Among this broad range of market structures, our main interest is to characterize the efficient market structures and explore ways to implement them. To this end, we first formally define our notion of efficiency.

### 2.4 Defining Efficiency

For any market structure \((S, r, \mu, t)\) and for any Bayes-Nash equilibrium \(\sigma\) of the induced Bayesian game, let

\[
\Pi_i(\theta_i|S, r, \mu, t; \sigma) := \mathbb{E}_{\theta_i} \left[ \pi_i(\sigma_i(\theta_i), \sigma_{-i}(\theta_{-i}), \theta_i|S, r, \mu, t) \right]
\]

denote firm \(i\)'s interim profit and let

\[
\Sigma(S, r, \mu, t; \sigma) := \mathbb{E}_\theta \left[ \int_{V} \sum_{i=1}^{N} v_i \mu_i(v|\sigma(\theta)) F(dv) - \sum_{i=1}^{N} t_i(\sigma(\theta)) \right]
\]

denote the expected consumer surplus. With this notation, we have the following definitions of dominance and efficiency:

**Definition 1.** A market structure \((S, r, \mu, t)\) and a Bayes-Nash equilibrium \(\sigma\) dominates another market structure \((S', r', \mu', t')\) and Bayes-Nash equilibrium \(\sigma'\) if

\[
\Sigma(S, r, \mu, t; \sigma) \geq \Sigma(S', r', \mu', t'; \sigma')
\]

and

\[
\Pi_i(\theta_i|S, r, \mu, t; \sigma) \geq \Pi_i(\theta_i|S', r', \mu', t'; \sigma')
\]

for all \(i\) and for all \(\theta_i \in \Theta_i\), with at least one inequality being strict.

**Definition 2.** A market structure \((S, r, \mu, t)\) is efficient if there exists a Bayes-Nash equilibrium \(\sigma\) in the Bayesian game induced by \((S, r, \mu, t)\) such that no other market structures and Bayes-Nash equilibria dominate \((S, r, \mu, t)\) and \(\sigma\).

**Remark 1.** We are interested in interim efficient market structures, as opposed to merely ex-ante efficient market structures. This not only produces more general results, but also allows
for a crucial implication from a regulatory perspective. Specifically, suppose that there is a designer (i.e., a regulator) who does not have information about the firms’ realized costs but is able to intervene in the market to design and enforce market structures. A reasonable criterion for good regulation is that each firm receives a profit no less than what it would have earned under the existing market structure without any intervention. As each firm has private information about its type $\theta_i$, satisfying this criterion requires that each firm’s profit must be no less than its interim equilibrium payoff in absence of intervention. That exact requirement inhabits our definition of an interim efficient market structure.\(^8\)

Remark 2. In defining efficiency, we account for consumer surplus at the global level across all consumers in aggregate, not at the micro level of an individual consumer in isolation. This perspective suits our interest in the efficient regulation of an entire market rather than the regulation of individual consumer-firm relations. A consequence of our choice is that even under an efficient market structure, a consumer might end up with negative surplus ex post (but never ex ante). While no consumer will ever pay more for a product than her value for it under the efficient market structures we characterize, some consumers could end up in the red if taxed. Consumers are granted no outside options in our model, meaning they cannot evade this possibility. Negative ex post individual consumer surplus also is conceivable in Baron and Myerson (1982)—which too regards an entire market’s regulation—but not in Myerson and Satterthwaite (1983),\(^9\) where the entire focus is on a single buyer and single seller.\(^{10}\)

3 Efficiency of PRYCE CAP Market Structures

In what follows, we introduce our main result. As noted in the previous section, our main interest is in characterizing the efficient market structures and exploring practical ways to implement them. Although there are infinitely many possible market structures and some of

---

\(^8\)Relatedly, Dworczak et al. (2021) also characterizes the interim efficient mechanisms. There, the interim criterion arrives naturally as agents have differentiated marginal utilities for money. While in our setting the interim criterion is due to the desirability of the regulated market from firms’ perspectives.

\(^9\)See Larsen (2021) for a recent empirical study measuring the efficiency of real-world bargaining outcomes in the used car market under the Myerson and Satterthwaite (1983) framework.

\(^{10}\)As a result, the ex post efficient allocation is in fact implementable through a budget-balanced mechanism in our setting.
them can be extremely complex, we show that the efficient market structures are “simple,” in the sense that any efficient market structure is equivalent to one that belongs to a natural class. This class of market structures involves price competition with transfers and yardstick price caps, and we refer to this class as PRYCE CAP market structures.

**Definition 3.** \((S, r, \mu, t)\) is a price competition with transfers and yardstick price caps (PRYCE CAP) market structure if, for any \(i\),

1. \(S_i = \mathbb{R}_+\).

2. For any \(s \in S\), \(r_i(s) = 1\{s_i \leq \bar{p}_i(s_{-i})\}\), for some \(\bar{p}_i : S_{-i} \to \mathbb{R}_+ \cup \{\infty\}\).

3. For any \(v \in V\) and for any \(s \in S\),

\[
\mu_i(v|s) = \begin{cases} 
1, & \text{if } v_i - s_i > \max_{j\neq i}(v_j - s_j)^+ \text{ and } r_i(s) = 1 \\
0, & \text{if } v_i - s_i < \max_{j=1,j \neq i}(v_j - s_j)^+ \text{ or } r_i(s) = 0
\end{cases}
\]

4. For any \(s \in S\), \(t_i(s) = s_i \int_V \mu_i(v|s)F(dv) - \tau_i(s_i)\), for some \(\tau_i : S_i \to \mathbb{R}\).

Under a PRYCE CAP market structure,\(^{11}\) each firm \(i\) simultaneously announces a price \(s_i \geq 0\). Given the announced prices \(s = (s_1, \ldots, s_N)\), a firm is first selected into the market based on whether its announced price \(s_i\) is below its price cap \(\bar{p}_i(s_{-i})\). Among the firms that enter the market, consumers then see the announced prices and decide which firm to buy from. Finally, each firm is compensated or taxed via lump-sum transfers from consumers. This transfer amount \(\tau_i(s_i)\) depends only on the firm’s own price.

Notice that if \(\bar{p}_i(s_{-i}) = \infty\) and \(\tau_i(s_i) = 0\) for all \(i\) and for all \(s\), a PRYCE CAP market structure \((S, r, \mu, t)\) simply reduces to a pure price competition model (see Example 2 above). From this perspective, PRYCE CAP market structures can be regarded as generalizations of pure price competition models that are commonly assumed, with the differences being re-distributional transfers \(\{\tau_i\}_{i=1}^N\) and yardstick price caps \(\{\bar{p}_i\}_{i=1}^N\).

\(^{11}\)In naming the price caps, we use the word “yardstick” in a way similar to Shleifer (1985)’s use of the word, in that a firm’s regulation depends on characteristics of other firms. In Shleifer (1985), the price a monopolist receives depends on the costs of other firms in similar markets, so as to encourage the monopolist to reduce costs efficiently. Here, a firm sets its own price, but it faces an upper limit that hinges on the announced prices of competitors in the same market.
The yardstick price caps embed operating licenses for entry into the market. A firm is granted a license if and only if its announced price is below its price cap. Hence, the rule for market entry and the price caps are intimately linked. When choosing a price to announce, a firm accounts for both its own price cap and the effect that its choice will have on the price caps of other firms.

With the formal definition of PRYCE CAP market structures presented, we now state our main result.

**Theorem 1.** Any efficient market structure is equivalent to a PRYCE CAP market structure.

The significance of Theorem 1 is that, even though infinitely many market structures exist, some of which might be extremely complex, the efficient market structures are always equivalent to a PRYCE CAP market structure. This means that a designer does not have to search across infinitely many market structures, nor does she have to consider complex market structures to achieve efficiency. Efficiency can be reached by simply enforcing the correct PRYCE CAP market structure.

Furthermore, Theorem 1 also implies that the designer does not have to be omniscient to design an efficient market structure. More precisely, to implement a PRYCE CAP market structure in an existing market, the designer need not know each consumer’s product value $v$, nor the manner in which firms compete, nor the way prices are determined, nor the division of surplus.

She also does not need to control every aspect of the market, nor does she need to interfere with transactions between consumers and firms. To achieve an efficient outcome among every possible market structure, a designer need only be capable of enforcing price competition among firms, yardstick price caps, and lump-sum transfers that depend on each firm’s public price.

The operating licenses that are embedded in the yardstick price caps are important for reaching social efficiency. No license is granted and entry is restricted if a firm’s announced price is above its unique cap. Barred firms can include those that would have otherwise earned positive profits if they had been allowed entry.
The fact that any interim efficient market structure is equivalent to a PRYCE CAP market structure implies that a designer need not struggle to find ways to improve the structure of a market. If a structure is not already efficient, a designer can always improve the market’s efficiency via a price competition structure with correctly specified transfers and yardstick price caps. We summarize this insight in Corollary 1 below.

**Corollary 1.** For any market structure \((S, r, \mu, t)\), either one of the following holds:

1. \((S, r, \mu, t)\) is efficient.

2. There exists a PRYCE CAP market structure that dominates \((S, r, \mu, t)\).

### 4 Proof of Theorem 1

This section provides the proof of Theorem 1. First, notice that by the revelation principle (Myerson, 1979), it is without loss to restrict attention to incentive compatible and individually rational direct mechanisms. A direct mechanism is a market structure \((S, r, \mu, t)\) where \(S_i = \Theta_i\) for all \(i\). For simplicity, we refer to a direct mechanism as a mechanism, and we denote it by \((r, \mu, t)\) hereafter when there is no confusion.

A mechanism is said to be incentive compatible if, for all \(i\) and for all \(\theta_i, \theta_i' \in \Theta_i\),

\[
\mathbb{E}_{\theta_{-i}} \left[ t_i(\theta_i, \theta_{-i}) - r_i(\theta_i, \theta_{-i})\theta_i \left( \int_V \mu_i(v|\theta_i, \theta_{-i})F(dv) + \kappa_i \right) \right] 
\geq \mathbb{E}_{\theta_{-i}} \left[ t_i(\theta'_i, \theta_{-i}) - r_i(\theta'_i, \theta_{-i})\theta_i \left( \int_V \mu_i(v|\theta'_i, \theta_{-i})F(dv) + \kappa_i \right) \right],
\]

and it is said to be individually rational if, for all \(\theta_i \in \Theta_i\),

\[
\mathbb{E}_{\theta_{-i}} \left[ t_i(\theta_i, \theta_{-i}) - r_i(\theta_i, \theta_{-i})\theta_i \left( \int_V \mu_i(v|\theta_i, \theta_{-i})F(dv) + \kappa_i \right) \right] \geq 0.
\]

Under any mechanism \((r, \mu, t)\) satisfying (IC) and (IR), firm \(i\)'s interim expected profit is

\[
\Pi_i(\theta_i|r, \mu, t) = \mathbb{E}_{\theta_{-i}} \left[ t_i(\theta_i) - r_i(\theta)\theta_i \left( \int_V \mu_i(v|\theta)F(dv) + \kappa_i \right) \right],
\]
while the expected consumer surplus is

\[ \Sigma(r, \mu, t) := E_\theta \left[ \sum_{i=1}^{N} r_i(\theta) \int_{V} \mu_i(v|c)v_iF(dv) - \sum_{i=1}^{N} t_i(\theta) \right]. \]

Notice that a mechanism \((r, \mu, t)\) is efficient if and only if it maximizes a weighed sum of the industrial profit (i.e., the sum of firms’ interim profits and the expected consumer surplus). Thus, the set of efficient mechanisms is equivalent to the set of solutions to the following class of maximization problem

\[ \sup_{(r,\mu,t)} \left[ \sum_{i=1}^{N} \int_{\Theta_i} \Pi_i(\theta_i|r, \mu, t) \Lambda_i(d\theta_i) + \Sigma(r, \mu, t) \right], \tag{1} \]

subject to (IC) and (IR), where, for all \(i\), \(\Lambda_i\) is a nondecreasing and right-continuous function with \(0 \leq \Lambda_i(\theta_i) \leq G_i(\theta_i)\) for all \(\theta_i \in \Theta_i\).\(^{12}\)

Meanwhile, by the envelope theorem, the incentive compatibility constraint (IC) can be characterized by a revenue equivalence formula and a monotonicity condition, as summarized by the following lemma.

**Lemma 1.** A mechanism \((r, \mu, t)\) is incentive compatible if and only if, for all \(i\), there exists a constant \(\bar{t}_i \in \mathbb{R}\) such that

1. For any \(i\) and for any \(\theta_i \in \Theta_i\),

\[ E_{\theta_{-i}}[t_i(\theta_i, \theta_{-i})] = \bar{t}_i + E_{\theta_{-i}} \left[ r_i(\theta)\theta_i \left( \int_{V} \mu_i(v|\theta)F(dv) + \kappa_i \right) \right] \]

2. For any \(i\), the function

\[ \theta_i \mapsto E_{\theta_{-i}} \left[ r_i(\theta_i, \theta_{-i}) \left( \int_{V} \mu_i(v|\theta_i, \theta_{-i})F(dv) + \kappa_i \right) \right] \]

is nonincreasing.

\(^{12}\)Notice that this design problem nests that of Baron and Myerson (1982). Specifically, when \(N = 1\) and when \(\Lambda_i(\theta_i) = (1 - \alpha)G_i(\theta_i)\) for all \(i\) and for all \(\theta_i\), for some \(\alpha \in [0,1]\), the design problem reduces to that of Baron and Myerson (1982).
Proof. See Appendix A.1.

By Lemma 1, using integration by parts, for any incentive compatible mechanism \((r, \mu, t)\) and for all \(i\),

\[
\mathbb{E}_\theta[t_i(\theta)] = \int_{\Theta_i} \mathbb{E}_{\theta_{-i}}[t_i(\theta_i)]G_i(d\theta_i)
= \bar{t}_i + \int_{\Theta_i} \theta_i \mathbb{E}_{\theta_{-i}} \left[ r_i(\theta_i, \theta_{-i}) \left( \int_V \mu_i(v|\theta_i)F(dv) + \kappa_i \right) \right] G_i(d\theta_i)
+ \int_{\Theta_i} G_i(\theta_i)r_i(\theta_i, \theta_{-i})\mathbb{E}_{\theta_{-i}} \left[ r_i(\theta_i, \theta_{-i}) \left( \int_V \mu_i(v|\theta_i, \theta_{-i})F(dv) + \kappa_i \right) \right] d\theta_i.
\]

Thus, expected consumer surplus can be written as

\[
\Sigma(r, \mu, t) = \mathbb{E}_\theta \left[ \sum_{i=1}^{N} r_i(\theta_i, \theta_{-i}) \int_V v_i \mu_i(v|\theta_i, \theta_{-i})F(dv) \right]
- \sum_{i=1}^{N} \int_{\Theta_i} \theta_i \mathbb{E}_{\theta_{-i}} \left[ r_i(\theta_i, \theta_{-i}) \left( \int_V \mu_i(v|\theta_i)F(dv) + \kappa_i \right) \right] G_i(d\theta_i)
- \sum_{i=1}^{N} \int_{\Theta_i} G_i(\theta_i)r_i(\theta_i, \theta_{-i})\mathbb{E}_{\theta_{-i}} \left[ r_i(\theta_i, \theta_{-i}) \left( \int_V \mu_i(v|\theta_i, \theta_{-i})F(dv) + \kappa_i \right) \right] d\theta_i - \sum_{i=1}^{N} \bar{t}_i.
\]

Meanwhile, via Lemma 1 and integration by parts, for each firm \(i\),

\[
\int_{\Theta_i} \Pi_i(\theta_i|r, \mu, t)\Lambda_i(d\theta_i) = \int_{\Theta_i} \Lambda_i(\theta_i)\mathbb{E}_{\theta_{-i}} \left[ r_i(\theta_i, \theta_{-i}) \left( \int_V \mu_i(v|\theta_i, \theta_{-i})F(dv) + \kappa_i \right) \right] d\theta_i + \Lambda_i(\bar{\theta}_i)\bar{t}_i
\]

The following lemma further simplifies the above expression.

**Lemma 2.** For any \(i\) and for any nondecreasing, right-continuous function \(\Lambda_i\) with \(0 \leq \Lambda_i(\theta_i) \leq G_i(\theta_i)\), there exists a nondecreasing function \(\phi_i^{\Lambda_i} : \Theta_i \rightarrow \mathbb{R}_+\) such that

\[
\int_{\Theta_i} \theta_i Q_i(\theta_i)G(d\theta_i) + \int_{\Theta_i} (G_i(\theta_i) - \Lambda_i(\theta_i))Q_i(\theta_i) d\theta_i \leq \int_{\Theta_i} \phi_i^{\Lambda_i}(\theta_i)Q_i(\theta_i)G_i(d\theta_i)
\]

for any nonincreasing function \(Q_i : \Theta_i \rightarrow \mathbb{R}_+\), and the equality holds whenever \(Q_i\) is measurable with respect to the \(\sigma\)-algebra generated by \(\phi_i^{\Lambda_i}\).

*Proof.* See Appendix A.2.
Combining Lemma 1 and Lemma 2, the value of Problem (1) is bounded from above by the solution of

\[
\sup_{\tau, \mu} \left\{ \mathbb{E}_\theta \left[ \sum_{i=1}^N r_i(\theta) \left( \int_V (v_i - \phi_i^A(\theta_i)) \mu_i(v|\theta) F(dv) - \phi_i^A(\theta_i) \kappa_i \right) \right] - \sum_{i=1}^N (1 - \Lambda_i(\theta_i) ) \bar{t}_i \right\},
\]

subject to

\[
\theta_i \mapsto \mathbb{E}_{\theta-i} \left[ r_i(\theta_i, \theta_{-i}) \left( \int_V \mu_i(v|\theta_i, \theta_{-i}) F(dv) + \kappa_i \right) \right]
\]

is nonincreasing, \( (2) \)

By Lemma 1, any individually rational mechanism must have \( \bar{t}_i \geq 0 \) for all \( i \) and thus, it is without loss to set \( \bar{t}_i = 0 \) for all \( i \).

In what follows, we characterize the solution of Problem (1) by finding a solution to Problem (2) first and then verifying that the objective of Problem (1) equals to the objective of Problem (2) under this solution. To this end, define a market structure \((r^*, \mu^*, t^*)\) as follows: For any \( \theta \in \Theta \), let \( \mathcal{E}^*(\theta) \) be largest solution (in terms of the strong set order) of

\[
\max_{\mathcal{E} \subseteq \{1, \ldots, n\}} \left( \int_V \max_{i \in \mathcal{E}} (v_i - \phi_i^A(\theta_i))^+ F(dv) - \sum_{i \in \mathcal{E}} \phi_i^A(\theta_i) \kappa_i \right).
\]

Then, let

\[
\mu_i^*(v|\theta) := \begin{cases} 
\frac{1}{|\mathcal{M}^*(v, \theta)|}, & \text{if } v_i \geq \phi_i^A(\theta_i) \text{ and } i \in \mathcal{M}^*(v, \theta), \\
0, & \text{otherwise}
\end{cases},
\]

where \( \mathcal{M}^*(v, \theta) := \arg\max_{j \in \mathcal{E}^*(\theta)} \{ v_j - \phi_j^A(\theta_j) \} \), for all \( i \), for all \( v \in V \), and for all \( \theta \in \Theta \); and

\[
r^*_i(\theta) = 1 \{ i \in \mathcal{E}^*(\theta) \}
\]

for all \( i \) and for all \( \theta \in \Theta \); and

\[
t^*_i(\theta) = T^*_i(\theta_i)
\]

\[
:= \mathbb{E}_{\theta-i} \left[ r_i^*(\theta_i) \theta_i \left( \int_V \mu_i^*(v|\theta) F(dv) + \kappa_i \right) - \int_{\theta_i} r_i^*(x, \theta_{-i}) \left( \int_V \mu_i^*(v|x, \theta_{-i}) F(dv) + \kappa_i \right) dx \right],
\]
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for all $i$ and for all $\theta \in \Theta$.

**Lemma 3.** The mechanism $(r^*, \mu^*, t^*)$ solves Problem (2). Furthermore,

$$
\sum_{i=1}^{N} \int_{\Theta} \Pi(\theta_i | r^*, \mu^*, t^*) \Lambda_i(d\theta_i) + \Sigma(r^*, \mu^*, t^*)
= \mathbb{E}_\theta \left[ \sum_{i=1}^{N} r^*_i(\theta) \left( \int_V (v_i - \phi^*_i(\theta_i)) \mu^*_i(v|\theta) F(dv) - \phi^*_i(\theta_i) \kappa_i \right) \right].
$$

**Proof.** See Appendix A.3. 

Lemma 3 implies that the mechanism $(r^*, \mu^*, t^*)$ is a solution to Problem (1). Furthermore, Lemma 1 and Lemma 2 imply that any other solution of Problem (1) must be equivalent to $(r^*, \mu^*, t^*)$ with probability 1, save for the tie breaking rules that do not affect efficiency.

Now consider any efficient mechanism. As noted above, it without loss to assume that this mechanism is $(r^*, \mu^*, t^*)$. To see that $(r^*, \mu^*, t^*)$ is equivalent to a PRYCE CAP market structure, consider the market structure $(S, r^P, \mu^P, t^P)$ as follows: $S_i := \mathbb{R}_+$ for all $i$

$$
r^P_i(s) := 1 \{ i \in \mathcal{E}^P(s) \},
$$

for all $s \in S$, where $\mathcal{E}^P(s)$ is the largest solution (in terms of the strong set order) of

$$
\max_{\mathcal{E} \subseteq \{1, \ldots, n\}} \left( \int_V \max_{i \in \mathcal{E}} (v_i - s_i) \mu^P_i(v|s) F(dv) - \sum_{i \in \mathcal{E}} s_i \kappa_i \right),
$$

for all $s \in S$;

$$
\mu^P_i(v|s) = \begin{cases} 
\frac{1}{|\mathcal{M}(v, s)|}, & \text{if } v_i \geq s_i \text{ and } i \in \mathcal{M}(v, s) \\
0, & \text{otherwise}
\end{cases},
$$

where $\mathcal{M}(v, s) := \arg\max_{j \in \mathcal{E}^P(s)} \{v_j - s_j\}$; and

$$
t^P_i(s) := s_i \mathbb{E}_{\theta-i} \left[ r^P_i(s_i, \phi^L_{-i}(\theta_{-i})) \int_V \mu^P_i(v|s_i, \phi^L_{-i}(\theta_{-i})) F(dv) - \tau^*_i((\phi^L_1)^{-1}(s_i)) \right],
$$

22
where
\[ \tau_i^*(\theta_i) := \phi_i^A(\theta_i) \mathbb{E}_{\theta_{-i}} \left[ r_i^*(\theta) \int_{V} \mu_i^*(v|\theta) F(dv) \right] - T_i^*(\theta_i) \]
and \((\phi_i^A)^{-1}(s_i) := \inf\{\theta_i \in \Theta_i | \phi_i^A(\theta_i) \geq s_i\}\), for all \(i\) and for all \(s_i \in S_i\).

Notice that for any \(i\), any \(s_{-i} \in S_{-i}\) and any \(s_i, s'_i \in S_i\), if \(s_i > s'_i\) and \(i \in E^P(s_i, s_{-i})\), then it must be that \(i \in E^P(s'_i, s_{-i})\). Thus, for any \(i\) and for any \(s_{-i} \in S_{-i}\), there exists \(\bar{p}_i(s_{-i}) \in \mathbb{R}_+ \cup \{\infty\}\) such that \(i \in E^P(s_i, s_{-i})\) if and only if \(s_i \leq \bar{p}_i(s_{-i})\). Thus, \((S, r^P, \mu^P, t^P)\) is indeed a PRYCE CAP market structure.

The following lemma completes the proof.

**Lemma 4.** The PRYCE CAP market structure \((S, r^P, \mu^P, t^P)\) has a Bayes Nash equilibrium \(\sigma^P\) that induces the same outcome as \((r^*, \mu^*, t^*)\). Specifically, for any \(i\), for any \(\theta_i \in \Theta_i\), and for any \(v \in V\),
\[ \mu_i^P(v|\sigma^P(\theta)) = \mu_i^*(v|\theta); \quad r_i^P(\sigma^P(\theta)) = r_i^*(\theta); \quad \text{and} \quad t_i^P(\sigma^P(\theta)) = t_i^*(\theta). \]

**Proof.** See Appendix A.4. \(\blacksquare\)

## 5 PRYCE CAP Example and Properties

In what follows, we first present a concrete example to illustrate how firm choices affect the yardstick price caps and the entry rules in a PRYCE CAP market structure. Then, we describe some general properties of the yardstick price caps under the assumption that consumer preferences are i.i.d.

### 5.1 PRYCE CAP Example

Suppose that the number of potentially active firms \(N = 2\) and that consumer values and firm types \(v_1, \theta_1, v_2, \theta_2 \in [0, 1]\) are independently drawn from a uniform distribution. Suppose further that the commonly known fixed cost parameters \(\kappa_1 = \kappa_2 = 1\) and that the Pareto weight functions \(\Lambda_1(x) = \Lambda_2(x) = x\) for all \(x \in [0, 1]\). Then, the following three polynomials determine the yardstick price caps \(\bar{p}_1, \bar{p}_2\) and the set of firms granted operating licenses \(E^P\).

The values \(s_1\) and \(s_2\) denote the reported strategies of firm 1 and firm 2, which, under a
Figure 1: Values of $E_P$

PRYCE CAP market structure, are their published prices.

$$\Sigma_{\{1,2\}}(s_1, s_2) := \begin{cases} \frac{(1-s_1)^3+(1-s_2)^3}{3} + \frac{s_1(1-s_2)^2+s_2(1-s_1)^2-2(s_1+s_2)}{2}, & \text{if } (s_1, s_2) \in [0, 1]^2; \\ 0, & \text{otherwise} \end{cases}$$

and

$$\Sigma_{\{1\}}(s_1, s_2) := \begin{cases} \frac{(1-s_1)^2-2s_1}{2}, & \text{if } s_1 \in [0, 1] \\ 0, & \text{otherwise} \end{cases}; \quad \Sigma_{\{2\}}(s_1, s_2) := \begin{cases} \frac{(1-s_2)^2-2s_2}{2}, & \text{if } s_2 \in [0, 1] \\ 0, & \text{otherwise} \end{cases}$$

for all $(s_1, s_2) \in \mathbb{R}_+^2$. It then follows that

$$E_P(s) = \begin{cases} \{1,2\}, & \text{if } \Sigma_{\{1,2\}}(s) \geq \max\{\Sigma_{\{1\}}(s), \Sigma_{\{2\}}(s), 0\} \\ \{1\}, & \text{if } \Sigma_{\{1\}}(s) > \Sigma_{\{1,2\}}(s) \text{ and } \Sigma_{\{1\}}(s) \geq \max\{\Sigma_{\{2\}}(s), 0\} \\ \{2\}, & \text{if } \Sigma_{\{2\}}(s) > \max\{\Sigma_{\{1,2\}}(s), \Sigma_{\{1\}}(s)\} \text{ and } \Sigma_{\{2\}}(s) \geq 0 \\ 0, & \text{otherwise} \end{cases}$$

The set-valued function $E_P(\cdot)$ and the price caps $\bar{p}_1, \bar{p}_2$ are depicted in Figure 1.
Figure 1 illustrates the tight link between the yardstick price caps and the sets of firms optimally granted operating licenses. In the figure, the set of (undominated) prices $[0, 1]^2$ is partitioned into four regions, where each region of $(s_1, s_2)$ is mapped into different values of $E^P(s_1, s_2)$. As a result, the boundaries of the regions define the yardstick price caps. The gold-orange curve represents firm 2’s price cap $\bar{p}_2$ as a function of $s_1$, and the blue-green curve represents firm 1’s price cap $\bar{p}_1$ as a function of $s_2$. Given firm 1’s published price $s_1$, firm 2 is excluded from the market if it posts a price $s_2 > \bar{p}_2(s_1)$. Similarly, given firm 2’s published price $s_2$, firm 1 is excluded from the market if it posts a price $s_1 > \bar{p}_1(s_2)$. Notice that both firms operate in the market if both publish relatively low prices, and both are restrained from entering if both publish relatively high prices. If one firm posts too high a price relative to the second, the first firm is excluded, whereas the second can enter.

Focusing on the behavior of the price caps in the figure, the reader can observe the two caps initially increasing in the other firm’s price. As the competing firm publishes a higher price, the restriction on the other firm’s price loosens, consistent with the yardstick nature of the regulatory tool. Once the competing firm’s price exceeds a certain value, though, the other firm’s price cap flattens, becoming independent of the competing firm’s choice. This change in pattern is from the competing firm no longer operating in the market precisely because its high price denied it a license. At that point, the price cap of the other firm remains fixed and its authorization for business depends only on its own published price.

5.2 Yardstick Price Cap Properties

The properties of the yardstick price cap that we note at the end of the previous section are not unique to the assumption that consumer values are uniformly distributed or that only two firms compete. Under the broader assumption that consumers’ values $\{v_i\}_{i=1}^N$ are i.i.d., the next proposition explains that a firm’s price cap rises when competing firms submit higher prices. Moreover, a firm can guarantee itself an operating license if it submits a price below a certain threshold; and it can guarantee itself no license if it submits a price above another threshold.

**Proposition 1.** Suppose that $\{v_i\}_{i=1}^N$ are i.i.d. and that $\kappa_i = \kappa$ for all $i$. Consider any efficient PRYCE CAP market structure and let $\bar{p}_i : S_{-i} \to \mathbb{R}_+ \cup \{\infty\}$ denote the yardstick
price cap for firm \( i \). Then,

1. For any price vector \( s \in \mathbb{R}_+^N \), \( \bar{p}_i(s_{-i}) \leq \bar{p}_j(s_{-j}) \) if and only if \( s_i \geq s_j \), for all \( i, j \in \{1, \ldots, N\} \).

2. For any \( i \in \{1, \ldots, N\} \) and for any \( s_{-i} \in \mathbb{R}_+^{N-1} \), \( \bar{p}_i(s_{-i}) \in [s, \bar{s}] \) for some \( 0 \leq s \leq \bar{s} < \infty \).

\[\text{Proof.} \quad \text{See Appendix B.1.} \]

An immediate consequence of Proposition 1 is that the firm publishing the lowest price faces the highest price cap. This relation implies that the price a firm publishes has two effects on its eligibility to operate under an efficient PRYCE CAP market structure. The first is a direct effect: A lower submitted price is more likely to be below the firm’s price cap and grant the firm the right to sell. The second is a yardstick effect: A lower submitted price, other things equal, means the firm will face a higher price cap compared to its competitors, which can be more easily met.

6 Laissez-Faire Market Structures

Although PRYCE CAP market structures can reach efficiency, implementing them in practice can be challenging. The regulator would need to compute the correct transfers and yardstick price caps presented in Definition 3, and doing either relies on knowledge of the distribution of consumer values. In this section, we evaluate the efficiency of a class of market structures that require no computations at all and no knowledge whatsoever of consumer preferences. We call this class laissez-faire because it contains market structures that feature zero or almost no outside intervention.

6.1 When is Laissez-Faire Efficient?

A crucial feature of PRYCE CAP market structures is that transfers exist that are independent of transactions between consumers and firms. From a designer’s perspective, this means that implementation of any efficient market structure entails interventions in the form of taxation or subsidy, even if firms are already engaging in price competition.
A natural question then arises: Whether and when is it possible for a market structure without any external interference to be efficient? A simple example is the well-known Bertrand model with complete information, homogeneous preferences, and no fixed costs. In this case, there exists an equilibrium in which every firm prices at the lowest marginal cost and all consumers buy from the firm with the lowest marginal cost, inducing an efficient outcome even without any form of intervention. Nevertheless, Theorem 2 below shows that this example is rather non-generic, in the sense that any (non-degenerate) *laissez-faire* market structure is efficient only if there is complete information.

To simplify the statement of the theorem, we further introduce some assumptions about the value distribution $F$. For the rest of this subsection, assume that $F$ has full support and is absolutely continuous on $V$, and assume that $v_i \geq \theta_i$ for all $i$ with positive $F$-measure. To introduce *laissez-faire* market structures, we rely on an intermediate step. We first define a class of market structures, which we call transfer-free market structures, to which *laissez-faire* belongs.

**Definition 4.** $(S, r, \mu, t)$ is a transfer-free market structure if, for all $i$, there exists $p_i : S \rightarrow \mathbb{R}_+$ such that

$$t_i(s) = r_i(s)p_i(s) \int_V \mu_i(v|s)F(dv),$$

for all $i$ and for all $s \in S$; and that

$$(p_i(s) - v_i)^+ \mu_i(v|s) = 0,$$

for all $i$, for all $v \in V$, and for all $s \in S$.

Under a transfer-free market structure $(S, r, \mu, t)$, a strategy profile $s$ leads to prices $\{p_i(s)\}_{i=1}^N$ for each firm’s product. The revenue of firm $i$, conditional on participating in the market, is equal to $p_i(s)$ times quantity. Transfers in any other form are not allowed. Meanwhile, consumers’ purchase decisions must be sequentially rational. That is, for any consumer with value vector $v$, if this consumer buys from firm $i$ when all firms’ strategy profile is $s$ (i.e., $\mu_i(v|s) > 0$), it must be that firm $i$’s price is below this consumer’s value for firm $i$’s product (i.e., $v_i \geq p_i(s)$).
Remark 3. Although taxes and subsidies are absent from transfer-free market structures, this class includes structures in which a designer controls firm entry. (Notice that no constraints are placed on the function \( r \) in the definition.) But the class also contains market structures in which a designer does not interfere with entry. This second subset of transfer-free market structures is where laissez-faire belongs. Thus, a laissez-faire market structure is a transfer-free market structure with no entry restrictions. This definition of laissez-faire encompasses all the example market structures discussed in Section 2.3 (e.g., price competition, quantity competition, promotional sales, etc.)

Laissez-faire market structures reflect conditions in which firms and consumers interact without any third-party interference. Therefore, understanding whether it is possible for laissez-faire to be efficient has implications for whether regulation is necessary. From this regard, the following theorem suggests that regulation is generically necessary. We characterize the theorem in terms of the broader class of transfer-free market structures of which laissez-faire is a member.

**Theorem 2.** A transfer-free market structure is efficient only if \( \text{supp}(G_i) = \{\theta_i\} \) for all \( i \).

**Proof.** See Appendix C.1

Remark 4. Because laissez-faire market structures belong to the class of transfer-free market structures, Theorem 2 applies to laissez-faire as well. But note that a setting with complete information does not necessarily imply that a laissez-faire market structure is efficient. For instance, returning to an example from the Introduction, one can observe that Salop (1979)’s decentralized economy has complete information but is not efficient.

Theorem 2 implies that the only case for a laissez-faire market structure to be efficient is when there is no private information. Arguably few strategic settings satisfy this requirement. For example, consider Bertrand price competition. While it is well-known that a Bertrand price competition model with complete information has an efficient equilibrium where each firm charges the lowest marginal cost, this example is non-generic. A small perturbation to firms’ information structure renders such a laissez-faire market structure inefficient and makes it eligible for a designer’s improvement.
6.2 Approximating Maximum Efficiency

Having shown that laissez-faire market structures can only be efficient in an environment with complete information, we now ask: How well does this kind of market structure perform relative to the efficient PRYCE CAP ones? And can an even simpler regulation than that under PRYCE CAP perform well? To answer these questions, we specialize our environment to the case where consumers’ values are either i.i.d. or perfectly correlated.

Our definition of laissez-faire categorizes a large class of market structures. To parallel PRYCE CAP market structures, we choose the subclass of laissez-faire market structures that feature price competition. Recall that under a price competition market structure, firms post prices simultaneously, consumers see all prices, and then they buy from the firms that give them the highest surplus (see Example 2). Furthermore, if a regulator intervenes and only allows the firm with the lowest price to operate, then the resulting market structure corresponds to the reverse auction market structure introduced in Example 6. We refer to this market structure as laissez-faire price competition with entry restrictions.

In what follows, we compare the surplus level induced by a laissez-faire price competition market structure (with and without entry restrictions) to the efficient surplus level. This efficient surplus level is given by

\[
E^* = \int_{\Theta_1} \cdots \int_{\Theta_N} \left[ \max_{E \subseteq \{1, \ldots, N\}} \left( \int_{V} \max_{i \in E} (v_i - \theta_i)^+ F(dv) - \sum_{i \in E} \kappa_i \theta_i \right) \right] G_N(d\theta_N) \cdots G_1(d\theta_1).
\]

In the meantime, we say that a market structure \((S, r, \mu, t)\) is \(\kappa\)-approximately efficient if there exists a Bayes-Nash equilibrium \(\sigma\) such that

\[
\Sigma(S, r, \mu, t; \sigma) + \sum_{i=1}^{N} \int_{\Theta_i} \Pi_i(\theta_i|S, r, \mu, t; \sigma) G_i(d\theta_i) + \kappa \geq E^*.
\]

Although the surplus level generated by a market structure may depend on many aspects of the environment, including the distribution of consumers’ values, firms’ cost distributions, and the number of firms, Proposition 2 below shows that the difference between the efficient surplus level and the surplus level induced by laissez-faire price competition depends only on the expectation of (a statistic of) consumers’ values.
Proposition 2. Suppose that \( \{v_i\}_{i=1}^N \) are independently and identically distributed. Then:

1.a Whenever \( \kappa_i = 0 \) for all \( i \), the laissez-faire price competition market structure with entry restrictions is \( \mathbb{E} \left[ \max_i \{v_i\} \right] \)-approximately efficient.

2.a Whenever \( \kappa_i = \kappa > 0 \) for all \( i \), the laissez-faire market structure with entry restrictions is \( \mathbb{E} \left[ \max_i \{v_i\} \right] + \mathbb{E} \left[ v_i \right] \)-approximately efficient.

Meanwhile, suppose that \( v_1 = v_2 = \ldots = v_N \) with \( F \)-probability one. Then:

1.b Whenever \( \kappa_i = 0 \) for all \( i \), the laissez-faire market structure with entry restrictions is \( \mathbb{E} \left[ v \right] \)-approximately efficient.

2.b Whenever \( \kappa_i = \kappa > 0 \) for all \( i \), the laissez-faire market structure with entry restrictions is \( 2 \mathbb{E} \left[ v \right] \)-approximately efficient.

Proof. See Appendix C.2.

The maximum distance that laissez-faire price competition with entry restrictions gets to the upper limit of social welfare is a function of either the mean or expected maximum of consumers’ value distribution. This relation between statistics of the distribution of preferences and the quality of the approximation implies that some product or services markets can get closer to full efficiency under this more modest entry regulation than others.

Markets for goods or services that consumers assign meager value, such as tawdry, commoditized, or old-technology products, are sensible candidates for laissez-faire with entry restraints. In contrast, products or services that consumers put high value, such as first-class, refined, or specialized ones, or new, coveted technologies, will fair worse in reaching maximum welfare under entry restrictions alone.

7 Conclusions

This paper proposes a framework to design the structure of an industrial market with the purpose of achieving some social goal. We show that in the search for a socially efficient market structure among infinitely many possibilities, a designer may rely on a simple class that can be implemented without knowledge of individual consumer preferences, realized
firm costs, or firm conduct. This important class of market structures is regulated price competition, where the regulatory tools are transfers plus yardstick price caps. We refer to this class as PRYCE CAP market structures. Embedded in the yardstick price caps are operating license rights. Each component of this structure (transfers, price caps, licenses) has history in regulatory practice, though this paper establishes their special combination. We show that for any existing market structure, either it already is interim Pareto efficient, or a PRYCE CAP market structure Pareto dominates it.

We prove that it is never possible for a market structure to be efficient without intervention, unless there is no private information. Finally, we show that in a setting with i.i.d. or perfectly correlated consumer tastes, laissez-faire price competition with restrictions on entry can approximate maximum welfare. How near this regulated market structure gets to the social frontier depends on statistics of the distribution of consumer preferences. Notably, goods or services markets in which consumers put high value (such as luxury, customized, or new-technology products) are farther from efficiency under this modest regulation than markets in which consumers put low value (such as low quality, commoditized, or old technology products).

To implement a PRYCE CAP market structure, a designer, we presume, has power to verify and enforce competition exclusively on price, regardless of the kinds of complex, competitive conduct that are common to the industry. But sustaining price competition is not the unique way to achieve efficiency. For certain markets, a clever selection of transfers alone might convert an existing inefficient market structure into an efficient one. Administering such creative transfer schemes would likely be intractable, and the designer would need unearthly knowledge of the competitive game that firms engage. A pivotal contribution of PRYCE CAP market structures is that they require no such awareness, they are simple, and they apply to a broad range of potential firm conducts.

Hence, if the designer can verify and enforce price competition, the search for efficiency ends with PRYCE CAP market structures. In practice, though, a designer might lack such powers entirely or wield them imperfectly. A natural implication of our results is that social efficiency is more easily achieved in industries where a regulator can plausibly uphold price competition. Or rather, more realistically, industries where posting prices already drives the
nature of competition are better candidates to become efficient.

Our framework has limitations that leaves room for continuing work. First, consumers in our setting have unit demand. A consumer will be a customer to one firm only and will purchase only a single quantity of that firm’s product or service. This assumption is easily defensible for many markets (e.g., automobiles, airplanes, household appliances). The assumption is also widely adopted across models of industrial competition, particularly models of discrete choice that form the backbone of modern empirical industrial organization (McFadden, 1973; Berry et al., 1995). However, the unit demand assumption is special and might be unsuitable for markets in which either the intensive margin matters (e.g., mortgage loans) or consumers regularly purchase multiple differentiated products (e.g., Granny Smith and Honey Crisp apples).

Second, each firm produces a single type of good. In practice, one firm might create more than one product in the same market (e.g., regular and premium versions), or one firm might sell products across distinct markets. In developed economies, these kinds of multi-product firms are abundant from horizontal integration. For example, the Clorox Company has a footprint in the markets for disinfecting wipes (Clorox wipes), food dressing (Hidden Valley Ranch), personal skin care (Burt’s Bees), water filtration (Brita), and charcoal briquettes (Kingsford), to name a few. Designing market structures for horizontally-integrated firms would encompass several markets simultaneously, and it would need to account for, among several things, how cross-price elasticities among products in a conglomerate’s portfolio influence its decisions. Market structure design for these types of firms has profound relevance for antitrust issues and is a fascinating avenue to explore.

Finally, the firms in our setting have constant marginal costs and outside options worth zero. All firms have compelling reasons to participate in the designer’s mechanism rather than voluntarily escape it as long as their net profits are nonnegative. This assumption simplifies the setting, but it might be less suitable in markets that experience regulatory arbitrage (e.g., commercial banking). The assumption can be relaxed by introducing general, type-dependent outside options. The model would become more challenging to solve, but inserting this change can produce several new insights. Likewise, constant marginal cost technology is a simple and standard assumption to employ, which is why we use it. Incor-
porating more complex, nonlinear cost functions or capacity choice is a promising research area left for the future.
Appendix

A  Proofs for Section 4

A.1 Proof of Lemma 1

Proof. For necessity, given any incentive compatible mechanism $(r, \mu, t)$, for any $i$ and for any $\theta, \theta'$, let

$$u_i(\theta, \theta') := \mathbb{E}_{\theta_{-i}} \left[ t_i(\theta', \theta_{-i}) - r_i(\theta', \theta_{-i})\theta_i \left( \int_V \mu_i(v|\theta_{i}, \theta_{-i}) F(dv) + \kappa_i \right) \right].$$

Incentive compatibility implies that

$$U_i(\theta_i) := u_i(\theta_i, \theta_i) = \max_{\theta'_i \in \Theta_i} u_i(\theta_i, \theta'_i)$$

for all $\theta_i \in \Theta_i$. Furthermore, since the function $\theta_i \mapsto u_i(\theta_i, \theta'_i)$ is affine (and hence absolutely continuous with a uniformly bounded almost-everywhere derivative) for all $\theta'_i \in \Theta_i$, the envelope theorem (Milgrom and Segal, 2002) implies that $U_i$ is absolutely continuous and its almost-everywhere derivative is

$$U'_i(\theta_i) = \frac{\partial}{\partial \theta_i} u_i(\theta_i, \theta'_i) \bigg|_{\theta'_i = \theta_i} = -\mathbb{E}_{\theta_{-i}} \left[ r_i(\theta) \left( \int_V \mu_i(v|\theta_{i}, \theta_{-i}) F(dv) + \kappa_i \right) \right]$$

and hence, by the fundamental theorem of calculus,

$$U_i(\theta_i) = U_i(\bar{\theta}_i) + \int_{\bar{\theta}_i}^{\theta_i} \mathbb{E}_{\theta_{-i}} \left[ r_i(x, \theta_{-i}) \left( \int_V \mu_i(v|x, \theta_{-i}) F(dv) + \kappa_i \right) \right] dx.$$

Let $\bar{t}_i := -U_i(\bar{\theta}_i)$ and rearrange to get

$$\mathbb{E}_{\theta_{-i}}[\bar{t}_i(\theta_i, \theta_{-i})] = \bar{t}_i + \mathbb{E}_{\theta_{-i}} \left[ r_i(\theta) \theta_i \left( \int_V \mu_i(v|\theta) F(dv) + \kappa_i \right) \right] + \int_{\bar{\theta}_i}^{\theta_i} r_i(x, \theta_{-i}) \left( \int_V \mu_i(v|x, \theta_{-i}) F(dv) + \kappa_i \right) dx.$$

This proves 1. For 2, notice that since $u_i(\cdot, \theta'_i)$ is affine, $U_i(\theta_i)$ is a pointwise maximum of a family of affine functions for all $\theta_i$ and hence, $U_i$ is convex, which in turn implies that its derivative is nondecreasing. This proves 2.

For sufficiency, consider any mechanism $(r, \mu, t)$ satisfying 1 and 2. Then, for any $i$ and for any $\theta, \theta' \in \Theta_i$,
\[
\mathbb{E}_{\theta_i} \left[ t_i(\theta'_i, \theta_{-i}) - r_i(\theta'_i, \theta_{-i}) \theta_i \left( \int_V \mu_i(v|\theta'_i, \theta_{-i}) F(dv) + \kappa_i \right) \right] \\
= \mathbb{E}_{\theta_i} \left[ t_i(\theta'_i, \theta_{-i}) - r_i(\theta'_i, \theta_{-i}) \theta_i' \left( \int_V \mu_i(v|\theta'_i, \theta_{-i}) F(dv) + \kappa_i \right) \right] \\
+ (\theta'_i - \theta_i) \mathbb{E}_{\theta_i} \left[ r_i(\theta'_i, \theta_{-i}) \left( \int_V \mu_i(v|\theta'_i, \theta_{-i}) F(dv) + \kappa_i \right) \right] \\
= \int_{\theta_i}^{1} \mathbb{E}_{\theta_i} \left[ r_i(x, \theta_{-i}) \left( \int_V \mu_i(v|x, \theta_{-i}) F(dv) + \kappa_i \right) \right] dx - \bar{t}_i \\
+ \int_{\theta_i}^{\theta'_i} \mathbb{E}_{\theta_i} \left[ r_i(\theta'_i, \theta_{-i}) \int_V \mu_i(v|\theta'_i, \theta_{-i}) F(dv) \right] dx \\
= \int_{\theta_i}^{1} \mathbb{E}_{\theta_i} \left[ r_i(x, \theta_{-i}) \left( \int_V \mu_i(v|x, c_{-i}) F(dv) + \kappa_i \right) \right] dx - \bar{t}_i \\
+ \int_{\theta_i}^{\theta'_i} \left( \mathbb{E}_{\theta_i} \left[ r_i(\theta'_i, \theta_{-i}) \left( \int_V \mu_i(v|c'_i, c_{-i}) F(dv) + \kappa_i \right) \right] - r_i(x, \theta_{-i}) \left( \int_V \mu_i(v|x, c_{-i}) F(dv) + \kappa_i \right) \right) dx \\
\leq \int_{\theta_i}^{1} \mathbb{E}_{\theta_i} \left[ r_i(x, \theta_{-i}) \left( \int_V \mu_i(v|x, c_{-i}) F(dv) + \kappa_i \right) \right] dx \\
= \mathbb{E}_{\theta_i} \left[ t_i(\theta_i) - r_i(\theta) \theta_i \left( \int_V \mu_i(v|\theta) F(dv) - \theta_i \kappa_i \right) \right],
\]

where the second and the last equality follows from condition 1, and the inequality follows from condition 2. Therefore, \((r, \mu, t)\) is incentive compatible. This completes the proof. \(\blacksquare\)

A.2 Proof of Lemma 2

Proof. For any \(i\), define a measure \(\nu_i\) on \(\mathbb{R}_+\) as

\[
\nu_i(A) := \int_A \theta_i G_i(d\theta_i) + \int_A (G_i(\theta_i) - \Lambda_i(\theta_i)) d\theta_i
\]

and let \(H_i(\theta_i) := \nu_i([0, \theta_i])\). The assertion then follows from Theorem 2 and Theorem 3 of Monteiro and Svaiter (2010). \(\blacksquare\)

A.3 Proof of Lemma 3

Proof. We first show that for all \(i\),

\[
\theta_i \mapsto \mathbb{E}_{\theta_i} \left[ r^*_i(\theta_i, \theta_{-i}) \left( \int_V \mu^*_i(v|\theta_i, \theta_{-i}) F(dv) + \kappa_i \right) \right]
\]

is nonincreasing. To see this, notice that for any \(i\) and for any \(\theta \in \Theta\),

\[
\int_V \mu^*_i(v|\theta) F(dv) = \int_V 1\{\phi^*_i(\theta_i) \leq \phi^*_i(\theta_j) + v_i - v_j, \forall j \in \mathcal{R}(\theta), j \neq i\} F(dv). \tag{4}
\]
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Moreover, notice that for any \( i \), for any \( \theta_{-i} \in \Theta_{-i} \), and for any \( \theta_i, \theta_i' \in \Theta_i \) with \( \theta_i' < \theta_i \), \( i \in \mathcal{R}^*(\theta_i, \theta_{-i}) \) implies \( i \in \mathcal{R}^*(\theta_i', \theta_{-i}) \). Together with the fact that \( \phi_i^{\Lambda_i} \) is nondecreasing, it then follows that both (4) and \( r_i^* \) are nonincreasing functions of \( \theta_i \) for all \( \theta_{-i} \in \Theta_{-i} \). Therefore,

\[
\theta_i \mapsto \mathbb{E}_{\theta_{-i}} \left[ r_i^* (\theta_i) \left( \int_V \mu_i^* (v | \theta_i, \theta_{-i}) F(dv) + \kappa_i \right) \right]
\]

is indeed nonincreasing.

Furthermore, by definition of \((r^*, \mu^*)\), for any \((r, \mu)\) such that

\[
\theta_i \mapsto \mathbb{E}_{\theta_{-i}} \left[ r_i (\theta_i) \left( \int_V \mu_i (v | \theta_i, \theta_{-i}) F(dv) + \kappa_i \right) \right]
\]

is nonincreasing, it must be that

\[
\mathbb{E}_\theta \left[ \sum_{i=1}^N r_i (\theta) \left( \int_V (u_i - \phi_i^{\Lambda_i} (\theta_i)) \mu_i (v | \theta) F(dv) - \phi_i^{\Lambda_i} (\theta_i) \kappa_i \right) \right] \\
\leq \mathbb{E}_\theta \left[ \sum_{i=1}^N r_i^* (\theta) \left( \int_V (u_i - \phi_i^{\Lambda_i} (\theta_i)) \mu_i^* (v | \theta) F(dv) - \phi_i^{\Lambda_i} (\theta_i) \kappa_i \right) \right].
\]

Thus, \((r^*, \mu^*)\) is a solution to Problem (2).

Lastly, by Lemma 2, since the function

\[
\theta_i \mapsto \mathbb{E}_{\theta_{-i}} \left[ r_i^* (\theta_i) \left( \int_V \mu_i^* (v | \theta_i, \theta_{-i}) F(dv) + \kappa_i \right) \right]
\]

is nonincreasing and is measurable with respect to \( \phi_i^{\Lambda_i} \) for all \( i \), we have

\[
\int_{\Theta_i} \phi_i^{\Lambda_i} (\theta_i) \mathbb{E}_{\theta_{-i}} \left[ r_i^* (\theta_i) \left( \int_V \mu_i^* (v | \theta_i) F(dv) + \kappa_i \right) \right] G_i(d\theta_i) \\
= \int_{\Theta_i} \theta_i \mathbb{E}_{\theta_{-i}} \left[ r_i^* (\theta_i) \left( \int_V \mu_i^* (v | \theta) F(dv) + \kappa_i \right) \right] G_i(d\theta_i) \\
+ \int_{\Theta_i} (G_i(\theta_i) - \Lambda_i (\theta_i)) \mathbb{E}_{\theta_{-i}} \left[ r_i^* (\theta_i) \left( \int_V \mu_i^* (v | \theta) F(dv) + \kappa_i \right) \right] d\theta_i
\]
Therefore,
\[
\begin{align*}
\mathbb{E}_{\theta} \left[ \sum_{i=1}^{N} r_i^*(\theta) \left( \int_{V} (v_i - \phi_i^{\Lambda_i}(\theta_i)) \mu_i^*(v|\theta) F(dv) - \phi_i^{\Lambda_i}(\theta_i) \kappa_i \right) \right] \\
= \mathbb{E}_{\theta} \left[ \sum_{i=1}^{N} r_i^*(\theta) \int_{V} v_i \mu_i^*(v|\theta) F(dv) \right] - \sum_{i=1}^{N} \left\{ \int_{\Omega_i} \phi_i^{\Lambda_i}(\theta_i) \mathbb{E}_{\theta_{-i}} \left[ r_i^*(\theta) \left( \int_{V} \mu_i^*(v|\theta) F(dv) + \kappa_i \right) \right] G_i(d\theta_i) \right\} \\
= \mathbb{E}_{\theta} \left[ \sum_{i=1}^{N} r_i^*(\theta) \int_{V} v_i \mu_i^*(v|\theta) F(dv) \right] - \int_{\Omega_i} \left( G_i(\theta_i) - \Lambda_i(\theta_i) \right) \mathbb{E}_{\theta_{-i}} \left[ r_i^*(\theta) \left( \int_{V} \mu_i^*(v|\theta) F(dv) + \kappa_i \right) \right] d\theta_i \\
= \sum(r^*, \mu^*, t^*) + \sum_{i=1}^{N} \int_{\Omega_i} \Pi(\theta_i; r^*, \mu^*, t^*) \Lambda_i(d\theta_i),
\end{align*}
\]

as desired. ■

A.4 Proof of Lemma 4

Proof. Consider the mechanism \((S, r^P, \mu_i^P, t^P)\). First, notice that by definition of \(r^P\) and \(\mu_i^P\), for all \(\theta \in \Theta\) and for all \(i\),
\[
r_i^P(\phi_1^{\Lambda_1}(\theta_1), \ldots, \phi_N^{\Lambda_N}(\theta_N)) = r_i^*(\theta_1, \ldots, \theta_N);
\]
and
\[
\mu_i^P(v|\phi_1^{\Lambda_1}(\theta_1), \ldots, \phi_N^{\Lambda_N}(\theta_N)) = \mu_i^*(v|\theta_1, \ldots, \theta_N),
\]
for all \(v \in V\). Moreover, by Lemma 1, for each \(i\) and for any interval \([\theta_i^1, \theta_i^2]\) on which \(\phi_i^{\Lambda_i}\) is constant, \(T_i^*\) is also constant. Therefore, for any \(i\) and for any \(\theta_i \in \Theta_i\), if \(\theta_i\) belongs to an interval \([\theta_i^1, \theta_i^2]\) on which \(\phi_i^{\Lambda_i}\) is a constant, then \(\phi_i^{\Lambda_i} \cdot (\phi_i^{\Lambda_i}(\theta_i)) = \theta_i^2 = \theta_i\). Thus, for any \(i\) and for any \(\theta \in \Theta\),
\[
t_i^P(\phi_1^{\Lambda_1}(\theta_1), \ldots, \phi_N^{\Lambda_N}(\theta_N)) = \mathbb{E}_{\theta_{-i}} \left[ \phi_i^{\Lambda_i}(\theta_i) r_i^P(\phi_1^{\Lambda_1}(\theta_1), \phi_2^{\Lambda_2}(\theta_2), \ldots, \phi_N^{\Lambda_N}(\theta_N)) \right] - \tau_i^*(\theta_i) \\
= \mathbb{E}_{\theta_{-i}} \left[ \phi_i^{\Lambda_i}(\theta_i) r_i^*(\theta) \right] - \tau_i^*(\theta_i) \\
= T_i^*(\theta_i) \\
= t_i^*(\theta_1, \ldots, \theta_N),
\]

where \(\phi_{-i}^{\Lambda_i} := (\phi_1^{\Lambda_1}, \ldots, \phi_{i-1}^{\Lambda_{i-1}}, \phi_{i+1}^{\Lambda_{i+1}}, \ldots, \phi_N^{\Lambda_N})\).

It then remains to show that the strategy profile where each firm \(i\) with type \(\theta_i\) chooses \(\phi_i^{\Lambda_i}\) is a Bayes-Nash equilibrium in the game induced by \((S, r^P, \mu_i^P, t^P)\). Indeed, for any firm \(i\), any type \(\theta_i \in \Theta_i\), and for any \(s_i \in \phi_i^{\Lambda_i}(\Theta_i)\), given that all other firms follow the strategy
\( \phi_{-i}^\Lambda \) = \( \phi_1, \ldots, \phi_{N-1}, \phi_{N+1}, \ldots, \phi_N^\Lambda \), let \( \theta' = \Theta_i \) be such that \( \phi_i^\Lambda (\theta') = s_i \). We then have

\[
\mathbb{E}_{\theta_{-i}} \left[ t^P_i (\phi_i^\Lambda (\theta), \phi_{-i}^\Lambda (\theta_{-i})) - r^P_i (\phi_i^\Lambda (\theta), \phi_{-i}^\Lambda (\theta_{-i})) \right] = \int_V \mu^P_i (v|\phi_i^\Lambda (\theta), \phi_{-i}^\Lambda (\theta_{-i})) F(dv) + \kappa_i
\]

where the inequality follows from the fact that \( (r^*, \mu^*, t^*) \) is incentive compatible. Meanwhile, it is easy to verify that for any firm \( i \), any type \( \theta_i \in \Theta_i \), and for any \( s_i \notin \phi_i^\Lambda (\Theta_i) \), given that all other firms follow the strategy \( \phi_{-i}^\Lambda \),

\[
\mathbb{E}_{\theta_{-i}} \left[ t^P_i (\phi_i^\Lambda (\theta), \phi_{-i}^\Lambda (\theta_{-i})) - r^P_i (\phi_i^\Lambda (\theta), \phi_{-i}^\Lambda (\theta_{-i})) \right] \geq \int_V \mu^P_i (v|\phi_i^\Lambda (\theta), \phi_{-i}^\Lambda (\theta_{-i})) F(dv) + \kappa_i
\]

Together, it then follows that \( (\phi_1^\Lambda, \ldots, \phi_N^\Lambda) \) is indeed a Bayes-Nash equilibrium in the game induced by \( (S, r^P, \mu^P, t^P) \). This completes the proof. \( \blacksquare \)

**B Proofs for Section 5**

**B.1 Proof of Proposition 1**

*Proof.* From the proof of Theorem 1, for each \( i \in \{1, \ldots, N\} \) and for any \( s_i \in \mathbb{R}^N_+ \), firm \( i \in \mathcal{E}^P (s_i, s_{-i}) \) if and only if \( s_i \leq \bar{p}_i(s_{-i}) \), where \( \mathcal{E}^P \) is the (largest) solution of

\[
\max_{\mathcal{E} \subseteq \{1, \ldots, N\}} \left( \int_0^\infty \cdots \int_0^\infty \max_{i \in \mathcal{E}} (v_i - s_i) F(dv_1) \cdots F(dv_N) - \sum_{i \in \mathcal{E}} s_i \kappa_i \right).
\]

As a result, there must exists \( \ddot{p} : \mathbb{R}^{N-1}_+ \rightarrow \mathbb{R}_+ \cup \{\infty\} \) such that \( \bar{p}_i(s_{-i}) = \bar{p}(s_{-i}) \) for all \( i \) and for all \( s \in \mathbb{R}^{N}_+ \). We claim that \( \ddot{p} \) is nondecreasing in each argument. Indeed, for any \( i \) and for any \( s, s' \in \mathbb{R}^{N}_+ \), such that \( s_i = s'_i \) and \( s_j \leq s'_j \) for some \( j \neq i \), if \( i \in \mathcal{E}^P (s) \), then it must be that \( i \in \mathcal{E}^P (s') \) as well. Therefore, it must be that \( \ddot{p}(s_{-i}) \leq \ddot{p}(s'_{-i}) \), as desired. Since \( \ddot{p} \) is nondecreasing in every component, for any \( i, j \in \{1, \ldots, N\} \) with \( i \neq j \), and for any \( s \in \mathbb{R}^N_+ \) with \( s_i \geq s_j \), it must be that \( \ddot{p}(s_{-i}) \geq \ddot{p}(s_{-i}) \), as desired.

Meanwhile, notice that for any \( i \in \{1, \ldots, N\} \) and for any \( s_{-i} \in \mathbb{R}^{N-1}_+ \), if \( s_i = 0 \), then it
must be that \( i \in \mathcal{E}^p(s_i, s_{-i}) \). In contrast, since for any \( \mathcal{E} \subseteq \{1, \ldots, N\} \) such that \( i \notin \mathcal{E} \),
\[
\lim_{s_i \to \infty} \sup_{s_{-i} \in \mathbb{R}^N} \left[ \int_0^\infty \cdots \int_0^\infty \left[ \max_{j \in \mathcal{E} \cup \{i\}} (v_j - s_j)^+ - \max_{j \in \mathcal{E}} (v_j - s_j)^+ \right] F(dv_1) \cdots F(dv_N) - s_i \kappa \right] < 0,
\]
there must exist \( \bar{s} \) such that \( i \notin \mathcal{E}^p(s) \) whenever \( s_i \leq \bar{s} \), for all \( s \in \mathbb{R}^N_+ \). This completes the proof.

\[\blacksquare\]

\section*{C Proofs for Section 6}

\subsection*{C.1 Proof of Theorem 2}

\textit{Proof.} Consider any transfer-free market structure. By the revelation principle and by Lemma 1, it is without loss to assume that \( S = \Theta \) and that it satisfies conditions 1 and 2 of Lemma 1. Denote this mechanism as \((r, \mu, p)\). Suppose that this mechanism is efficient. Then there exists nondecreasing functions \( \{\Lambda_i\}_{i=1}^N \), with \( 0 \leq \Lambda_i(\theta_i) \leq G_i(\theta_i) \) for all \( i \) and for all \( \theta_i \geq 0 \). Moreover, there exists set valued functions \( \mathcal{E} : \Theta \to 2^{\{1, \ldots, n\}} \) with
\[
\mathcal{E}(\theta) \in \arg\max_{\mathcal{E} \subseteq \{1, \ldots, n\}} \left( \int_{\mathcal{V}} \max(v_i - \phi_i^A_i(\theta_i)) F(dv) - \sum_{i \in \mathcal{E}} s_i \kappa_i \right),
\]
for all \( \theta \in \Theta \), such that for almost all \( v \) and for \( G \)-almost all \( \theta \in \Theta \),
\[
\mu_i(v|\theta) = \begin{cases} 
1, & \text{if } v_i - \phi_i^A_i(\theta_i) > \max_{j \in \mathcal{E}(\theta) \cup \{i\}} \{(v_j - \phi_j^A_i(\theta_i))^+\}, \text{ and } i \in \mathcal{E}(\theta) \\
0, & \text{if } v_i - \phi_i^A_i(\theta_i) < \max_{j \in \mathcal{E}(\theta) \cup \{i\}} \{(v_j - \phi_j^A_i(\theta_i))^+\}, \text{ or } i \notin \mathcal{E}(\theta)
\end{cases},
\]
and
\[
r_i(\theta) = 1\{i \in \mathcal{E}(\theta)\},
\]
where \( \phi_i^A_i \) is implied by Lemma 2. In particular, since \( \phi_i^A_i \) is nondecreasing for all \( i \), then \( \theta_i \mapsto r_i(\theta_i, \theta_{-i}) \) is nondecreasing for all \( i \). We now claim that \( p_i(\theta) \leq \phi_i^A_i(\theta_i) \) for all \( i \) and for \( G \)-almost all \( \theta \) such that \( r_i(\theta) > 0 \). Indeed, suppose the contrary, that \( p_i(\theta) > \phi_i^A_i(\theta_i) \) for some \( i \) and for a positive \( G \) measure of \( \theta \). Then, since \( F \) has full support and since \( \underline{v}_i = \phi_i^A_i(\theta_i) \leq v_i \) with positive \( F \)-measure, there is a positive \( F \)-measure of \( v \) and a positive \( G \)-measure of \( \theta \) such that \( \phi_i^A_i(\theta_i) < v_i < p_i(\theta) \) and \( v_j \leq \phi_j^A_i(\theta_j) \) for all \( j \neq i \). For these \( v \) and \( \theta \), \( \mu_i(v|\theta) = 1 > 0 \) but \( v_i < p_i(\theta) \), a contradiction.

Now let
\[
q_i(\theta) := r_i(\theta) \int_{\mathcal{V}} \mu_i(v|\theta) F(dv),
\]
for all \( i \) and for all \( \theta \in \Theta \). Lemma 1 then implies that
\[
\mathbb{E}_{\theta_i}[p_i(\theta)q_i(\theta)] = \theta_i(Q_i(\theta_i) + R_i(\theta_i) \kappa_i) + \int_{\theta_i}^{\bar{\theta}_i} (Q_i(x) + R_i(x) \kappa_i) dx,
\]
where \( Q_i(\theta_i) := \mathbb{E}_{\theta_i}[q_i(\theta)] \) and \( R_i(\theta_i) := \mathbb{E}_{\theta_i}[r_i(\theta)] \). As \( p_i(\theta) \leq \phi_i^A_i(\theta_i) \) for all \( i \) and for
G-almost all \( \theta \) such that \( r_i(\theta) > 0 \),

\[
\mathbb{E}_{\theta \sim \mu}[\mathbf{p}_i(\theta) q_i(\theta)] \leq \phi_i^{\Lambda_i}(\theta) Q_i(\theta).
\]

Thus, for any \( i \) and for any \( \theta \) such that \( r_i(\theta) > 0 \),

\[
\theta_i(Q_i(\theta_i) + R_i(\theta_i) \kappa_i) + \int_{\theta_i}^{\phi_i} (Q_i(x) + R_i(x) \kappa_i) \, dx \leq \phi_i^{\Lambda_i}(\theta_i) Q_i(\theta_i).
\]

Moreover, since \( \theta \mapsto r_i(\theta_i, \theta_{-i}) \) is nondecreasing, for any \( i \) and for any \( \theta \) such that \( r_i(\theta) > 0 \), it must be that \( r_i(\theta_i, \theta_{-i}) > 0 \). Together with the fact that \( \phi_i^{\Lambda_i}(\theta_i) = \theta_i \) (see Theorem 4 of Monteiro and Svaiter, 2010), it must be that

\[
\theta_i R_i(\theta_i) \kappa_i + \int_{\theta_i}^{\phi_i} (Q_i(x) + R_i(x) \kappa_i) \, dx \leq 0,
\]

which in turn, by condition 2 of Lemma 1, implies that \( Q_i(\theta_i) = 0 \) for all \( \theta_i > \theta_j \). Hence, \( q_i(\theta_i, \theta_{-i}) = 0 \) for all \( i \), for all \( \theta_i > \theta_j \) and for \( G_{-i} \)-almost all \( \theta_{-i} \). Therefore, since \( F \) has full support on \( V \) and since \( v_i \gtrless \theta_i = \phi_i^{\Lambda_i}(\theta_i) \) with positive \( F \)-measure for every \( i \), it must be that \( \text{supp}(G_i) = \{ \theta_i \} \) for all \( i \). This completes the proof.

### C.2 Proof of Proposition 2

**Proof.** Consider first the case where \( \{v_i\}_{i=1}^n \) are independent and \( \kappa_i = 0 \) for all \( i \). Let \( F \) denote the distribution of each \( v_i \) and let \((S, r, \mu, t)\) denote the price competition market structure (see 2). Since \( \{v_i\}_{i=1}^n \) are independent, it can be verified that the Bayesian game induced by \((S, r, \mu, t)\) has a pure strategy monotone Bayes Nash equilibrium \( \sigma \) (see, for instance, Reny, 2011). For each \( i \) and for any \( \theta_i \in \Theta_i \), let \( p_i(\theta_i) \geq \theta_i \) denote firms \( i \)'s equilibrium price when its type is \( \theta_i \). Notice that for any \( \theta \in \Theta \) and for any \( \mathbf{v} \in \mathbb{R}_+^n \),

\[
\max_i \{(v_i - \theta_i)^+\} - \max_i \{(v_i - p_i(\theta_i))^+\}
\]

\[
\leq \max_i \{(v_i - \theta_i)^+ - (v_i - p_i(\theta_i))^+\}
\]

\[
= \max_i \{(v_i - \theta_i)1\{v_i \geq \theta_i\} - (v_i - p_i(\theta_i))1\{v_i \geq p_i(\theta_i)\}\}
\]

\[
= \max_i \{(v_i - \theta_i)1\{v_i \geq \theta_i\} - (v_i - \theta_i)1\{v_i \geq p_i(\theta_i)\} + (p_i(\theta_i) - \theta_i)1\{v_i \geq p_i(\theta_i)\}\}
\]

\[
= \max_i \{(v_i - \theta_i)1\{\theta_i \leq v_i < p_i(\theta_i)\} + (p_i(\theta_i) - \theta_i)1\{v_i \geq p_i(\theta_i)\}\}
\]

\[
= \max_i \{(\min_i \{v_i, p_i(\theta_i)\} - \theta_i)1\{v_i \geq \theta_i\}\}
\]

\[
= \max_i \{(\min_i \{v_i, p_i(\theta_i)\} - \theta_i)1\{v_i \geq \theta_i\}\}.
\]
Therefore,

\[ E^* - \Sigma(S, r, \mu, t; \sigma) - \sum_{i=1}^{N} \int_{\Theta_i} \Pi_i(\theta_i|S, r, \mu, t; \sigma) G_i(d\theta_i) \]

\[ \leq \int_{V} \max_i \{ (\min\{v_i, p_i(\theta_i)\} - \theta_i)^+ \} F(dv_1) \cdots F(dv_N) \]

\[ = \mathbb{E}_\theta \left[ \int_0^\infty \left( 1 - \prod_{i=1}^{N} \frac{F(x + \theta_i)}{F(p_i(\theta_i))} \right) dx \right] \]

\[ \leq \int_0^\infty \left( 1 - \frac{F^N(x)}{\prod_{i=1}^{N} F(p_i(\theta_i))} \right) dx \]

\[ \leq \int_0^\infty (1 - F^N(x)) dx \]

\[ = \mathbb{E}_\theta [\max\{v_i\}] . \]

This proves assertion 1.a. Now, suppose that \( \kappa_i = \kappa > 0 \) for all \( i \). Notice that for any \( \theta \in \Theta \), by possibly relabeling, we may suppose that \( \theta_1 \leq \theta_2 \leq \ldots \theta_N \). Then,

\[ \max_{\mathcal{E} \subseteq \{1, \ldots, N\}} \int_{V} \max_{i \in \mathcal{E}} \{ (v_i - \phi_i^N(\theta_i))^+ \} F(dv) - \sum_{i \in \mathcal{E}} \theta_i \kappa = \int_0^\infty x \hat{F}_K^\star(\theta)(dx|\theta) - \sum_{i=1}^{K^\star(\theta)} \theta_i \kappa , \]

where

\[ \hat{F}_K(x|\theta) := \prod_{i=1}^{K} F(x + \phi_i^N(\theta_i)) \]

and \( K^\star(\theta) \) is the solution of

\[ \max_{K \in \{1, \ldots, N\}} \int_{V} \max_{i \leq K} \{ (v_i - \phi_i^N(\theta_i))^+ \} F(dv) - \sum_{i=1}^{K} \theta_i \kappa . \]
Then, notice that, for any $j$,
\[
\int_0^\infty x\hat{F}_{K^*(\theta)}(dx|\theta) - \sum_{i=1}^{K^*(\theta)} \theta_i \kappa - \int_0^\infty F(x + \phi_j^{\Lambda_i}(\theta_j)) + \theta_i \kappa
\]
\[
\leq \int_0^\infty x\hat{F}_{K^*(\theta)}(dx|\theta) - \int_0^\infty (1 - F(x + \phi_j^{\Lambda_i}(\theta_j))) \, dx
\]
\[
= \int_0^\infty [F(x + \phi_j^{\Lambda_i}(\theta_j)) - \hat{F}_{K^*(\theta)}(x|\theta)] \, dx
\]
\[
= \int_0^\infty F(x + \phi_j^{\Lambda_i}(\theta_j))(1 - \prod_{i=1}^{K^*(\theta)} F(x + \phi_i^{\Lambda_i}(\theta_i))) \, dx
\]
\[
\leq \int_0^\infty (1 - F^N(x)) \, dx
\]
\[
= \mathbb{E}[\max\{v_i\}_{i=1}^N].
\]

Together with assertion 1.a when $N = 1$ and the definition of the laissez-faire price competition with entry restrictions (which selects one firm $j$ for each realized type profile), assertion 2.a then follows.

Next, suppose that $\{v_i\}_{i=1}^N$ are perfectly correlated. That is, $v_1 = v_2 = \ldots = v_N = v$ with probability one. Consider first the case where $\kappa_i = 0$ for all $i$. Let $F$ denote the distribution of $v$. Let $(S, r, \mathbf{\mu}, t)$ be the price competition market structure (see 2). Since $\{v_i\}_{i=1}^N$ are perfectly correlated, the game induced by $(S, r, \mathbf{\mu}, t)$ has a pure strategy monotone Bayes Nash equilibrium $\sigma$ (see, for instance, Reny, 2011). For each $i$ and for any $\theta_i \in \Theta_i$, let $p_i(\theta_i)$ denote the price chosen by firm $i$ in this equilibrium. Then

\[
E^* - \Sigma(S, r, \mathbf{\mu}, t; \sigma) - \sum_{i=1}^N \int_{\Theta_i} \Pi_i(\theta_i|S, r, \mathbf{\mu}, t; \sigma) G_i(d\theta_i)
\]
\[
= \int_0^\infty [(v - \min_i\{\theta_i\})^+ - (v - \min_i\{p_i(\theta_i)\})^+] \, F(dv)
\]
\[
\leq \mathbb{E}_\theta \left[ \int_V \max_i \{(p_i(\theta_i) - \theta_i)1\{v \geq p_i(\theta_i)\} + (v_i - \theta_i)1\{\theta_i \leq v < p_i(\theta_i)\}\} \, F(dv) \right]
\]
\[
= \mathbb{E}_\theta \left[ \int_V \max_i \{\min\{v, p_i(\theta_i)\} - \theta_i\}1\{\min\{v, p_i(\theta_i)\} \geq \theta_i\}\} \, F(dv) \right]
\]
\[
= \mathbb{E}_\theta \left[ \max_i \left\{ (p_i(\theta_i) - \theta_i)(1 - F(p_i(\theta_i))) + \int_{\theta_i}^{p_i(\theta_i)} (v - \theta_i)F(dv) \right\} \right]
\]
\[
= \mathbb{E}_\theta \left[ \max_i \left\{ \int_{\theta_i}^{p_i(\theta_i)} (1 - F(v)) \, dv \right\} \right]
\]
\[
\leq \mathbb{E}[v].
\]

Together, this proves assertion 1.b. Now consider the case where $\kappa_i = \kappa > 0$. For any $\theta \in \Theta$, by possible relabeling, suppose that $\theta_1 \leq \theta_2 \ldots \leq \theta_N$. For any $K \in \{1, \ldots, N\}$, let
\( \phi_K(\theta) := \min_{i \leq K} \{ \phi_i^{\Lambda_i}(\theta_i) \} \) and let \( \hat{F}_K(x|\theta) := F(x + \phi_K(\theta)) \). Then,

\[
\max_{\mathcal{E} \subseteq \{1, \ldots, N\}} \int_{V} \max_{i \in \mathcal{E}} \{ (v_i - \phi_i^{\Lambda_i}(\theta_i))^+ \} F(dv) - \sum_{i \in \mathcal{E}} \theta_i \kappa = \int_{0}^{\infty} x \hat{F}_{K^*}(\theta)(dx|\theta) - \sum_{i=1}^{K^*(\theta)} \theta_i \kappa,
\]

where \( K^*(\theta) \) is the solution of

\[
\max_{K \in \{1, \ldots, N\}} \int_{V} (v_i - \phi_K(\theta)) F(dv) - \sum_{i=1}^{K} \theta_i \kappa.
\]

Meanwhile, for any \( j \),

\[
\int_{0}^{\infty} x \hat{F}_{K^*}(\theta)(dx|\theta) - \sum_{i=1}^{K^*(\theta)} \theta_i \kappa - \int_{0}^{\infty} (1 - F(x + \phi_j^{\Lambda_j}(\theta_j))) + \theta_j \kappa \\
\leq \int_{0}^{\infty} x \hat{F}_{K^*}(\theta)(dx|\theta) - \int_{0}^{\infty} (1 - F(x + \phi_j^{\Lambda_j}(\theta_j))) dx \\
= \int_{0}^{\infty} [F(x + \phi_j^{\Lambda_j}(\theta_j)) - \hat{F}_{K^*}(\theta)(x|\theta)] dx \\
= \int_{0}^{\infty} F(x + \phi_j \Lambda_j(\theta_j))(1 - F(x + \phi_K(\theta)(\theta))) dx \\
\leq \int_{0}^{\infty} (1 - F(x)) dx \\
= \mathbb{E}[v].
\]

Together with assertion 1.b and the definition of the laissez-faire price competition market structure with entry restrictions, assertion 2.b then follows. This completes the proof. \( \blacksquare \)
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