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Abstract
Forecasting stock market behavior is a challenging problem. Forecasting the risk level associated with stock price futures provides an additional complexity level since it represents a derivative (hence, less stable, with more degree of freedom) of the stock market dynamics. This paper introduces a new next day forecasting model for the Chicago Board Options Exchange (CBOE) Volatility Index (VIX). We show the advantages of adding investors’ sentiment scores to a new hybrid model encompassing the long-short term methodology (LSTM) model and the auto-regressive integrated moving average (ARIMA) model. The sentiment scores are empirically evaluated via machine learning natural language processing (NLP) tools based on commonly used economic sites. The hybrid model shows robust results on the forecasts of the next day VIX level. Based on out-of-sample for 2019-2020 end of day data (including COVID-19 out-of-sample data), the hybrid LSTM-ARIMA model shows that the addition of sentiment scores yields higher accuracy by 5% than the hybrid LSTM-ARIMA without investors’ sentiment scores, consequently generating higher trade profits.
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1. INTRODUCTION

Stock market forecasting is considered an essential theoretical as well as practical problem in economics. Timely prediction of market dynamics is challenging due to volatile stock market characteristics (Jin et al., 2019). Many efforts to forecast stock market volatility are recorded in existing literature (see Liu et al., 2015; Lalancette and Simonato, 2017). Yet, the results of these efforts have been rather diverse (Taylor, 2019).

The Chicago Board Options Exchange (CBOE) Volatility Index (VIX) measures the expected volatility associated with the S&P 500 index returns over the subsequent 30 days, as implied by the prices of the basket of options contracts (on the S&P 500 index) with maturities between 23 and 37 days. Given the nature of the underlying asset (S&P500 index), VIX futures contracts are cash-settled, with final settlement taking place on Wednesday, which is 30 days before the third Friday of the subsequent expiry month. These futures contracts’ primary purpose is to enable hedgers and speculators to trade volatility at a low cost (high liquidity) environment. Forecasting VIX level has received lesser attention than stock indices by existing literature in this regard (Psaradellis and Sermpinis, 2016), although the VIX has become the standard benchmark for measuring stock market volatility for S&P500 (Qiao et al., 2020). Various previous pricing studies about the forecasting VIX index level used the generalized autoregressive conditional heteroskedasticity (GARCH)-type models. GARCH models try to minimize the noise from the time-series data itself. The basic GARCH specification captures time-varying volatility and incorporates known characteristics of real-world return processes, including asymmetric response to up and down shocks as well as jumps that are well suited for VIX estimation. Wang et al. (2017) estimated VIX futures contract prices based on the Heston and Nandi GARCH (HN-GARCH) model. They show that the VIX index level and VIX futures prices for a joint estimation can effectively capture the variations of the market VIX index level and the VIX futures contract prices simultaneously. Guo and Liu (2020) studied the out-of-sample VIX futures pricing based on GARCH and Goldstein-Jagannathan-Runkle GARCH (GJR-GARCH) models. They found that concerning pricing errors of the VIX futures contracts prices and the VIX index’s level, the new methods significantly outperform a continuous-time benchmark based on the Heston volatility model (Heston, 1993). Yang and
Wang (2018) found that the IG-GARCH model can reduce the absolute pricing errors in evaluating the VIX index level obtained by the HN-GARCH model by 11–29%.

Financial time series, such as stock prices and VIX index level, are vulnerable to behavioral factors such as risk aversion and exogenous factors such as macroeconomic shocks. Both elements are practically impossible to capture with existing mathematical models and add noise to time series estimations. Linear models (like those that dominate the relevant literature) are only partially successful in capturing the relevant underlying trend (Psaradellis and Sermpinis, 2016). These models have low forecasting accuracy and high volatility (LeBaron, 2000; Qi and Wu, 2006). In particular, the models seem to be of limited assistance to traders in terms of generating profitable trades.

Recent studies reported that news articles could improve the accuracy of predicting stock price movements. For example, Xu and Cohen (2018) examined the effectiveness of deep generative approaches for stock movement prediction from social media data using a neural network architecture for this task. They tested their model on a new comprehensive dataset and showed that their model increased price accuracy rather than without using social media. Yang et al. (2018) introduced a knowledge-based method to extract relevant financial news adaptively. They used an output attention mechanism to allocate different weights to different days to stock price movement. Through empirical studies based upon three individual stocks’ historical prices, they showed an accuracy of 68%, higher than 58% accuracy obtained by sentence embeddings input and standard neural network prediction model. These studies showed that news articles could improve accuracy in predicting stock price movement. However, none of the models predicting the VIX index level involved higher volatility than other underlying assets.

We draw insights from machine learning framework by using the long-short term methodology (LSTM) from Hochreiter and Schmidhuber (1997) and the Auto-Regressive Integrated Moving Average (ARIMA) model (Koreisha and Fang, 1999). Both models are known for processing and forecasting values based on time-series data. ARIMA models assume that the present data have a linear function of past data points and past errors. These errors are white in nature and require that the data be made stationary before fitting a linear equation to the data.

Because both LSTM and ARIMA models can forecast time-series, several papers empirically compare these prediction models. Siami-Namini et al. (2018)
empirically compared ARIMA with LSTM prediction models for several stock indices between 1985 and 2018. They found that LSTM outperforms traditional-based algorithms such as the ARIMA model. The root-mean-square error rates (%) obtained by ARIMA was 55.3 while the correspond value from LSTM was 7.814, indicating the superiority of LSTM for the given dataset. Therefore, models tried to hybridize ARIMA and LSTM models to improve the forecast accuracy of either of the models used separately. For example, Zhang (2003) proposed a hybrid methodology that combines both ARIMA and Artificial Neural Network (ANN) models and showed empirically on real datasets of Forex indicator that the integrated model can improve the forecast accuracy of either of the models used separately. Khashei and Bijari (2011) used ARIMA models to identify and magnify the existing linear structure in data, and then a multilayer perceptron to determine a model to capture the underlying data generating process and predict the future price, using preprocessed data. Khashei and Bijari (2011) showed that their model had better performance for one-step-ahead performance than Zhang (2003). Babu and Reddy (2014) used the Hybrid ARIMA-LSTM methodology by filtering the data using the moving average for the trend. Then they estimated the trend with the ARIMA model and with the LSTM model, the noise from the trend separately. Their one-step-ahead forecast had higher accuracy than both Zhang (2003) model and the Khashei and Bijari (2011) model.

Our investigation extends the above work of Babu and Reddy (2014) and follows the growing literature of using machine learning to forecast the VIX index level. We introduce a new forecasting model of VIX level using the LSTM algorithm and ARIMA model and validate it for real-time data. In particular, we propose a new hybrid LSTM-ARIMA model, with deep learning, for forecasting VIX, and add a new feature, the investors’ emotional tendency to financial news. Our main contributions are threefold. First, we suggest engaging investors’ sentiment using natural language processing (NLP), which relies on machine learning techniques to parsing text sentiment obtained from financial news articles for stock prediction. Investors’ sentiment can improve prediction accuracy obtained by models basing their predictions only on historical prices. Second, to better forecast future values, we add to the LSTM model the investors’ sentiment. The LSTM approach has the advantages of analyzing relationships among time-series data through its memory function. This property can quantify the long-term relationship between sentiment analysis data and
VIX values. Third, we adopt the ARIMA model and combine it with the LSTM method to capture the VIX index’s trend fluctuation.

The remainder of this article is structured as follows. In Section 2, we explain the data, software, and hardware of our proceeding analysis. The methodology, which consists of three stages, is discussed in Section 3. Section 4 presents the key results of applying the suggested model and some robustness tests. The conclusion is offered in Section 5.

2. DATA, SOFTWARE, AND HARDWARE

2.1. VIX Index Data
We use the S&P 500 VIX index data from CBOE for the empirical study. The entire dataset is from September 30th, 2016, until October 30th 2020, covering 1027 trading days, consisting of the COVID-19 period characterized by a sharp increase in the VIX index level.

2.2. Financial websites data
Using Webhose.io platform published from October 30th, 2016 until September 30th, 2020, we have collected from major financial websites mentioning the word “S& P500”. These websites include CNN, Reuters, Bloomberg, etc. The cause for using the keyword “S&P500” rather than the “VIX” keyword itself draws from the assumption under which the investor sentiment of the underlying asset (S&P500) affects the VIX index level. The total number of financial news articles in the whole dataset is 73,566.

2.3. Software and hardware
We used Python 3.7 (Python Software Foundation, 2016), with NumPy (Van Der Walt et al., 2011) and pandas (McKinney, 2010) packages for data preparation. We developed the architecture of deep learning LSTM networks with Keras (Chollet, 2015) on top of Google TensorFlow, a powerful library for large-scale machine learning on heterogeneous systems (Abadi et al., 2016). Investors’ sentiment analysis uses NLP methods and algorithms that are either rule-based, hybrid, or rely on machine learning techniques to learn data from datasets. The investors’ sentiment analysis in our study is carried out separately with TextBlob Library (Loria, 2018) as
well as with Valence Aware Dictionary for Sentiment Reasoning (“Vader”) that
construct and empirically validate a list of lexical features (Hutto and Gilbert, 2014).
Vader is a human-validated sentiment analysis method developed for micro-blogging
and social media, requiring no training data. It consists of a list of lexical features and
associated sentiment measures. Based on the language’s grammatical and syntactic
usage, several rules are formed, which are used to determine the text’s sentiment. A
vocabulary, whereas each word is assigned to a semantic orientation as a positive or
negative value (Urologin, 2018).

3. HYBRID LSTM-ARIMA MODEL

3.1 The general framework
Our methodology consists of three stages shown in Figure 1. First, we build the input
vector based on historical VIX index levels and investments’ sentiment analysis
scores necessary for training and forecasting VIX index level. Second, we provide an
in-sample analysis separately for LSTM networks and the ARIMA model based on
70% of the data (“train data”). We present the Hybrid LSTM-ARIMA approach to
obtain forecasts, based on the advantages of ARIMA and LSTM models. Using the
Hybrid LSTM-ARIMA model, our goal is to estimate the VIX index level in day \( t+1 \).
The rest of this section details the three stages outlined above and are illustrated in
Figure 1. Third, we make out-of-sample data forecasting, separately for the LSTM
model and ARIMA model based on the remaining 30% of the data (“trade data”).
Figure 1. The suggested Hybrid LSTM-ARIMA methodology for forecasting VIX index level in \( t+1 \)

3.2 Input vector and target generation

LSTM networks and the ARIMA models require time series of input data for training, i.e., the values at successive points in time. Our modeling method receives the VIX index’s historical levels and investors’ sentiment scoring as key inputs.

3.2.1 Calculating investors’ sentiment score

We used the TextBlob library in Python to compute the sentiment (polarity) score for each news article out of the \( N = 73,566 \) news articles along the 1027 trading days. Let \( n_i \) denote the total number of articles published in a day \( t \). In TextBlob, the polarity score \( tp_{i,t} \) for the given article text of index \( i = 1,2,...,n_t \) in a day \( t \) is in the range of \([-1,1]\). If the polarity score is positive, it is regarded as positive sentiment, meaning that the news article is positive in the sense of semantic total positive words. If the polarity score is negative, it is regarded as a negative sentiment, meaning that the news article is negative in the sense of semantic total positive words. If the polarity is equal or close to zero, it is considered neutral. We use the TextBlob library
also to compute the subjectivity score \( ts_{i,t} \) for given article text \( i \) on day \( t \). The subjectivity score \( ts_{i,t} \) is within the range \([0,1]\), where 0.0 is a very objective article text, and 1.0 is a very subjective article text. In addition, we use the Vader Sentiment Analyzer library in Python to calculate for given article text \( i \) on day \( t \) the sentiment score \( vs_{i,t} \) of each news article. The Vader sentiment score \( vs_{i,t} \) is calculated by summing each word’s valence scores in the lexicon and then normalized to be between -1 (most extreme negative) and +1 (most extreme positive). We also use Vader positive score \( vp_{i,t} \) from the Vader Sentiment Analyzer library for a given article text index \( i \), which scales the intensity on a scale between -4 (extremely negative) and 4 (extremely positive).

We compute, for each input individually the daily scores \( p_t, s_t, v_t, b_t \) on day \( t \), which is the arithmetic average score of all \( n_t \) article text scores as follows:

polarity score \( TP_t = \frac{\sum_{i=1}^{n_t} p_{i,t}}{n_t} \), subjectivity score \( TS_t = \frac{\sum_{i=1}^{n_t} ts_{i,t}}{n_t} \), sentiment score \( VS_t = \frac{\sum_{i=1}^{n_t} vs_{i,t}}{n_t} \), and Vader positive score \( VP_t = \frac{\sum_{i=1}^{n_t} vp_{i,t}}{n_t} \). Table 1 presents the statistics for each sentiment score for the total dataset. We calculated the scores based on the daily average score.

**Table 1. Summary of total sentiment scores for the in-sample dataset**

<table>
<thead>
<tr>
<th>Sentiment Score Source</th>
<th>Average Score</th>
<th>Median Score</th>
<th>Max Score</th>
<th>Min Score</th>
<th>Std. Dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>TextBlob Polarity (TP)</td>
<td>0.077</td>
<td>0.078</td>
<td>0.733</td>
<td>-0.265</td>
<td>0.063</td>
</tr>
<tr>
<td>TextBlob Subjectivity (TS)</td>
<td>0.395</td>
<td>0.405</td>
<td>0.900</td>
<td>0.000</td>
<td>0.092</td>
</tr>
<tr>
<td>Vader Sentiment (VS)</td>
<td>0.530</td>
<td>0.963</td>
<td>1.000</td>
<td>-1.000</td>
<td>0.732</td>
</tr>
<tr>
<td>Vader Positive (VP)</td>
<td>0.088</td>
<td>0.085</td>
<td>0.271</td>
<td>0.000</td>
<td>0.034</td>
</tr>
</tbody>
</table>

Table 1 shows that the sentiment score source (TextBlob polarity, TextBob subjectivity, Vader sentiment, and Vader positive) and the corresponding average scores, median score maximum score, minimum score and the standard deviation of the scores. It is shown that the average and median scores are higher than their mid-range values, meaning that in general, the data relatively positive.
While TextBlob polarity shifts in relatively narrow boundaries, the Vader sentiment score is more diverse, indicating a higher sensitivity for each article’s text lexicon. The average subjectivity score suggests that the news contains more objective data than subjective data.

Figures 2a-2d present the correlation between different sentiment scores and VIX level. Each dot in Figures 2a-2d characterizes the TextBlob polarity (TP), TextBob subjectivity (TS), Vader sentiment (VS), and Vader positive (VP) sentiment scores on day $t$ (y-axis) and VIX level on day $t$ (x-axis) for the in-sample data (718 trading days), respectively.

Using the Pearson correlation coefficient, shown in Figure 2, the correlation between the scaled VIX and TP, TS, and VS are negative. These results align with the literature (Xu and Cohen, 2018; Yang et al., 2018). The first three Pearson correlation coefficients express the relation between higher VIX levels and investor sentiment scores. As for the subjective score (TS) shown in Figure 2b, we would expect it not necessary to be correlated to the VIX level since it does not reflect positive or negative sentiment scores.
3.2.2 Calculating VIX level

We used the VIX series’ raw data and capture “trend,” which is calculated by the moving average of the last three trading days. The simple moving average (MA) of the VIX level on the day \( t \) is given by:

\[
MA_t = \frac{VIX_{t-2} + VIX_{t-1} + VIX_t}{3}
\]

Then, for the LSTM model, we subtract the trend from the raw data level to find the “noise”, which we define as \( x_t = VIX_t - MA_t \).

3.2.3. Input vector for training and trading sets for LSTM model

For any given day \( t \), we define a vector \( L_t \) of size 5, including input sets of the last previous trading day. Each column includes “noise” of VIX index level and sentiment scores TP, TS, VS, VP.

\[
L_t = \begin{bmatrix}
    x_t \\
    TP_t \\
    TS_t \\
    VS_t \\
    VP_t
\end{bmatrix}
\]  

This input vector is used to forecast the VIX index level “noise” \( x_{t+1} \) for the day \( t+1 \) for the LSTM algorithm.

3.2.4. Input value for training and trading sets for ARIMA model

For any given day \( t \), we define the input value \( MA_t \) of trading day \( t \) of VIX level input to forecast the VIX trend \( MA_{t+1} \) for day \( t+1 \).

3.2.5. Splitting the input vector into in-sample and out-of-sample sets

Following Krauss et al. (2017) and Fischer and Krauss (2018), we define an “in-sample” training period as a set, consisting of a training period of 718 days (approximately 70% of the dataset), which is equivalent to nearly three years, and an “out-of-sample” trading period of the succeeding 309 days (30% of the dataset). Therefore, for the LSTM model, the size of the training set is (5,718), meaning 718 \( L_t \) vectors, each of size 5, and the trading set size is (5,309), meaning 309 \( L_t \) vectors.
of size 5. For the ARIMA model, the training set size is (1,718), and the trading set size is (1,309). Figure 3 shows the VIX index level over time. The blue line describes the training set (70% of the dataset), while the orange line describes the trading set (30% of the dataset).

Figure 3. VIX Index and the allocation for the training set and test set

Figure 3 shows that both the training set and the trade set consist of significant VIX index spikes. The COVID-19 outbreak during March 2020 associated with the spike in VIX index level is included within the trading set.

3.3 In-Sample analysis

For the in-sample analysis, the input data is used to find the best parameters that calibrate the model and best fit them in terms of the lowest error between theoretical VIX index level and actual VIX index level. In this stage, we separate the in-sample analysis for the LSTM model and the in-sample analysis for the ARIMA model. First, we detail the in-sample process for both modes (i.e., LSTM model and ARIMA model), features, and architecture separately. Then, we introduce the hybrid LSTM-ARIMA model.

3.3.1 LSTM model
LSTM model has been introduced by Hochreiter and Schmidhuber (1997) and further refined in the following years by Gers et al. (2000) and Graves and Schmidhuber (2005), to name a few. LSTM networks are specifically designed to learn long-term dependencies and overcome the previously inherent problems of RNNs, i.e., vanishing and exploding gradients (Sak et al., 2014).

LSTM networks are composed of an input layer, one or more hidden layers, and an output layer. The number of neurons in the input layer is equal to the number of explanatory variables (input vector), which in our model is $L_i$. The number of neurons in the output layer reflects the output space, which in our model is one neuron represent the VIX index level “noise” $x_{t+1}$.

The hidden layers in LSTM networks consist of memory cells. Each of the memory cells has three gates maintaining and adjusted its cell state: an input gate, an output gate, and a forget gate. At every time step $t$ each of the three gates acts as filters of the information obtained from the previous layer. For more details, the reader is referred to Fischer and Krauss (2018). Every neural network, such as the LSTM model, has a loss function and an optimizer function. The loss function is the error between the actual output and the predicted output. For accurate predictions, one needs to minimize the calculated error. In a neural network, minimizing loss function is carried using backpropagation. The current error is typically propagated backward to a previous layer, where it is used to modify the weights and biases so that the error is minimized. The weights are adjusted using a function called Optimization Function.

We apply two advanced methods for the LSTM model training; each of them uses Keras (an open-source neural-network library written in Python). First, we make use of Nesterov accelerated adaptive moment (Nadam) as an optimizer. Second, we use absolute mean error as the loss function in all the experiments, as the absolute mean error produces minimum loss during the training. The specified topology of our trained LSTM network is specified below (see Figure 4):

- Input layer $L_i$.
- Two LSTM hidden layers, each with $h = 30$ hidden neurons and a dropout value of 0.2.
- Output layer (dense layer) with one neuron representing the forecast for day $t+1$ using the linear activation function.
Following Gal and Ghahramani (2015), we apply dropout regularization within each of the two hidden layers. Because of this, 20% of the input units are randomly dropped at each update iteration during training time, both at the input gates and the recurrent connections, resulting in reduced risk of overfitting and better generalization. The training samples were split into two sets: one training set and one validation set. We kept about 25% of the in-sample dataset as a validation set (these samples are assigned randomly to either training or validation set). The first set is used to train the network and iteratively adjust its parameters to minimize the loss function. The second set of the network predicts the unseen samples from the validation samples and try to forecast the VIX index level and validate the selected parameters.

Figure 4. LSTM model topology, inputs, and outputs for each layer

Figure 4 shows our model topology, inputs, and outputs for obtaining the optimal parameter weights for the model. There is a total of 18991 weights parameters estimated for calculating the optimal VIX for $t+1$.
3.3.2 ARIMA

The ARIMA model (Koreisha and Fang, 1999; Cline and Brockwell, 1985) is a generalization of an Auto-Regressive Moving Average (ARMA) model, with an integrated component as a measure of how many non-seasonal differences are needed to achieve stationarity. Both models use time-series data to better understand the data or forecast future points in the series, based on a combination of two polynomials, one for the autoregressive part and the other for the moving average part.

Following Musa and Joshua (2020), we used ARIMA (1,1,1) to forecast the next day’s value. The first element is the order (number of time lags) associated with the autoregressive model. The second element is the number of differencing (subtract the previous value from the current value) required to make the time series stationary. The third element is the order associated with the moving-average model. The Input value for our model is $x_t$.

3.4 Hybrid LSTM-ARIMA model

As the ARIMA approach individually have a single forecast for the VIX index level in $t+1$ and LSTM model approach individually have a single forecast for “noise” from the trend, hybridizing the ARIMA and LSTM forecast for $t+1$ by adding them will provide a forecast to VIX index levels: $VIX_{t+1} = \bar{X}_{t+1} + \overline{MA}_{t+1}$. By doing so, we capture both the trend and the specific error derived from the four sentiment scores and the interconnections in the VIX index itself for recent days.

4. OUT-OF-SAMPLE EMPIRICAL RESULTS

For all models, we’ve used RMSE, MAPE, and MAE to measure the efficiency of the suggested method in forecasting the actual VIX index level in $t+1$. Low RMSE, MAPE, and MAE scores imply better forecasting.

4.1 Out-of-Sample performance analysis – gap analysis

Our results include three steps. First, we analyze RMSE and MAE for the Hybrid LSTM-ARIMA approach. We then analyze each model’s profitability, separately, for
both models, and last, we perform a robustness test on the Hybrid LSTM-ARIMA results.

We have used both ARIMA and LSTM and LSTM without sentiment analysis (only one historical VIX price as input feature). Table 2 shows the empirical results. We used RMSE and MAE, following Zhu and Lian (2012) and others.

**Table 2.** Out of sample results in 6 different models

<table>
<thead>
<tr>
<th>Model</th>
<th>RMSE</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hybrid LSTM-ARIMA with sentiment</td>
<td>3.00681</td>
<td>1.7069</td>
</tr>
<tr>
<td>Hybrid LSTM-ARIMA without sentiment</td>
<td>3.01327</td>
<td>1.72781</td>
</tr>
<tr>
<td>ARIMA</td>
<td>3.18904</td>
<td>1.73033</td>
</tr>
<tr>
<td>LSTM with sentiment</td>
<td>10.8492</td>
<td>5.44829</td>
</tr>
<tr>
<td>LSTM without sentiment</td>
<td>10.997</td>
<td>5.71967</td>
</tr>
</tbody>
</table>

Table 2 shows that Hybrid LSTM-ARIMA with sentiment has the lowest RMSE score and MAE score. Very nearby results are achieved by the ARIMA model results, while the LSTM models obtain inferior results.

![Figure 5](image.png)

*Figure 5.* VIX Index level forecast for hybrid models with (and without) sentiment compared to VIX index levels
Figure 5 shows that except for the LSTM models solely, the VIX index level forecast is very close to actual values, even during COVID-19 trading day, which had extremely high spikes.

Interestingly, before COVID-19, all models show high accuracy to the actual VIX levels. However, during COVID-19 trading days, the LSTM component didn’t capture the higher volatility. We conclude that the investors’ sentiment increases the LSTM model accuracy and the ARIMA model helps capture the short time previous results more accurate in times of higher fluctuation.

4.1 Out-of-Sample performance analysis - Trading strategy

For trading strategy, the forecast at $t+1$:

- According to the model, if $VIX_{\text{Model},t+1} > VIX_t$, buy the VIX index and the profit (loss) on day $t+1$ will be $\pi_{t+1} = -VIX_{\text{Actual},t} + VIX_{\text{Actual},t+1}$.

- According to the model, if $VIX_{\text{Model},t+1} < VIX_t$, sell the VIX index and the profit (loss) on day $t+1$ will be $\pi_{t+1} = VIX_{\text{Actual},t} - VIX_{\text{Actual},t+1}$.

- According to the model, if $VIX_{\text{Model},t+1} = VIX_t$, do not trade.

We present in Table 3 the empirical trading strategy results before any transaction costs.

<table>
<thead>
<tr>
<th>Model</th>
<th>Total profit (in $)</th>
<th>% of Buy Transactions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hybrid LSTM-ARIMA with sentiment</td>
<td>151.17</td>
<td>44%</td>
</tr>
<tr>
<td>Hybrid LSTM-ARIMA without sentiment</td>
<td>117.57</td>
<td>41%</td>
</tr>
<tr>
<td>ARIMA</td>
<td>85.43</td>
<td>56%</td>
</tr>
<tr>
<td>LSTM with sentiment</td>
<td>4.65</td>
<td>32%</td>
</tr>
<tr>
<td>LSTM without sentiment</td>
<td>-20.07</td>
<td>0%</td>
</tr>
</tbody>
</table>

Table 3 shows that Hybrid LSTM-ARIMA sentiment obtains the highest total profit (in $). The cumulative profit is shown in Figure 6.
Figure 6 shows that the hybrid LSTM with sentiment obtains a significantly higher profit of 29% than the hybrid LSTM without sentiment, mainly during COVID-19 volatile time. The inclusion of the COVID-19 period is interesting because it provides insight of the power of the model even in the face of unexpected shocks.

4.2. Robustness test results
Several methods to compute robustness quantification of several neural networks for Out-of-Sample data were presented (Deng et al., 2016; Ko et al., 2019). Yet, the robustness quantification of LSTM models for out-of-sample data remains an open problem because of the complexity of its architecture. To quantify robustness, we made the following robustness random shuffling test on the Hybrid LSTM-ARIMA with the sentiment on the Out-of-Sample data. By doing so, we address the main vulnerability of LSTM models: The adversarial attack-based approach, which means researchers design strong adversarial attack algorithms to attack deep neural networks. Robustness is measured by the distortion between successful adversarial examples and the original ones. The following three Hybrid LSTM-ARIMA models are baseline Hybrid LSTM-ARIMA model with the sentiment, baseline Hybrid LSTM-ARIMA model with VIX data randomly shuffle, baseline Hybrid LSTM-ARIMA model with both VIX and sentiment score values data randomly shuffled. By shuffling the data, we can assure that the results are not arbitrary. Table 4 shows the robustness test results for the three models.
Table 4. Robustness test for out-of-sample hybrid LSTM-ARIMA baseline model

<table>
<thead>
<tr>
<th></th>
<th>Baseline Model (No data shuffle)</th>
<th>Baseline model with shuffle VIX values</th>
<th>Baseline model with shuffle VIX and sentiment score values</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMSE</td>
<td>3.00681</td>
<td>3.15618</td>
<td>3.19327</td>
</tr>
<tr>
<td>MAE</td>
<td>1.7069</td>
<td>1.9134</td>
<td>1.92676</td>
</tr>
<tr>
<td>Profit (USD)</td>
<td>151.17</td>
<td>116.25</td>
<td>108.05</td>
</tr>
<tr>
<td>% of Buy Transactions</td>
<td>44%</td>
<td>48%</td>
<td>45%</td>
</tr>
</tbody>
</table>

Table 4 shows that the baseline model (no data shuffle) has robust results in all parameters (RMSE, MAE, Profit) than the two shuffled data models. RMSE and MAE are the lowest, indicating that the results are robust. The profit ($) of the baseline model is more significant than the two shuffled data models.

5. CONCLUSION

This paper introduces a new forecasting model of VIX index returns for the next day based on both LSTM and ARIMA models. We developed the hybrid LSTM-ARIMA model, which considers investors’ sentiment scores. To the best of our knowledge, this study is the first to propose and implement a hybrid LSTM-ARIMA model and to incorporate investors’ sentiment analysis in the model.

The sentiment scores are empirically evaluated based on commonly used daily article text major economic sites. The forecasts of next day VIX index level based on out-of-sample for 2019-2020 end of day data present robust results compared to models without sentiment parameters. We found that hybrid LSTM-ARIMA with sentiment obtains the lowest RMSE, while the LSTM model (with or without sentiment) obtains inferior results, mainly in the COVID-19 period. We relate these outcomes to the fact that the LSTM model has a positive bias towards actual prices.

The model introduced in this paper has significant advantages and implications for trading the VIX index. The model is unique by combining LSTM-ARIMA for VIX forecasting and adding a sentiment analysis methodology to improve the empirical results. The model also achieves greater proximity to the actual VIX index levels and higher profits than each of the comparative methods under consideration in this study.
Importantly, our study’s main conclusion is that sentiment analysis improves forecasting compared to hybrid LSTM-ARIMA without sentiment.

Some of the main limitations of this work can be considered for future research. The dataset included only investors’ sentiment and VIX index levels as the input vector. We did not consider parameters such as trading volumes in the VIX index or in the S&P500 index to increase proximity or profit. Our analysis was made on end-of-day data, but for future research it would be scientifically interesting to extend the work and perform the analysis of intraday data.
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