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1. Introduction

Computer vision already plays a key role in the world of sports. Some of the best-known current application areas are in sports analysis for broadcast, for example showing the position of players or the ball as 3D models to allow the locations or trajectories to be explored in detail by a TV presenter. Computer vision is also used behind-the-scenes, in areas such as training and coaching, and providing help for the referee during a game. Motion capture systems, relying on reflective cameras attached to athletes viewed by multiple cameras, are used in the training of professional athletes, and current research work is looking at how easier-to-deploy vision systems might be able to be used for similar tasks in the future. Other current research topics include analysis of how groups of play-
ers move, for applications like coaching in team sports, or automatically identifying key stages in a game for gathering statistics or automating the control of broadcast cameras. This paper presents an overview of how computer vision is currently being applied in sports, and discusses some of the current research that will lead to future commercial applications.

The remainder of this paper is organized as follows: Section 2 looks at how fundamental techniques such as tracking players and ball, and analyzing the motion of both individual players and teams, are being applied in today’s commercial systems. Section 3 looks at how these techniques are being further developed, making reference to examples from recent publications, including others in this special issue. It also provides an overview of some publicly-available datasets to support ongoing research.

2. Current commercial applications of computer vision in sports

This section looks at how various fundamental techniques are being applied in commercially-available systems today. Applications that detect and track players and the ball are discussed, as well as those that track camera movement. Some current examples of techniques being used commercially to analyze the motion of players (both individually and within teams) are also briefly discussed, as are applications in enhancing sports broadcasts. Characteristics of some example systems are listed in tables at the end of the section.

2.1. Camera calibration and tracking

Camera calibration is essential for the ball and player tracking systems described in the following sections, and also for any systems that need to render graphics into the image that appear locked to the real world (or ‘tied-to-pitch’). Those such as multi-camera ball tracking systems usually work with fixed cameras, and many calibration approaches can be used, including the use of calibration targets. Scene calibration may even use approaches such as rolling balls over the ground to account for non-planarity of the playing surface.

Systems that work with broadcast cameras need to be able to account for changing pan, tilt and zoom. The first such systems relied on mechanical sensors on the camera mounting, and sensors on the lens to measure zoom and focus settings. Calibration data for the lens is needed to relate the ‘raw’ values from these lens encoders to focal length. Ideally lens distortion and ‘nodal shift’ (movement of the notional position of the pin-hole in a simple camera model, principally along the direction-of-view) should also be measured by the calibration process and accounted for when images are rendered. The position of the camera mounting in the reference frame of the sports pitch also needs to be measured, for example by using surveying tools such as a theodolite or range-finder. An example of a camera and lens equipped with sensors, for placing virtual graphics on athletics coverage, is shown in Fig. 1. However, this approach is costly and not always practical, for example if the cameras are installed and operated by another broadcaster and only the video feed itself is made available. The sensor data has to be carried through the programme production chain, including the cabling from the camera to the outside broadcast truck, recording, and transmission to the studio. Also, any system that relies on sensor data cannot be used on archive recordings for which no data are available.
Most current sports graphics systems that require camera calibration now achieve this using computer vision, using features at known positions in the scene. This avoids the need for specially-equipped lenses and camera mounts, and the problems with getting sensor data back from the camera. In sports such as soccer where there are prominent line markings on the pitch at well-defined positions, a line-based tracker is often used [98]. In other sports such as ice hockey or athletics, where lines are less useful, a more general feature point tracker can be used [19]. However, for live use in applications where there are very few reliable static features in view (such as swimming), sensor-based systems are still used. In particularly challenging cases where a stable camera mounting is not available and very high angular accuracy is needed (approaching 1/10,000 of a degree) to cope with zoom lenses having a very narrow field-of-view, it can be necessary to employ high-accuracy gyros. An example is the GyroTracker developed by Mo-Sys [68]. For airbourne systems, both gyros and GPS have been used, for example in coverage of the America’s Cup [90].

The addition of some relatively simple image processing can allow graphics to appear as if drawn on the ground, and not on top of people or other foreground objects or players, if the background is of a relatively uniform colour. For example, for soccer, a colour-based segmentation algorithm (referred to as a ‘chromakeyer’ by broadcast engineers) tuned to detect green can be used to inhibit the drawing of graphics in areas that are not grass-coloured, so that they appear behind the players. The fact that the chromakeyer will not generate a key for areas such as mud can actually be an advantage, as long as such areas are not large, as this adds to the realism that the graphics are ‘painted’ on the grass. Fig. 2 shows an example of graphics applied to rugby; other examples of this kind of system applied to American Football include the ‘1st and Ten™’ line [89] and the ‘First Down Line’ [72].

2.2. Detection and tracking

2.2.1. Player detection and tracking

Detecting the position of players at a given moment in time is the first step in player tracking, and is also required in sports graphics systems for visualization of key moments of a game. Techniques used
in commercial broadcast analysis systems range from those relying on a human operator to click on the feet of players in a calibrated camera image [6] to automated techniques that use segmentation to identify regions that likely correspond to players [96].

To help improve the performance of teams in sports such as soccer, analyzing the ways in which both individual players move, and the overall formation of the team, can provide very valuable insights for the team coach. Ideally, the coach would have access to a complete recording of the positions of all players many times per second throughout an entire training session or actual game.

Commercial multi-camera player tracking systems tend to rely on a mixture of automated and manual tracking and player labeling. STATS SportVu uses six cameras to track players in basketball; for football it uses a cluster of 3 HD cameras in single location, with an optional second cluster of 3 to provide height information [92]. Sportvision uses a camera-based system for its FIELDf/x player tracking in baseball [66]. Academic groups are also developing multi-camera player tracking systems with the aim of creating commercial products, such as the Computer Vision Laboratory at EPFL and its spin-out PlayfulVision [23].

Fully-automated tracking and labelling of players remains an open challenge. Optical tracking systems must cope with players occluding each other and having similar appearance. Some recent research in this area is discussed in Section 3.2.

2.2.2. Ball tracking

The ability to track a ball in low-latency real-time is important for both analysis in broadcast TV and helping the referee or umpire. One of the first commercially-available multi-camera systems based on computer vision was developed by Hawk-Eye [45] for tracking cricket balls in 3D, and first deployed in 2001. It was subsequently applied to tennis; although broadcast cameras were initially used to provide the images [73], the system is generally now deployed with up to ten cameras set up around the court to capture live images at up to 340 fps. [43]. Being static, they are easier to calibrate, and short shutter times and higher frame rates can be used. There is a lot of prior knowledge about tennis that the system can use, including the size and appearance of the ball, its motion (once it is hit, its motion can be predicted using the laws of physics), and the area over which it needs to be tracked. The cameras and the geometry of the court can be accurately calibrated in advance. The system first identifies possible balls in each camera image, by identifying elliptical regions in the expected size range. Candidates for balls are linked with tracks across multiple frames, and plausible tracks are then matched between multiple cameras to generate a trajectory in 3D [73]. The system is sufficiently accurate that it can be used by the referee to determine whether a ball lands in or out, being first used for this in 2005. It is claimed to have a mean error of 2.6mm when compared to a high speed camera located on the playing surface [43]. When applied to cricket, it typically uses six cameras running at 340 fps and achieves an accuracy of 5-10mm [43]. It can be used to predict the path that the ball would have taken if the batsman had not hit it, or if it had not turned when bouncing, as shown in Fig. 3. A similar system has been used for officiating in badminton by the Badminton World Federation since 2014 [4].

Sportvision’s PITCHf/x system [25]
tracks a baseball using a pair of cameras, and was first deployed in 2006. The real-time data was used for ESPN’s K-Zone visualization technology. In 2015 [17], Major League Baseball investigated radar-based ball tracking and optical-based player tracking using ChyronHego’s TRACAB [16].

In 2006, Protracer introduced a vision-based golf ball tracking system using a specialized image sensor [2]. ESPN used the technology to generate visualizations over live broadcasts in 2010 [40].

More recently, various systems to determine whether a soccer has crossed the goal line have been developed. At the time of writing (Feb 2017), FIFA has certified goal-line technology (GLT) installations at 108 soccer grounds [28]. Of these, 87 are based on a 7-camera computer vision system developed by Hawk-Eye, and 21 use a similar vision system developed by GoalControl [28]. The GoalRef system [42] (an RF system with a transponder in the ball) developed by Fraunhofer IIS is also certified by FIFA. The system from GoalControl was used for the 2014 World Cup in Brazil [30], and the system from Hawkeye was used for the Euro 2016 championships in France [100].

2.3. Broadcast enhancements

2.3.1. Player modeling

Once players have been located, various approaches are used in current sports graphics systems to provide a visualization of the key moment from a range of viewpoints.

An early example of the use of multiple cameras to provide a view from a range of points around an area of interest was the EyeVision system developed by CBS with help from Carnegie Mellon University for the Super Bowl in 2001 [67]. 30 cameras with motorised zoom and focus on robotic pan/tilt heads followed a viewpoint on the pitch defined by an operator. A video switching system switched quickly between the views to give the impression of movement around the point of interest.

Computer vision techniques have subsequently been used to simulate a smoothly-moving viewpoint from one or more fixed cameras. A crude 3D model of the scene can be created from a single camera using a billboard approach [37] by segmenting the players from the background and placing them into a 3D model of a stadium, as textures on flat planes positioned at the estimated locations. An example of this approach is shown in Fig. 4 produced by [24]; this was first used in 2004 [81]. This allows the generation of virtual views of the game from locations other than those at which real cameras are placed, for example to present a view of the scene that a linesman may have had when making an offside decision, or to provide a seamless ‘fly’ between an image from a real camera and a fully-virtual top-down view more suitable for presenting an analysis of tactics.

This simple player modeling approach works well in many situations, but the use of a single camera for creating the models
restricts the range of virtual camera movement, with the planar nature of the players becoming apparent when the viewing direction changes by more than about 15 degrees from that of the original camera. Furthermore, overlapping players cannot easily be resolved. Approaches using two or more cameras, to create either a ‘2.5D’ model that allows smooth blending between multiple billboarded images, or to infer the player pose in 3D by matching player silhouettes to a library of pre-generated poses, are described in [78], and techniques like this are available in commercial products such as Viz Libero [101].

The use of a large number of cameras allows a wider range of movement and more accurate models to be created. Such a system [97] was used at the 2012 Olympics for gymnastics, and then under the name EyeVision 360 at the 2016 Superbowl, incorporating 36 cameras [94]. It has also been used for other sports including tennis and basketball [76].

An alternative solution to these problems is to use pre-generated 3D player models, manually selected and positioned to match the view from the camera. It can take a skilled operator many minutes to model such a scene, which is acceptable for a post-match analysis programme but too slow for use in an instant replay. The player models lack realism, but can be at a level of detail higher than can readily be achieved by a camera-based system.

2.3.2. Analysing motion of players

Analysing or visualising the motion of players at key moments in sport can give useful insights for both trainers and broadcasters. Training at elite level may involve the use of dedicated motion capture systems with multiple calibrated cameras and markers placed on the player. However, such marker-based systems are impractical to use in lower-end training sessions and during actual competitions. In these situations, computer vision using a single camera or a small number of cameras can still provide useful insights. Most commercial systems are currently limited to providing visualisation of the player’s movement rather than detailed analysis, as accurate markerless pose estimation is very challenging.

The motion of the segmented foreground person or object can be illustrated by overlaying a sequence of ‘snapshots’ on the background, to create a motion ‘trail’, allowing the recent motion of the foreground object or person to be seen. This produces a similar effect to that which can be achieved
by illuminating the scene with a stroboscope and capturing an image using a camera with a long exposure. An early example of this was an analysis tool for snooker [93] which exploited the relatively benign nature of this sport (cameras are often static, and balls are easily segmented from the plain green background).

A more recent example of this kind of analysis tool [79] is often used to show movement in sports such as diving or ice skating. It is necessary to compensate for any pan/tilt/zoom of the camera, so that the segmented snapshots of the people are shown in the correct place; this can be achieved using image analysis techniques like those discussed above. This application is relatively benign to segmentation errors which might result in the inclusion of parts of the background around the edges of a segmented person, as the person is overlaid on the background region from which they were originally extracted. By stitching together the background areas from a sequence of images and viewing this as one large image, it is possible to illustrate the entire movement of a person over a given period of time, as shown in Fig. 5. Where the person tends to occupy the same location over a period of time, such as an ice skater spinning around her axis, a set of successive images can be separated out and displayed on an arbitrary background, like a series of frames in a film.

An extension of this class of technique can be used to overlay the performance of several sports people during successive heats of an event, such as a downhill ski race [84]. This requires the calibration of the moving camera in a repeatable way, so that the background can be aligned from one heat to the next, and may also require the timing to be synchronised so that competitors are shown at the same time from the start of the heat.

Recently, machine learning and data mining techniques have been used to better understand raw player tracking data in team sports. To some degree, the methods of analysis that can be used are somewhat dependent on how the data was acquired. For instance, the noise characteristics of optical tracking are quite different from those of radio frequency tracking. As a result, we only highlight a few recent examples of player tracking analysis, since this topic is mostly outside of the scope of computer vision.

Labelling semantic events, such as ‘pick and roll’ in basketball, is a popular topic when analysing player tracking data [65]. These labels enable broadcast enhancements such as advanced statistics (e.g. estimated shot quality [12]) or faster querying of video archives via keywords. In some cases, the analysis is used as a coaching tool, such as ‘ghost players’ which illustrate a model’s predicted optimal positions for players [61].

2.4. The impact of computer vision technologies on sport

The use of computer vision and associated graphics technologies to provide insight and explanation into sports events has been a part of the evolution of sports TV, building on older techniques such as the slow-motion replay. These developments
have been largely embraced by viewers and broadcasters. However, from the time that slow-motion replay first became available; it has allowed refereeing decisions to be examined in detail, inevitably leading to debate. Examples of comments made in the context of football include [91]:

- Uncertainty is a part of the game. The referee and linesmen are the arbiters of the action. Instant replay would limit their authority.

- Football is global. Many places do not have access to the technology necessary to implement instant replay.

- Football is a fast-paced game with few opportunities for stoppage. Instant replay would unnecessarily slow the pace.

A Video Referee has been used in the National Basketball Association since 2002 [9], following cases where the referee could clearly have been seen to make a mistake by looking at replays. Similar pressure led to FIFA approving the use of goal-line technologies in 2012 [91], and the debut of the Hawk-Eye tennis system for line calls at the 2006 US Open has changed the dynamics of professional tennis [27].

Player tracking technology has revolutionised training and scouting for players in sports such as football and basketball. Some insights into how the data is used in basketball can be found in [1], including comments that players appreciated being shown data to back up what the coach was telling them, but also that there are fears that statistics could be used against players when negotiating contracts.

2.5. Player tracking using alternatives to computer vision

For some sports, tag-based RF tracking technology (such as GPS) has been used as an alternative to vision-based systems, for example tags using GPS positioning and including heartrate monitors have been used for rugby, specifically for analyzing physiological demands on players, fatigue during game, and rehabilitation and injury prevention [36]. Tag-based systems can suffer from problems like short battery life (reportedly under 4 hours for some systems) and potential interference problems in bad weather. Tag-based systems are not restricted to outdoor scenarios where GPS signals can be received; various systems are available that use in-stadium transponders to transmit or receive reference signals. The need to get players to wear tags can meet with resistance, for example wearables are currently barred from being used during NBA games, and the data gathered from them cannot be used in NBA player contract negotiations [58].

2.6. Summary of some commercial systems

The tables below summarise some of the commercial systems referred to in this section. Table 1 focuses on systems primarily providing enhancements for viewers, using technology including camera tracking and view synthesis. Table 2 gives some details of player tracking systems, used for both coaching and broadcast statistics. Table 3 summarises some systems for high-precision ball tracking for both officiating and broadcast enhancements.
<table>
<thead>
<tr>
<th>Manufacturer &amp; system</th>
<th>Primary application area</th>
<th>Camera configuration and approach</th>
<th>Speed of operation and degree of autonomy</th>
<th>Precision and performance characteristics</th>
<th>How widely used</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ericsson: Piero [24]</td>
<td>Overlay graphics for TV and virtual views using either fully-virtual or image-based player models</td>
<td>Single pan/tilt/zoom broadcast camera under control of cameraman, no additional sensors, uses lines [98] and/or point features [19]</td>
<td>Camera tracking: automatic (latency of a few frames); Initialisation: semi-automatic or automatic [98]; Player modelling: billboards [37] or manually-posed 3D player models</td>
<td>Tracking stability generally better than 1 pixel</td>
<td>As of 2011, Piero was in use in over 40 countries. At the 2010 World Cup in South Africa over 85% of all analysis effects used in the world feed came from Piero [81]. Other similar systems include [72], [89] and [101].</td>
</tr>
<tr>
<td>Mo-Sys: Gyro tracker [68]</td>
<td>Tracking system to drive overlay graphics for TV for Red Bull air race</td>
<td>Inertial sensors mounted on a single camera (no computer vision used)</td>
<td>Assumed to be very low</td>
<td>Nearly 10,000th of a degree [68]</td>
<td>Specifically developed for Red Bull air race</td>
</tr>
<tr>
<td>Replay Technologies (Intel) FreeD [97]</td>
<td>Free-viewpoint video for sports</td>
<td>20-40 5K high-definition cameras (fixed mountings). Foreground and background modelled separately [38]</td>
<td>Produces results quickly enough to use for replays in-venue or on TV (no info readily available on actual processing time)</td>
<td>No information readily available</td>
<td>First used for gymnastics at 2012 Olympics. First Superbowl use in 2016 (36 cameras, branded as Eye-Vision 360 [94]). Used for basketball (3 stadiums fitted with 28 cameras for the 2016 NBA All-Star game). Also used for tennis and baseball [76].</td>
</tr>
</tbody>
</table>

Table 1: Examples of some commercial systems: camera tracking, overlays and virtual views
<table>
<thead>
<tr>
<th>Manufacturer &amp; system</th>
<th>Primary application area</th>
<th>Camera configuration and approach</th>
<th>Speed of operation and degree of autonomy</th>
<th>Precision and performance characteristics</th>
<th>How widely used</th>
</tr>
</thead>
<tbody>
<tr>
<td>STATS SportVU [92]</td>
<td>Player and ball tracking for sports analytics for coaching/training and broadcast, best known for basketball</td>
<td>For basketball (NBA): 6 cameras used; for football: a cluster of 3 HD cameras in single location, with an optional second cluster of 3 to provide height information. Some technical details in [96].</td>
<td>Real time operation at 25Hz. Data can be augmented with play-by-play events from the official event feed [92].</td>
<td>For basketball: The data is tracked within 2-3 secs of capture; spotters (operators) can make changes to the assigned player labels. Sometimes, in scrums where several players are clustered, even though the player’s heads remain visible, the system can temporarily lose track of who’s who. [1].</td>
<td>Used by all 30 NBA teams [108]</td>
</tr>
<tr>
<td>ChyronHego TRACAB [16]</td>
<td>Player and ball tracking for coaching/training and broadcast in sports including football, tennis, basketball, baseball, cricket and American football</td>
<td>Two clusters of 3 HD cameras</td>
<td>Two operators assign player labels. Delivers “live tracking of all moving objects with a maximum delay of just three frames” [16].</td>
<td>Delivers “positioning accuracy across the whole field of play of less than the width of a hand” [16].</td>
<td>Installed in 125 arenas and is used in more than 2,000 televised matches and games per year around the world [15]. Employed across entire leagues such as the English Premier League. Details of approach to ball tracking (as of 2003) in [73]. German Bundesliga, Spanish La Liga and Major League Baseball, as well as some of the largest international sports tournaments including UEFA Champions League and FIFA World Cup.</td>
</tr>
</tbody>
</table>

Table 2: Examples of some commercial systems: player tracking
<table>
<thead>
<tr>
<th>Manufacturer &amp; system</th>
<th>Primary application area</th>
<th>Camera configuration and approach</th>
<th>Speed of operation and degree of autonomy</th>
<th>Precision and performance characteristics</th>
<th>How widely used</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hawkeye Cricket system [45]</td>
<td>Officiating in cricket, and broadcast enhancement</td>
<td>Six 340 frames per second cameras [47]</td>
<td>Real time, autonomous</td>
<td>5-10mm accuracy. Ball size in image is circa 10 pixels, and the centre is found to circa 1/3 pixel [47].</td>
<td>Used by host broadcasters at major Test, ODI and Twenty20 matches around the world since 2001 and in 2008 was approved for use by the ICC and added as part of the Decision Review System</td>
</tr>
<tr>
<td>Hawkeye Tennis system [46]</td>
<td>Officiating in tennis, and broadcast enhancement</td>
<td>Up to ten cameras set up around the court to capture live images at up to 340 fps. [43]. Details of approach to ball tracking (as of 2003) in [73].</td>
<td>Real time, autonomous</td>
<td>Mean error of 2.6mm when compared to a high speed camera located on the playing surface [43].</td>
<td>First used in 2002 as part of the BBCs Davis Cup coverage. First used for officiating in 2005. Now used in over 80 tournaments around the world and at all Grand Slam events. [43].</td>
</tr>
<tr>
<td>Hawkeye Goal-line system [44]</td>
<td>Officiating in football</td>
<td>7 cameras per goal, most commonly on the roof of the stadium.</td>
<td>Real time, autonomous</td>
<td>FIFA requirements include a positional accuracy of +/-1.5 cm and that an indication of a goal is provided in 1 second or less, as well as immunity to snow and toilet rolls [29].</td>
<td>Used by the English Premier League, German Bundesliga, Dutch Eredivisie, Italian Serie A and FIFA</td>
</tr>
</tbody>
</table>

Table 3: Examples of some commercial systems: ball tracking
3. Open Issues and Current Research Areas

To fully automate the video analysis of sports events many issues are still open for research. The numerous different aspects of a sports event start when deciding how to capture the event; modelling the pose and viewpoint of a camera and calibrating large camera networks is still very challenging. There is then the key challenge of detecting and analyzing humans. Sports videos range from close-up views of single athletes to wide views including spectators at large stadiums, presenting a wide range of different scenarios. In this section we will discuss the largest research areas at the moment, which include detection and tracking of players and balls, as well as extracting semantics from sports videos. Lastly, we will give an overview of publicly available datasets useful for improving and comparing the research in these topics.

For sport as a human centred activity, the first step in most automatic analysis is to locate and segment each person of interest, and possibly follow this person over the duration of the video. Several challenges influence these tasks. The body posture of a person can vary greatly during sports exercises, decreasing the performance of any standard human/pedestrian detector. Another significant challenge is occlusion. People can be partly or fully occluded by, e.g., equipment, obstacles, or other players. In any contact sport or team sport occlusion between people is a frequent problem and includes cases of collisions and interactions between several players simultaneously.

3.1. Detection

3.1.1. Detection of players

The choice of detection methods depend on the type of footage, such as moving vs. static cameras, single vs. multiple cameras, static vs. changing background, and degree of occlusion.

Using static cameras it is possible to build a background model and detect players with simple methods like image differencing and background subtraction [83]. On courts with uniformly coloured surfaces similar approaches can be applied with moving cameras using a colour-based elimination of the ground [80]. These methods are often fast and well-suited for real-time performance. However, noise and missed detections should be expected due to other moving objects, similar colours in foreground and background, and effects such as changing lighting conditions and shadows. Many methods for fine tuning and post-processing of foreground images have been proposed and it remains a challenge open for research [83, 34].

Applying trained classifiers has become the most popular strategy for pedestrian detection. Naturally, as both are focused on detection of humans, this approach has been transferred to detection of sports players as well. However, sports players generally have much larger variations in pose, and the viewpoint and distance might change significantly between pedestrian and sports videos. Using the AdaBoost algorithm for training a classifier with HOG features, [26] shows that it is important to train the system with samples from the same video types, in this case Australian Rules Football, as a detector trained on standard pedestrian images performs very poorly on sports data. A similar approach with AdaBoost and Haar features is presented for
detection of basketball players [48], but the conclusion here is that although reasonable detection rates are obtained, the false positive rate is too high for the method to be applicable.

In team sports, additional steps have to be introduced to ensure the consistency in identity of the detected players. One approach is to solve the assignment task with classification of each object based on unique appearance features, like the jersey number [35, 113]. Since these features are often only visible in a subset of frames, the classification can be combined with temporal tracking of the player to keep track of the identity [62]. This topic will be further discussed in section 3.2.

3.1.2. Detection of the ball

Many sports types have the game centered around a ball, which makes automatic detection of a ball interesting for classification of goals and other events, or statistics like ball possession. As described in section 2.2.2, computer vision based goal detection systems are now developed to a point where these have been commercialised and trusted even for World Cup games. However, these systems utilise multiple view high-speed cameras covering each goal area, which means that extending a similar ball tracking system to the entire field would require an unrealistically large number of calibrated cameras. Detection and tracking the motion of the ball is particularly challenging due to fast motion and the small size of a ball compared to both humans and field sizes in most sports types.

Most ball detection algorithms get reasonable results by detecting moving objects and sorting these ball candidates on area, colour and shape [109, 10, 39]. However, often a ball is partly or fully occluded by the players, in which case a pure detection algorithm will not be useful. Instead, combining detection and tracking might allow for synthesising the ball position based on the trajectory. This will be further discussed in section 3.2.

3.2. Tracking

3.2.1. Tracking players

Tracking is one of the largest research areas of computer vision, with hundreds of papers published each year. Compared to other applications of human tracking, tracking of sports players is particularly challenging due to fast and erratic motion, similar appearance of players in team sports, and often close interactions between players is part of a game. Many multi-purpose tracking algorithms assume linear motion resulting in poor performance in sports compared to regular surveillance videos. Multi-target trackers commonly solve the data association problem with appearance models. However, this may fail in team sports due to the ambiguity of appearance between players on each team. In this section we will give an overview of some of the methods focusing specifically on solving the challenges of tracking in sports videos.

Recent research has investigated the use of context information, assuming that players react to the current game situation as a group. In [60] a method was presented using this approach by formulating a number of game context features, which significantly improved the tracking results on field hockey and basketball datasets. Context information has also been applied for tracking players in American Football [116], and for soccer and volleyball [110].

Sports games can also be modelled as a constrained closed-world scenario, in terms
of both physical space and players' movements [55]. The severe challenges with occlusions observed in team sports have been addressed by a number of papers. [31] use a graph representation, which includes the number of people assumed to be included in each detected blob. A different solution to occlusion handling is adding more cameras viewing the scene from different angles [52, 111].

Many sports videos originate from broadcasts, which are interrupted by commercials, replays, and changing camera view. Consistent tracking of individual players across these interruptions is difficult due to the similar appearance of players. [87] propose a method to associate the tracks between video clips by modelling the team formation as a graph with each node representing a player position.

Manafifard et al. provides a detailed survey on player tracking in soccer videos [64].

3.2.2. Tracking the ball

Constructing trajectories of a ball is often of interest, e.g., for analysing shot types, play dynamics, and event detections in many sports types, or for virtual replays. Many proposed methods are physics based, starting with a set of ball detections, for which a physical model is fitted and the trajectory can be constructed and extended [14, 11, 57].

In sports like tennis, where the ball is fully visible in most frames, it is possible to construct tracklets, which can be connected in a later association step [112].

Tracking the ball is harder in team sports, where several players can occlude the ball, and it is possible that players are in possession of the ball, either in their hands or between their feet. By combining knowledge on the positions of players and ball, the possession of the ball can be modelled and used as part of the ball trajectory [106, 104, 105]. [63] continues this approach by defining a number of states the ball can take, such as flying, rolling, or in-possession. For each state specific constraints apply, which for the flying and rolling states are based on physics.

As opposed to players, the ball cannot be assumed to move on the ground plane, but rather in an unconstrained 3-dimensional space. To solve ambiguities often a setup of multiple calibrated cameras is applied [82] or even a stereo setup or RGB-D sensor for estimating depth in smaller areas, like a table tennis environment [95].

3.3. Semantics

3.3.1. Semantics from video

With the rapidly-growing amount of video data being captured and published, methods are sought for automatically labelling the data. This can be done by extracting the semantics from visual features.

Labelling can be divided into two levels of detail, with the first level being the sports genre, or in other words the general activity observed during a video clip. The second level is the individual actions performed, where one activity can consist of several different actions. Action recognition is often coupled with localization of the action in both space and time. Combining the two levels of categorisation, [107] detect events during video clips and use those for classification of the activity.

Activity recognition is often performed for an entire video clip. In these cases visual information about the environment, such as court colour and lines, can be extracted and used for classification [69, 54, 114]. For general-purpose facilities, like public indoor arenas, where the environment does not
provide information on the activity type, it has been investigated how to use only the information of players’ positions over time. This data can originate from both visual tracking, but also other tracking technologies. From position data occupancy heatmaps [33] or trajectories [56] can be constructed and used for classification.

Action recognition in videos can be used for automatic generation of statistics, like shot type, and for indexing of videos for easier browsing or generating summaries. The purpose of generating highlights or summarization of games is to shorten recordings of full-length games while still preserving the most interesting content, for example for TV news or personalized multimedia content on request [13]. Summarizations are often constructed by event detection and classification (e.g., goals scored) [20, 115] or cinematographic features (e.g., camera motion and shot type) [70, 22]. The most interesting events to detect during a game are often goals or score, but events such as penalties, near misses, and shots can also be of interest. [50] propose a method for detecting all of these interesting events in field sports, by including automatic interpretation of the scoreboard, and scene analysis based on the shot sequence.

Highlights can also be detected by the excitement level of the crowd, extracted from audio or audio-visual cues [53, 41, 8].

Analysing the actions of individual sports types can also be used for performance analysis. For combat sports, [5] demonstrated the possibility of tracking boxers and classifying punches using RGB and depth data.

3.3.2. Semantics from data mining

Digging a little deeper into the activities performed at the sports field, analysing the motion of both individuals and teams can reveal information about behaviour and performance. These methods are related to data mining, and the data can originate from different tracking technologies, like radio frequency systems, GPS, or computer vision. In this section, however, we will only highlight methods based on video data.

Recognizing team behaviour, such as specific formations and play types, can be used for informing a tracking system, or for extraction of specific events. [7] use an occupancy map representation of team behaviour in field hockey with team classifications for each detection. Similarly, [3] use players’ positions to detect team formation, line of scrimmage and formation frame in American football videos. [32] show that the screen strategy in basketball can be detected based on players’ trajectories. Likewise, [75] present a trajectory based method for analysis of team activities in basketball. However, obtaining reliable trajectories is still a challenge, as discussed in section 3.2, and the work presented in [75] is based on only semi-automatic tracking results.

3.4. Public Datasets

In this section we present an overview of publicly available sports video datasets for which annotations are available. Shared datasets make it possible to compare the performance of different algorithms directly on the same data and improve the transparency of the research in the field. Furthermore, the extremely time-consuming process of capturing and annotating large quantities of diverse video can be reduced by sharing the data among researchers.

Table 4 provides an overview of some datasets and their characteristics. The datasets can be considered in two main categories: Still images or video, typically from moving cameras, of single athletes, with the
The datasets available for activity and action recognition are large with a great variety of sports actions. Most of these datasets are compiled from video sources like YouTube or mobile apps, hence unconstrained in view, scale, camera motion, etc. Varying from 150 to more than 1 million sequences per dataset, the amount of data is huge, but this reflects the variation and the number of different actions at the most fine-grained level, e.g., the Sports-1M Dataset with 487 activity classes.

The datasets of team sports activities still need additions to represent the variety between teams, environment, etc. The reason for the more limited quantity of video in this category may be partly because of the complex camera setup needed to cover the entire field, as well as the duration needed to represent different game events and transitions. Access to data is also restricted by rights issues for broadcast coverage of many sports events. Datasets are now available representing basketball, handball, soccer and squash with a few sequences per activity, sufficient to evaluate algorithms for tasks such as multi-target tracking. However, for approaches including game context or analysing sports-specific events, larger quantities of data from the same sports activity are needed.

The remainder of this section will describe each dataset and present sample images.

- **APIDIS Basketball Dataset**

The APIDIS Basketball Dataset [102] provides 16 minutes of basketball video captured with 7 cameras around and above a basketball court. Example frames from four views are shown in fig. 6. The dataset is manually annotated with basketball events for the entire game, and positions of players, referees, baskets, and ball for one minute. Measurements and calibration images are provided for calibrating each camera to the common world coordinate system.

The dataset is available for download from http://sites.uclouvain.be/ispgroup/index.php/Softwares/APIDIS
<table>
<thead>
<tr>
<th>Dataset</th>
<th>Sports</th>
<th>Moving cam.</th>
<th>Annotations</th>
<th>Number of seq.</th>
<th>Avg. length</th>
<th>Quality</th>
</tr>
</thead>
<tbody>
<tr>
<td>APIDIS Basketball Dataset</td>
<td>Basketball</td>
<td>No</td>
<td>Player trajectories</td>
<td>1</td>
<td>16 min</td>
<td>1600 × 1200 pix, 22fps 7 Cameras</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Ball trajectory Event detections</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CVBASE '06</td>
<td>Handball</td>
<td>1 moving</td>
<td>Trajectories</td>
<td>1</td>
<td>10 min</td>
<td>384 × 288 pix, 25fps</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2 static</td>
<td>Team activities</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(overhead)</td>
<td>Ind. activities</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Squash</td>
<td>No (overhead)</td>
<td>Trajectories</td>
<td>2</td>
<td>9m 46s</td>
<td>384 × 288 pix, 25fps</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Team activities</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Basketball</td>
<td>No (overhead)</td>
<td>NA</td>
<td>1</td>
<td>5 min</td>
<td>368 × 288 pix, 25fps</td>
</tr>
<tr>
<td>ISSIA Dataset</td>
<td>Soccer</td>
<td>No</td>
<td>Player trajectories</td>
<td>1</td>
<td>2 min</td>
<td>1920 × 1088 pix, 25fps 6 synchronized cameras</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Ball trajectories</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Leeds Sports Pose Dataset</td>
<td>8 types</td>
<td>Still images</td>
<td>Joint locations</td>
<td>2000</td>
<td></td>
<td>Still images Varying</td>
</tr>
<tr>
<td>Olympic Sports Dataset</td>
<td>16 types</td>
<td>Yes</td>
<td>Activity labels</td>
<td>800</td>
<td>NA</td>
<td>YouTube</td>
</tr>
<tr>
<td>S-HOCK dataset (spectators)</td>
<td>Hockey</td>
<td>No</td>
<td>Spectator position</td>
<td>15</td>
<td>31 s</td>
<td>30 fps</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Spectator head pose</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Spectator posture</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Spectator action</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Soccer Video and Player Position Dataset</td>
<td>Soccer</td>
<td>No</td>
<td>Trajectories</td>
<td>5</td>
<td>45 min</td>
<td>High res. panorama and three single views</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Ball position (subset)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sports Videos in the Wild</td>
<td>30 types</td>
<td>Yes</td>
<td>Activity label</td>
<td>4200</td>
<td>15.1 s</td>
<td>480 × 270 pix or 480 × 360 pix, 30 fps</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Action label</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Action localization</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sports-1M Dataset</td>
<td>487 types</td>
<td>Yes</td>
<td>Activity labels</td>
<td>1,133,158</td>
<td>5 m 36 s</td>
<td>YouTube</td>
</tr>
<tr>
<td>UCF Sports Action Dataset</td>
<td>10 types</td>
<td>Yes</td>
<td>Bounding boxes</td>
<td>150</td>
<td>6.3 s</td>
<td>720 × 480 pix, 10fps</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Activity labels</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Human gaze (viewer)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UIUC Sports Event dataset</td>
<td>8</td>
<td>Still images</td>
<td>Activity labels</td>
<td>1579</td>
<td></td>
<td>Still images Varying</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UIUC2</td>
<td>Badminton</td>
<td>No</td>
<td>Motion type</td>
<td>3</td>
<td>2m 31s</td>
<td>YouTube</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Shot type</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Shot moment</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Bounding boxes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Volleyball Activity Dataset</td>
<td>Volleyball</td>
<td>No</td>
<td>Player detections</td>
<td>6</td>
<td>23 min</td>
<td>1920 × 1080, 25fps</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Action detections</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4: Characteristics of the datasets referred to in this section.
• **CVBASE ’06**

The CVBASE ’06 Dataset [74] provides three video subsets suitable for tracking and team/individual activity recognition. The first subset is a 10 min recording of European (team) handball. Video is available from three synchronized cameras: Two overhead cameras and one side-view (manually operated) camera. Trajectories are available for 7 players for all 10 minutes, in court coordinates and in coordinate systems of both overhead cameras. Furthermore, team activities (offense, defense, etc.) and individual activities (pass, shot, etc.) are manually annotated by a sport expert.

The second subset is recordings of 2 squash matches (9 and 10 minutes duration). Trajectories are available for both players in court and camera coordinates. Furthermore, manual annotations include phases (rallies and passive phases), stroke type (lob, drop, cross, etc.), stroke outcome (play, let, error), shot type (forehand and backhand).

The third subset consists of two synchronized overhead cameras capturing 5 minutes of basketball. No annotations are available for the basketball subset. Fig. 7 shows frames from each subset.

The dataset is available for download from http://vision.fe.uni-lj.si/cvbase06/downloads.html

• **ISSIA Soccer Dataset**

The ISSIA Dataset [21] contains video from a soccer game captured with 6 cameras, three on each side of the field. Example frames from one side of the field are shown in fig. 8. Positions of players, referees, and ball is manually annotated in each from of each camera. Calibration images and measurements are available for calibrating each camera to a common world coordinate system.

The dataset is available for download from http://www.ino.it/home/spagnolo/Dataset.html

• **Leeds Sports Pose Dataset**

This dataset [49] contains 2000 pose-annotated images of mostly sports people gathered from Flickr with the following tags: Athletics, badminton, baseball, gymnastics, parkour, soccer, tennis and volleyball. Each image has been annotated with 14 joint locations for human pose estimation. Example images are presented in fig. 9.

The dataset is available for download from http://www.comp.leeds.ac.uk/mat4saj/lsp.html

• **Olympic Sports Dataset**

The Olympic Sports Dataset [71] shown in fig. 10 contains videos of athletes practising 16 different sports, all obtained from YouTube. The dataset contains the following 16 activities: High jump, long jump, triple jump, pole vault, discus throw, hammer throw, javelin throw, shot put, basketball lay-up, bowling, tennis serve, platform diving, springboard diving,
snatch (weightlifting), clean and jerk (weightlifting), gymnastic vault. 50 video sequences are collected for each activity. The data is annotated with the class label for each activity.

The dataset is available for download from http://vision.stanford.edu/Datasets/OlympicSports/

• **S-HOCK dataset**

The S-HOCK dataset [18] focuses on the spectators during four hockey matches. 5 cameras are used as shown in fig. 11: 2 wide angle HD cameras for panoramic views, and three high resolution cameras focusing on different parts of the crowd. Three types of annotation are available: Detection (localizing the body and the head), posture, and action annotation. A total of 13,965 frames and 1,950,210 people are annotated.

The dataset is available for download from http://vips.sci.univr.it/dataset/shock/

• **Soccer Video and Player Position Dataset**

The Soccer Video and Player Position Dataset [77] is captured during three elite soccer matches. The player positions are measured at 20 Hz using the ZXY Sport Tracking system, and the video is captured from the middle of the field using two camera arrays. The player tracking system provides the player coordinates on the field, their speed, acceleration and force together with an ID and timestamp. The camera array covers the entire field, and each camera can be used individually or as a stitched panorama video. Two full matches (each 90 minutes) are available with video from three single cameras and a stitched panorama video. From the third match 40 minute
panorama video is available; an example frame shown in fig. 12. For this sequence the ball position is annotated for a subset of frames.

The dataset is available for download from http://home.ifi.uio.no/paalh/dataset/alfheim/

- **Sports Videos in the Wild**

Sports Videos in the Wild (SVW) [86] is comprised of 4200 videos captured with smartphones by users of Coachs Eye smartphone app, an app for sports training developed by TechSmith corporation. SVW includes 30 categories of sports and 44 different actions. The dataset is highly unconstrained with amateur players and unprofessional capturing by amateur users of the app. Example frames from the dataset are shown in fig. 13.

Each video is annotated with the sport genre. In addition, for 40% of the video, the time span of each action and a bounding box showing the spatial extent of the action at the start and end frame of the action are also specified.

The dataset is available for download from http://www.cse.msu.edu/~liuxm/sportsVideo/

- **Sports-1M Dataset**

The Sports-1M Dataset [51] contains 1,133,158 video URLs which have been annotated automatically with 487 Sports labels using the YouTube Topics API. The classes are arranged in a manually-curated taxonomy that contains internal nodes such as Aquatic Sports, Team Sports, Winter Sports, Ball Sports, Combat Sports, Sports with Animals, and generally becomes fine-grained by the leaf level. For ex-
ample, the dataset contains 6 different types of bowling, 7 different types of American football and 23 types of billiards. Example frames from the dataset are presented in fig. 14. There are 1000-3000 videos per class and approximately 5% of the videos are annotated with more than one class. Available in a JSON file is information on each sequence; Duration, resolution and label.

The dataset is available for download from http://cs.stanford.edu/people/karpathy/deepvideo/

- **UCF Sports Action Dataset**

UCF Sports Action Dataset [85, 88] consists of a set of actions collected from various sports which are typically featured on broadcast television channels such as the BBC and ESPN. The video sequences were obtained from a wide range of stock footage websites including BBC Motion gallery and GettyImages. The dataset contains the following 10 activities: Diving (14 videos), golf swing (18 videos), kicking (20 videos), lifting (6 videos), riding horse (12 videos), running (13 videos), skateboarding (12 videos), swing-bench (20 videos), swing-side (13 videos), walking (22 videos). Example frames are shown in fig. 15.

The dataset includes a total of 150 sequences with the resolution of 720 x 480 at 10 fps. Available annotations are bounding boxes for action localization and the class label for activity recognition. Furthermore, human gaze annotations from 16 viewers are available.

The dataset is available for download from http://crcv.ucf.edu/data/UCF_Sports_Action.php

- **UIUC Sports Event Dataset**

This dataset [59] contains images from 8 sports event categories shown in fig. 16: rowing (250 images), badminton (200 images), polo (182 images), bocce (137 images), snowboarding (190 images), croquet (236 images), sailing (190 images), and rock climbing (194 images). The label is provided with each image. Images are divided into
easy and medium according to the human subject judgement. Information of the distance of the foreground objects is also provided for each image as close, mid and far.

The dataset is available for download from http://vision.stanford.edu/lijiali/event_dataset/

- **UIUC2**

This dataset [99] contains 3 video sequences obtained from YouTube from the Badminton World Cup 2006: 1 single (3072 frames) and 2 double matches (1648 and 3937 frames). An example frame from each sequence is shown in fig. 17. 1 sequence is annotated frame-by-frame with five types of motion: Run, walk, hop, jump, and unknown, four types of shot: Forehand, backhand, smash, and unknown, and shot moment: Shot vs. non-shot. Furthermore, foreground masks and bounding boxes of the players are provided for all three sequences.

The dataset is available for download from http://vision.cs.uiuc.edu/projects/activity/

- **Volleyball Activity Dataset**

This dataset [103] contains 6 video sequences captured from games in the professional Austrian Volley League. The videos have a high resolution of $1920 \times 1080$ pixels at 25 fps, example frames are shown in fig. 18. The dataset is annotated with bounding boxes and activity labels for each player, using seven possible activities: Serve, reception, setting, attack, block, stand, and defence/move.
The dataset is available for download from http://lrs.icg.tugraz.at/download.php

4. Summary

This paper has highlighted some of the current uses for computer vision in sports, and discussed some of the current challenges.

There are now well-established commercial applications using technologies such as multi-camera ball tracking to provide in-depth data for coaching, helping the referee and providing analysis for TV viewers. Vision-based tracking systems for broadcast cameras allow overlays to be placed into the image. Player tracking applications for tactical analysis and coaching tend to rely on semi-automated approaches, with operators helping to initialise and correct vision-based tracking systems. Analysis of the detailed movement of individual competitors still tends to require the use of marker-based motion capture systems, limiting these applications to high-end training scenarios.

Detection and tracking of people or the ball as well as semantic scene understand-
ing are still open research topics when it comes to sports especially for activities where physical interaction is an inherent part of the game. Compared to other detection, tracking and semantic scene understanding applications in computer vision, the world of sports analysis often introduces additional difficulties like rapid and abrupt motion, similar appearance and frequent occlusions. On the other hand, sports applications often have built-in constraints that can make the problems more tractable. These are the physical constraints of the arenas where sports are being performed and the formal (and informal!) rules of each particular (part of a) game. A clear future direction for computer vision research in sports is therefore to enforce the constraints more closely on the different algorithms. Moreover, the combination of the different topics (detection, tracking and semantics) is also a promising avenue to follow. A good example of this is [7] where it was shown that by first detecting the semantics and then using that as prior could improve the tracking results.

As seen in other computer vision subfields, the availability of public benchmark-
ing datasets is very important. As illustrated in this paper a number of such datasets are already available, but many publications still present results evaluated only on their own datasets. With a continued focus on - and contribution to - publicly available datasets a more unified approach to this field can be expected, helping to drive further advances.
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Figure 18: Example frames from Volleyball Activity Dataset [103].
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