Interaction-Strength Interpolation Method for Main-Group Chemistry: Benchmarking, Limitations, and Perspectives

Eduardo Fabiano,*†‡ Paola Gori-Giorgi,§ Michael Seidl,§ and Fabio Della Sala‡†

1 Euromediterranean Center for Nanomaterial Modelling and Technology (ECMT), Istituto Nanoscienze-CNR, Via per Arnesano 16, 73100 Lecce, Italy
2 Center for Biomolecular Nanotechnologies@UNILE, Istituto Italiano di Tecnologia (IIT), Via Barsanti, 73010 Arnesano, Italy
3 Department of Theoretical Chemistry and Amsterdam Center for Multiscale Modeling, FEW, Vrije Universiteit, De Boelelaan 1083, 1081HV Amsterdam, The Netherlands

ABSTRACT: We have tested the original interaction-strength-interpolation (ISI) exchange-correlation functional for main group chemistry. The ISI functional is based on an interpolation between the weak and strong coupling limits and includes exact-exchange as well as the Görling–Levy second-order energy. We have analyzed in detail the basis-set dependence of the ISI functional, its dependence on the ground-state orbitals, and the influence of the size-consistency problem. We show and explain some of the expected limitations of the ISI functional (i.e., for atomization energies) but also unexpected results, such as the good performance for the interaction energy of dispersion-bonded complexes when the ISI correlation is used as a correction to Hartree–Fock.

1. INTRODUCTION

Current approximations for the exchange-correlation functional of Kohn–Sham (KS) density functional theory (DFT) work for systems that are weakly or moderately correlated, as they are based on information (exact or approximate) from the weakly correlated regime, when the physical system is not too different from the KS one. The idea of including information from the opposite limit of infinite correlation dates back to Wigner,1,2 who approximated the correlation energy of the uniform electron gas by interpolating between the limits of zero and infinite interaction strength. Seidl and co-workers3,4 imported this idea in the framework of KS DFT. They analyzed the structure5,6 of the DFT limit of infinite coupling strength, proposed a semilocal approximation for it,6 and built an exchange-correlation (xc) functional by interpolating along the adiabatic connection between zero and infinite interaction strength (“interaction-strength interpolation,” or ISI). The original ISI functional interpolates between exact ingredients at weak coupling (exact exchange and second-order perturbation theory) and approximate ingredients at infinite coupling strength, given by the semilocal “point-charge plus continuum (PC) model.”5,6

In recent years, the exact solution for the limit of infinite interaction strength in DFT has been derived:7,8 it is given by a highly nonlocal functional of the density and can be mapped into a mathematical problem appearing in mass-transportation theory.9,10 Comparison against these exact results showed that the PC model (with a minor readjustment on the next leading term) is a rather accurate approximation for the xc energy at infinite coupling strength,7,8 while its functional derivative misses the nonlocal features of this limit needed to describe many strong-correlation phenomena in DFT in a spin-restricted framework.11–13 Another approximation for the strong-coupling limit that retains some of its nonlocality (the “nonlocal radius” model, or NLR) has been recently proposed in ref 14 and used by Zhou, Bahmann, and Ernzerhof9,15 to construct new xc functionals that use the information at infinite coupling strength.

A formal drawback of the original ISI functional is that it is size consistent only when a system dissociates into equal fragments. This problem is shared by different nonlocal methods in DFT (see, e.g., refs 16 and 17) and in particular by the approximations based on a global interpolation (i.e., performed on quantities integrated over all space) along the adiabatic connection, like the one of ref 18. For the latter, a possible way to restore size consistency in the usual DFT sense19,20 is to turn to models based on local interpolations performed in each point of space,21 a route that is being presently explored by different authors.15,22–26 An efficient implementation of the ingredients needed for a local interpolation along the adiabatic connection22 in the ISI spirit is not yet available, and it is the object of ongoing work.

While a considerable amount of theoretical work on xc functionals that include in an approximate or exact way the strong-interaction limit has been done, benchmarking has been restricted so far to atomization energies,4,15 ionization potentials,15 or to simple paradigmatic physical4,13,27 and
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chemical models only. Very little is known about the performance of such functionals for bigger systems and for other chemical and physical properties and about technical aspects such as their sensitivity to reference orbitals and their basis-set dependence.

The purpose of the present work is to fill this gap, by starting from a systematic study of the ISI functional in its original formulation, for which all the ingredients are readily available. This allows us to start to analyze quantitatively which effects are well captured by a functional that includes the strong-coupling limit, together with the practical consequences of the size-consistency error for heterolytic dissociation, as well as to examine restricted versus unrestricted calculations, and other aspects such as sensitivity to the reference orbitals. Our main aim is to provide valuable information for a future generation of functionals based on local interpolations along the adiabatic connection that can include the strong-coupling limit without violating size consistency.\(^{15,22-26}\)

As we see, our results show some of the expected limitations of the original ISI functional, but also unexpected results, like an excellent performance for the interaction energy of dispersion-bonded complexes that definitely deserves further study.

2. THEORETICAL BACKGROUND

The ISI xc functional\(^{3,4,6}\) is built by modeling the standard density-fixed linear adiabatic connection integrand \(W_\lambda[\rho]\),\(^{32}\)

\[
W_\lambda[\rho] = \langle \Psi^{\lambda}_\rho | \hat{V}_d | \Psi^{\lambda}_\rho \rangle - U[\rho]
\]

where \(\Psi^{\lambda}_\rho\) is the wave function yielding the density \(\rho\) and minimizing \(\langle \Psi^{\lambda}_\lambda | \hat{V}_d + \lambda \hat{\nabla}^4 \rho \rangle\), and \(U[\rho]\) is the Hartree (or Coulomb) energy, with a functional form \(W^{\lambda}_{1S}[\rho]\) that has the exact weak- and strong-coupling asymptotic behavior,

\[
W_{\lambda \to 0}[\rho] = E_x[\rho] + 2\lambda E_{\text{GL2}}[\rho] + \ldots
\]

\[
W_{\lambda \to \infty}[\rho] = W_\infty[\rho] + \frac{W'_\infty[\rho]}{\sqrt{\lambda}} + \ldots
\]

Its final form for the xc energy is obtained as

\[
E_{\text{xc}}^{\text{ISI}}[\rho] = \int_0^1 W_\lambda^{\text{ISI}}[\rho] d\lambda
\]

and reads

\[
E_{\text{xc}}^{\text{ISI}} = W_\infty + \frac{2X}{Y} \left[ \sqrt{1 + Y} - 1 - Z \ln \left( \frac{\sqrt{1 + Y} + Z}{1 + Z} \right) \right]
\]

where

\[
X = \frac{x^2}{\lambda^2}, \quad Y = \frac{y^2}{\lambda^2}, \quad Z = \frac{z^2}{\lambda^2} - 1
\]

and \(x = -4E_{\text{GL2},y}, y = W'_\infty,\) and \(z = E_x - W_\infty.\) The ISI functional is thus based on four ingredients: two come from the limit of weak interaction of eq 2 expressed in terms of orbital and orbital energies, namely, the exact exchange energy

\[
E_x = -\frac{1}{2} \sum_{i,j} \int dr \int dr' \frac{\phi_i^*(r)\phi_j^*(r')\phi_i(r')\phi_j(r)}{|r - r'|}
\]

and the Görling–Levy\(^{35}\) second-order energy

\[
E_{\text{GL2}} = -\frac{1}{4} \sum_{i,j} \frac{(|\phi_i^*(r)|^2 |\phi_j^*(r')|^2)}{|r - r'|}
\]

where \((-|\cdot|\cdot\cdot)\) denotes an antisymmetrized two-electron integral; two are derived from the limit of strong coupling of eq 3:

\[
W_\infty[\rho] \text{ is the indirect part of the minimum possible expectation value of the electron–electron repulsion in a given density, and } W'_\infty[\rho] \text{ is the potential energy of coupled zero-point oscillations of localized electrons.}
\]

They are both highly nonlocal density functionals that are presently expensive to compute exactly.\(^{36,33,34,35}\) They are well approximated\(^{36}\) by the semilocal PC model,\(^8\) which we use in this work,

\[
W_\infty[\rho] = \int \left[ A\rho(r)^{4/3} + B\frac{|\nabla\rho(r)|^2}{\rho(r)^{4/3}} \right] dr
\]

\[
W'_\infty[\rho] = \int \left[ C\rho(r)^{3/2} + D\frac{|\nabla\rho(r)|^2}{\rho^{7/6}(r)} \right] dr
\]

The parameters \(A = -1.451, B = 5.317 \times 10^{-3},\) and \(C = 1.535\) are determined by the electrostatics of the PC cell,\(^6\) while the parameter \(D\) cannot be derived in the same way, and different choices are possible. For example, we can fix \(D\) by requiring that \(W'_\infty[\rho]\) be self-interaction free for the H atom density. Another possible choice, which was adopted when the ISI functional was first proposed and tested for atomization energies, is to fix \(D\) by requiring that \(W'_\infty[\rho]\) be exact for the He atom density. At the time, however, the exact solution for \(W'_\infty[\rho]\) was not available, and the accurate \(W'_\infty[\rho]\) for He was estimated from a metaGGA functional. A few years later, when the exact \(W'_\infty[\rho]\) has been evaluated for several atomic densities, it has been found that the metaGGA values were not accurate enough.\(^8\) The parameter \(D\) has then been changed and fixed by using the exact \(W'_\infty[\rho]\) for the He atom. This choice, corresponding to \(D = -2.8957 \times 10^{-2}\), improves significantly the agreement between the PC model for \(W'_\infty[\rho]\) and the exact values for several atomic densities,\(^6\) and it is the one we use in this work.

To see how the limits of eqs 2 and 3 are included in the ISI functional of eq 5, we can expand \(E_{\text{xc}}^{\text{ISI}}[\rho]\) in a series for small \(E_{\text{GL2}}\),

\[
E_{\text{xc}}^{\text{ISI}} |_{E_{\text{GL2}} \to 0} = E_x + E_{\text{GL2}} + \frac{4}{3(E_x - W_\infty)} E_{\text{GL2}}^2 + \ldots
\]

showing that ISI includes the exact-exchange and recovers second-order perturbation theory.

The opposite limit of strong correlation is normally signaled by the closing of the energy gap between the highest occupied molecular orbital (HOMO) and the lowest unoccupied molecular orbital (LUMO), which usually makes appear a broken symmetry solution with lower energy. If we do not allow symmetry breaking, the gap closes, implying that \(E_{\text{GL2}} \to -\infty\) and
The first two terms, $W_\infty(p) + 2W_\infty'(p)$, give the xc energy in the limit of strong coupling, which is the sum of a purely electrostatic indirect part ($W_\infty(p)$) and electronic zero point oscillations (the factor two in front of $W_\infty'(p)$ accounts for the zero point kinetic energy and comes from the integration of the term $\sim \lambda^{-3/2}$ in eq 3). The last term in eq 12 is dependent on the interpolating function and can change if we choose different forms (see, e.g., the ones of refs 8 and 36).

If the four ingredients $E_x$, $E_{\text{xc}}$, $E_{\text{GL2}}$, $W_\infty$, and $W_\infty'$ are size consistent, then the ISI xc functional is size consistent only when a system dissociates into equal fragments, as it can be easily derived from eq 5. A detailed and quantitative analysis of the problem is reported in Section 3.1.

We should notice, however, that within the less usual restricted framework for open shell fragments, which seems crucial to capture strong correlation without introducing artificial magnetic order and is the present focus of a large theoretical effort, size consistency of the $E_x$ and $E_{\text{GL2}}$ is lost,\cite{ref 38} and usually $E_{\text{GL2}} \rightarrow -\infty$ at dissociation. In this case, the ISI xc functional stays finite and tends to the expression of eq 12. In this work, we have tested the ISI functional following the standard procedure of allowing spin-symmetry breaking (for a very recent review on spin symmetry breaking in DFT see ref 39), and we discuss only briefly paradigmatic calculations (the H$_2$ and N$_2$ dissociation curves) in a spin-restricted formalism. It is however clear from eq 12 that the ISI xc functional is not able to dissociate a single or multiple bond properly in a spin-restricted framework since eq 12 will not provide the right energy in this limit. The ISI accuracy in the usual unrestricted KS (or Hartree–Fock) formalism are less easy to predict, and its analysis is the main object of this work.

3. COMPUTATIONAL DETAILS

The calculations with the ISI xc functional defined by eqs 5–10 have been performed in a post-self-consistent-field (post-SCF) fashion, using reference orbitals and densities obtained from different methods, namely, DFT calculations using the Perdew–Burke–Ernzerhof (PBE)\cite{ref 40}, the hybrid PBE (PBE0\cite{ref 41,ref 42}), and the hybrid Becke-half-and-half (BHLYP\cite{ref 43,ref 44}) exchange-correlation functionals and the localized Hartree–Fock (LHF) effective exact exchange method\cite{ref 45} and the Hartree–Fock (HF) method.

In different parts of the paper, we consider the ISI correlation energy, which is defined, as usual in the DFT framework, as $E_{\text{ISI}}^\text{SI} = E_{\text{SI}} - E_x$ where $E_{\text{SI}}$ and $E_x$ are the ISI xc energy (eq 5) and the exact exchange energy (eq 7), respectively. Note that this definition of the ISI correlation energy is well justified since the ISI xc functional includes the full exact exchange.\cite{ref 3}

Unless otherwise stated, all energies have been extrapolated to the complete basis set limit as described in Section 3.1, using data from calculations performed with the Dunning basis set family cc-pVnZ ($n = 2, 3, .., 6$).\cite{ref 48,ref 49,ref 50,ref 51} For spin-polarized systems, a UHF formalism has been employed in the self-consistent calculations. All calculations have been performed using a development version of the TURBOMOLE program package.\cite{ref 2,ref 52}

To assess the performance of the ISI xc functional in practical applications, we considered the following set of tests:

**Thermochemistry Data Set.** This contains atomization energies (AE6,\cite{ref 54,ref 55} $G_2/97$\cite{ref 56,ref 57}), ionization potentials (IP13\cite{ref 58}), electron and proton affinities (EA13\cite{ref 58} and PA12\cite{ref 59}), barrier heights (B76\cite{ref 60,ref 61,ref 62}, and K9\cite{ref 63,ref 64}), and reaction energies (B76R\cite{ref 65,ref 66} and K9\cite{ref 67,ref 68}) of small main-group molecules.

**Noncovalent Interactions Data Set.** This contains interaction energies of noncovalent complexes having hydrogen bond (HB6\cite{ref 69}), dipole–dipole (D16\cite{ref 70}), charge-transfer (CT7\cite{ref 71}), dihydrogen-bond (DHB2\cite{ref 72}), and various (S2\cite{ref 73,ref 74}) character.

3.1. Basis Set Dependence. The ISI correlation energy formula contains the GL2 correlation energy of eq 8. The latter is well known to exhibit a relevant basis set dependence as well as a slow convergence to the complete basis set (CBS) limit. Thus, a similar behavior can be expected also for the ISI correlation energy. Nevertheless, because the ISI energy also includes other input quantities, whose basis set dependence is different from that of GL2, and because all the input quantities enter nonlinearly in the ISI formula, it is not simple to derive analytically the ISI basis set dependence. This situation is depicted in Figure 1, where we report, for the F atom, the basis set evolution of the different input quantities of the ISI energy as well as of the ISI correlation energy itself.

![Figure 1](image)

Figure 1. Variation with the basis set (cc-pVnZ) of the various input quantities (in Ha) used to compute the ISI correlation energy, here for the F atom. The black square at $1/n = 0$ indicates the extrapolation obtained applying eq 13.

For this reason, it is not convenient trying to derive the ISI basis set behavior starting from the assumed behavior of GL2 and other input quantities, as given by popular basis set interpolation–extrapolation formulas.\cite{ref 58,ref 59,ref 60,ref 61,ref 62,ref 63,ref 64} Instead, it is more practical to consider the basis set evolution of the ISI correlation energy as a whole. To this end, in analogy with previous works on basis set extrapolation,\cite{ref 69,ref 70,ref 71,ref 72} we consider the following ansatz

$$E_{\text{ISI}}^\text{SI}[n] = E_{\text{ISI}}^\text{SI}[\infty] + An^{-\alpha}$$

where the notation $[n]$ indicates that the energy is computed with an n-zeta quality basis set (here, specifically, the cc-pVnZ basis set), $A$ is a system-dependent constant, and $\alpha$ is an exponent determining the strength of the basis set dependence.

Equation 13 provides an accurate fit for the ISI correlation energies of different systems as we show in Figure 2 where we
report, for some example systems, the ISI correlation energies computed with several basis sets and the corresponding fit obtained from eq 13. Note also that, as shown in Figure 1, eq 13 reproduces correctly the CBS extrapolated value of the ISI correlation energy as computed using the extrapolated values of all input ingredients.

Use of eq 13 allows us to obtain accurate CBS-ISI energies. However, a more practical approach is to use eq 13 into a two-point scheme to have the extrapolation formula

$$E_{C}^{\text{ISI}}(\infty) = E_{C}^{\text{ISI}}(n) n^\alpha - E_{C}^{\text{ISI}}(m) m^\alpha$$  \hspace{1cm} (14)

where \(n\) and \(m\) label two selected basis sets. In this work, we considered \(n = 5\) and \(m = 4\) (for basis sets smaller than cc-pVQZ we could not avoid numerical noise in some cases) and fixed the parameter \(\alpha = 2.2475\) by fitting to the accurate CBS ISI correlation energies of atoms Heятся, obtained by applying eq 13 to the full set of data corresponding to \(n = 4,\ldots,6\). The calculations have been performed in a post-SCF fashion using LHF orbitals (almost identical results have been obtained using Hartree–Fock orbitals). Note that the optimized value of \(\alpha\) is a bit larger than the corresponding ones obtained in ref 74 for MP2 and CCSD (1.91 and 1.94, respectively). This indicates that the ISI correlation converges slightly faster than the MP2 and CCSD ones to the CBS limit, possibly because it benefits from the fast convergence of the pure density-dependent contributions.

A test of eq 14 is reported in Figure 3 where we show the errors on ISI absolute correlation energies (upper panel) and atomization correlation energies (lower panel) computed with different basis sets, as compared to CBS reference ones, i.e., \(E_{C}^{\text{ISI}}(\infty)\) of eq 13 fitted to the data with \(n = 3,\ldots,6\) with eq 13. The results obtained using eq 14 are labeled as E-45 in the figure. For the absolute correlation energies, we see that even at the cc-pV6Z level errors of about 10 mHa can be expected, while only energies obtained via the extrapolation formula of eq 14 show accuracies of about 1 mHa. For the atomization correlation energies, we deal with energy differences. Therefore, error compensation effects are quite relevant, especially for the smallest basis sets. Thus, the errors are close or lower than 10 mHa even for the cc-pVTZ basis set. Nevertheless, accurate

results (about 1 mHa) can be obtained systematically only using at least a cc-pVSZ basis set or, even better, via the extrapolation formula of eq 14.

4. RESULTS

4.1. Role of the Reference Orbitals. The ISI correlation functional is a complicated orbital-dependent nonlinear functional. Thus, a stable self-consistent implementation is a complicated task going beyond the scope of this paper. Here, the ISI correlation is employed in a post-SCF scheme, where the ground-state orbitals and density are computed using a simpler approach and then used to evaluate the ISI correlation (and also the exact exchange contribution).

The relevance of the reference density and orbitals for different DFT calculations has been pointed out in several works in the literature.\textsuperscript{75} Therefore, it appears important to assess the reliability of different reference orbitals for the calculation of the ISI correlation. Furthermore, because the ISI functional is including the GL2 correlation energy as an input ingredient, the orbital energies, and in particular the HOMO–LUMO gap, can be expected to play a major role (see discussion in Section 5.2). Hence, we take into account reference ground-state orbitals computed with the generalized gradient xc approximation of Perdew–Burke–Ernzerhof (PBE)\textsuperscript{40} with the hybrid functionals PBE0\textsuperscript{41,42} and BH-LYP\textsuperscript{43,45} which include 25% and 50% of exact exchange, respectively, with the optimized effective potential named localized Hartree–Fock (LHF)\textsuperscript{40} and with the Hartree–Fock (HF) method. Note that the inclusion of larger fractions of nonlocal Hartree–Fock exchange yields increasingly large HOMO–LUMO gaps, which are also effectively used in double-hybrid functionals.\textsuperscript{77} We remark that the LHF method is instead a de facto exact exchange Kohn–Sham approach. As such, it gives significantly smaller values of the HOMO–LUMO gap than Hartree–Fock. Moreover, it may provide a better approximation of the self-consistent ISI ground-state density and orbitals than approximate functionals or the Hartree–Fock method (we recall that in general correlation contributions to the density and orbitals are rather small\textsuperscript{78}–\textsuperscript{81}).
Anyway, we cannot exclude that the self-consistent ISI potential may display non-negligible differences with respect to the LHF (or the exact exchange) one. These differences might concern especially a reduction of the HOMO–LUMO gap that will induce a lowering of the total xc energy (note, however, that for the ISI functional a complete collapse of the HOMO–LUMO gap is not likely because, unlike in the GL2 case, the large increase in kinetic energy associated with it cannot be compensated by the divergence of the correlation energy, which is bounded from below in ISI) and cases where static correlation is rather important.

In Table 1, we report the ISI correlation energies (in absolute value) obtained using different reference ground-state densities and orbitals (see also Figure 4). The corresponding GL2 energies are also listed in order to compare to the ISI ones (a star is appended to the mean absolute errors reported in Table 1. Total Correlation Energies (in mHa, with opposite sign) from Semilocal DFT Functionals (LYP, PBE, PBEloc, all using PBE orbitals), ISI, and GL2 Methods Calculated Using Different Reference Ground-State Orbitals\(^a\)

<table>
<thead>
<tr>
<th>correlation:</th>
<th>LYP</th>
<th>PBE</th>
<th>PBEloc</th>
<th>ISI</th>
<th>BHLYP</th>
<th>LHF</th>
<th>HF</th>
<th>GL2</th>
</tr>
</thead>
<tbody>
<tr>
<td>orbitals:</td>
<td>PBE</td>
<td>PBE</td>
<td>PBEloc</td>
<td>PBE</td>
<td>PBE0</td>
<td>LHF</td>
<td>HF</td>
<td>PBE</td>
</tr>
<tr>
<td>He</td>
<td>383.1</td>
<td>347.1</td>
<td>358.3</td>
<td>436.5</td>
<td>400</td>
<td>375.8</td>
<td>406.5</td>
<td>338</td>
</tr>
<tr>
<td>Ne</td>
<td>751.5</td>
<td>704.4</td>
<td>757.4</td>
<td>709.4</td>
<td>658.3</td>
<td>618.8</td>
<td>669.6</td>
<td>565.5</td>
</tr>
<tr>
<td>Ar</td>
<td>7.4</td>
<td>−21.1</td>
<td>−2.2</td>
<td>10.4</td>
<td>−18.9</td>
<td>−41.0</td>
<td>−3.8</td>
<td>−75.7</td>
</tr>
<tr>
<td>ME</td>
<td>12.7</td>
<td>21.1</td>
<td>25.1</td>
<td>19.5</td>
<td>24.9</td>
<td>41.0</td>
<td>14.2</td>
<td>75.7</td>
</tr>
</tbody>
</table>

Table 1. Total Correlation Energies (in mHa, with opposite sign) from Semilocal DFT Functionals (LYP, PBE, PBEloc, all using PBE orbitals), ISI, and GL2 Methods Calculated Using Different Reference Ground-State Orbitals\(^a\)

\(^a\)Reference data are taken from ref 86. The last lines report the mean error (ME) and the mean absolute error (MAE) for each case; a star is appended to the MAEs to indicate, for each choice of the reference orbitals, the best method between ISI and GL2.

Moreover, we can observe that the mean errors (ME) and mean absolute errors (MAE) of the PBE and PBEloc functionals are higher than those of the LYP and GL2 functionals. This is consistent with the fact that the PBE functional is known to underestimate the correlation energy, and the PBEloc functional is known to overestimate it. The MAE values for the GL2 functional are generally lower than those for the PBE and PBEloc functionals, indicating that the GL2 functional provides a better overall agreement with the reference data.
Table 2. Correlation Atomization Energies (mHa, with opposite sign) from Semilocal DFT Functionals (using PBE orbitals) As Well As ISI and GL2 Methods Calculated Using Different Reference Ground-State orbitals

<table>
<thead>
<tr>
<th>correlation:</th>
<th>LYP</th>
<th>PBE</th>
<th>PBEloc</th>
<th>PBE</th>
<th>PBE0</th>
<th>BLYP</th>
<th>LHF</th>
<th>HF</th>
<th>GL2</th>
</tr>
</thead>
<tbody>
<tr>
<td>orbs:</td>
<td>PBE</td>
<td>PBE</td>
<td>PBE</td>
<td>PBE</td>
<td>PBE0</td>
<td>BLYP</td>
<td>LHF</td>
<td>HF</td>
<td>ref</td>
</tr>
<tr>
<td>H₂</td>
<td>38.2</td>
<td>42.9</td>
<td>37.4</td>
<td>38.4</td>
<td>35.0</td>
<td>32.2</td>
<td>36.9</td>
<td>28.0</td>
<td></td>
</tr>
<tr>
<td>NH₃</td>
<td>126.1</td>
<td>134.3</td>
<td>134.4</td>
<td>189.3</td>
<td>171.0</td>
<td>157.7</td>
<td>182.2</td>
<td>135.3</td>
<td></td>
</tr>
<tr>
<td>CH₄</td>
<td>136.7</td>
<td>155.7</td>
<td>152.7</td>
<td>170.0</td>
<td>157.6</td>
<td>146.9</td>
<td>166.5</td>
<td>128.1</td>
<td></td>
</tr>
<tr>
<td>H₂O</td>
<td>83.8</td>
<td>89.6</td>
<td>90.7</td>
<td>165.0</td>
<td>147.6</td>
<td>135.3</td>
<td>156.8</td>
<td>115.3</td>
<td></td>
</tr>
<tr>
<td>FH</td>
<td>41.2</td>
<td>42.5</td>
<td>43.0</td>
<td>111.2</td>
<td>97.7</td>
<td>88.4</td>
<td>102.5</td>
<td>74.2</td>
<td></td>
</tr>
<tr>
<td>HCN</td>
<td>114.6</td>
<td>115.5</td>
<td>121.6</td>
<td>276.7</td>
<td>240.9</td>
<td>215.4</td>
<td>250.5</td>
<td>175.6</td>
<td></td>
</tr>
<tr>
<td>CO</td>
<td>70.3</td>
<td>68.9</td>
<td>76.4</td>
<td>230.5</td>
<td>197.9</td>
<td>174.4</td>
<td>211.3</td>
<td>140.3</td>
<td></td>
</tr>
<tr>
<td>N₂</td>
<td>100.4</td>
<td>91.7</td>
<td>99.7</td>
<td>280.7</td>
<td>242.1</td>
<td>215.0</td>
<td>267.4</td>
<td>172.9</td>
<td></td>
</tr>
<tr>
<td>C₂H₄</td>
<td>182.1</td>
<td>205.1</td>
<td>207.2</td>
<td>277.3</td>
<td>252.3</td>
<td>232.2</td>
<td>267.6</td>
<td>198.5</td>
<td></td>
</tr>
<tr>
<td>H₂CO</td>
<td>125.8</td>
<td>134.9</td>
<td>140.0</td>
<td>276.9</td>
<td>242.7</td>
<td>217.3</td>
<td>257.4</td>
<td>179.8</td>
<td></td>
</tr>
<tr>
<td>HOOH</td>
<td>123.5</td>
<td>128.1</td>
<td>135.1</td>
<td>316.0</td>
<td>275.2</td>
<td>246.6</td>
<td>301.1</td>
<td>202.9</td>
<td></td>
</tr>
<tr>
<td>F₂</td>
<td>33.5</td>
<td>27.5</td>
<td>32.2</td>
<td>225.4</td>
<td>184.6</td>
<td>157.8</td>
<td>213.8</td>
<td>120.4</td>
<td></td>
</tr>
<tr>
<td>SiH₄</td>
<td>69.1</td>
<td>69.6</td>
<td>65.8</td>
<td>94.1</td>
<td>79.3</td>
<td>69.0</td>
<td>87.9</td>
<td>57.3</td>
<td></td>
</tr>
<tr>
<td>PH₃</td>
<td>110.3</td>
<td>116.2</td>
<td>113.0</td>
<td>152.2</td>
<td>133.0</td>
<td>117.8</td>
<td>144.0</td>
<td>97.8</td>
<td></td>
</tr>
<tr>
<td>SO₂</td>
<td>116.6</td>
<td>116.8</td>
<td>131.9</td>
<td>476.0</td>
<td>391.2</td>
<td>333.4</td>
<td>418.1</td>
<td>260.3</td>
<td></td>
</tr>
<tr>
<td>CIF</td>
<td>36.9</td>
<td>33.7</td>
<td>39.1</td>
<td>189.7</td>
<td>153.9</td>
<td>129.8</td>
<td>170.6</td>
<td>100.4</td>
<td></td>
</tr>
<tr>
<td>HCl</td>
<td>37.9</td>
<td>41.7</td>
<td>41.9</td>
<td>80.0</td>
<td>71.2</td>
<td>64.4</td>
<td>80.1</td>
<td>55.4</td>
<td></td>
</tr>
</tbody>
</table>

ME = −35.8, −31.8, −29.0 mHa, respectively. We remark that these results are of similar quality as those of the semilocal DFT functionals: the MAE of the best GGA functional (LYP) is 28 mHa. On the other hand, the use of the PBE orbital leads to overestimated absolute ISI correlation energies, while the use of Hf or BH-LYP orbitals yields largely underestimated absolute energies. Similar trends are obtained for the underlying GL2 (MP2 in the case of HF) correlation energies. It is interesting to see that ISI strongly improves over GL2 for PBE, PBE0, and Hf; an opposite trend is found for HF, while no relevant differences are found for BH-LYP.

A more detailed analysis of the different systems can be obtained by inspecting the statistics reported for different classes of systems as well as inspecting Figure 4 which reports the errors on the absolute ISI correlation energies for all the systems. The plot clearly shows that the use of Hartree–Fock orbitals leads to an underestimation of the absolute correlation for all systems. Instead, when LHF and PBE orbitals are considered, atomic correlation energies are computed with quite good accuracy, but molecular correlation energies are significantly overestimated. This finding has an important effect on the calculation of atomization correlation energies as shown in Table 2. In this case the smaller errors are found for HF-based calculations, which benefit from a large error cancellation effect; indeed, as shown in Figure 4, molecules and atoms are underestimated by about the same quantity. On the contrary, for all other reference orbitals, an important overestimation of the absolute ISI correlation energy is observed. Note that, in any case, the ISI correlation atomization energies computed for the present test set are always better than the corresponding GL2 correlation atomization energies, yielding MAEs of 138.5, 92.5, 62.4, 116.5, and 23.7 mHa for PBE, PBE0, BH-LYP, LHF, and HF orbitals, respectively. Moreover, the HF-ISI results are also almost 3 times better than those obtainable by semilocal
DFT functionals (the best being PBEloc with a MAE of 36 mHa).

4.2. Total Atomization Energies. In Table 3, we report the total atomization energies. We compare the ISI results to HF+GGA correlation approaches. Note that in the latter methods no error cancellation between exchange and correlation occurs, and static correlation is not considered. Consequently, HF+GGA calculations give much worse results than conventional GGA xc approaches. However, here they can be used to assess the quality of the ISI results. ISI-HF has an MAE of only 11.7 mHa which is 4 times better than HF+GGA. Conversely, ISI-LHF largely overestimates atomization energies, yielding an absolute accuracy close to the HF+GGA results, which on the other hand, overestimates the atomization energies.

We note that the present results for ISI atomization energies are slightly different from the ones reported in the original ISI publication. This is due to the different choice of the parameter $D$ in eq 10, which has been fixed here by using the exact value of $W_{\sigma}(\rho)$ for the He atom density instead of the one estimated from a metaGGA functional used in ref 4, and due to the different basis set used (recall that in the present work we used extrapolation toward the complete basis set limit).

4.3. Main-Group Chemistry Benchmark. To assess the practical applicability of the ISI functional to main-group chemistry, we have performed a series of tests involving different properties of interest for computational chemistry. We have restricted our study to ISI calculations employing HF and LHF reference orbitals (hereafter denoted as ISI-HF and ISI-LHF, respectively). This choice was based on the fact that, as explained in Section 4.1, ISI-HF is expected to yield the best performance for these tests (according to the results of Table 2), while ISI-LHF provides the best approximation for the performance of self-consistent ISI calculations. For comparison, we report also the MP2 and B2PLYP results, which are based on GL2 energies, as well as the performance of calculations using the popular PBE functional and of the Hartree–Fock exchange coupled with the semilocal PBEloc correlation. The latter is a simple approach adding semilocal dynamical correlation to Hartree–Fock and can give information on the possible accuracy of “standard” DFT methods when used together with exact exchange; we remark anyway that much improved results can be obtained by more sophisticated DFT approaches including static and/or strong correlation treatments.

In the upper part of Table 4, we report the mean absolute errors (MAEs) for several standard tests concerning thermochemical properties. In the last line of Table 4, we report, for each method $X$, the relative mean absolute error (RMAE) with respect MP2, i.e.,

$$RMAE^X = \sum_i \frac{MAE_i^X}{MAE_i^{MP2}}$$

(15)

where $i$ indicates the different tests.

The results clearly show that ISI-LHF often gives the largest MAEs, with a RMAE of 4.1. Significantly better results are obtained by ISI-HF calculations (RMAE = 1.7). However, the performance for barrier heights (BH76 and K9) is quite poor and even worse than that obtained by adding a simple semilocal correlation to Hartree–Fock. We note also that for this property Hartree–Fock- and LHF-based ISI calculations yield a quite similar performance. On the other hand, ISI-HF yields the best results for the PA13 test and the S22 test.

When the focus is on noncovalent interactions (bottom part of Table 4), ISI-HF performs quite well for both hydrogen bond (HB6) and dipole–dipole (D16) interactions having a
Table 4. Mean Absolute Errors (kcal/mol) on Several Tests As Obtained from ISI Calculations Using LHF and HF Orbitals

<table>
<thead>
<tr>
<th>Test</th>
<th>PBE</th>
<th>HF+PBEloc</th>
<th>MP2</th>
<th>B2PLYP</th>
<th>ISI-HF</th>
<th>ISI-LHF</th>
</tr>
</thead>
<tbody>
<tr>
<td>thermochemistry</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AE6</td>
<td>13.3</td>
<td>24.0</td>
<td>9.6</td>
<td>1.6</td>
<td>10.0</td>
<td>43.4</td>
</tr>
<tr>
<td>G2/97</td>
<td>14.7</td>
<td>26.3</td>
<td>12.3</td>
<td>4.0</td>
<td>15.9</td>
<td>53.1</td>
</tr>
<tr>
<td>IP13</td>
<td>3.3</td>
<td>7.0</td>
<td>2.2</td>
<td>1.9</td>
<td>3.0</td>
<td>6.0</td>
</tr>
<tr>
<td>EA13</td>
<td>2.8</td>
<td>9.0</td>
<td>3.4</td>
<td>4.1</td>
<td>5.9</td>
<td>9.3</td>
</tr>
<tr>
<td>PA12</td>
<td>2.2</td>
<td>6.6</td>
<td>1.0</td>
<td>1.4</td>
<td>0.9</td>
<td>2.6</td>
</tr>
<tr>
<td>K9</td>
<td>7.4</td>
<td>4.3</td>
<td>4.1</td>
<td>1.6</td>
<td>7.2</td>
<td>8.5</td>
</tr>
<tr>
<td>BH76</td>
<td>9.7</td>
<td>6.8</td>
<td>5.2</td>
<td>2.2</td>
<td>10.1</td>
<td>11.7</td>
</tr>
<tr>
<td>BH76RC</td>
<td>4.3</td>
<td>6.9</td>
<td>3.9</td>
<td>1.2</td>
<td>7.0</td>
<td>16.4</td>
</tr>
</tbody>
</table>

noncovalent interactions

<table>
<thead>
<tr>
<th>Test</th>
<th>PBE</th>
<th>HF+PBEloc</th>
<th>MP2</th>
<th>B2PLYP</th>
<th>ISI-HF</th>
<th>ISI-LHF</th>
</tr>
</thead>
<tbody>
<tr>
<td>HB6</td>
<td>0.4</td>
<td>1.7</td>
<td>0.4</td>
<td>0.4</td>
<td>0.7</td>
<td>1.1</td>
</tr>
<tr>
<td>D16</td>
<td>0.4</td>
<td>0.4</td>
<td>0.5</td>
<td>0.5</td>
<td>0.8</td>
<td>3.3</td>
</tr>
<tr>
<td>CT7</td>
<td>2.3</td>
<td>1.1</td>
<td>0.8</td>
<td>0.6</td>
<td>2.2</td>
<td>2.8</td>
</tr>
<tr>
<td>DHB23</td>
<td>1.0</td>
<td>1.0</td>
<td>1.3</td>
<td>0.5</td>
<td>3.1</td>
<td>11.0</td>
</tr>
<tr>
<td>S22</td>
<td>2.7</td>
<td>1.9</td>
<td>1.2</td>
<td>1.9</td>
<td>0.4</td>
<td>1.5</td>
</tr>
</tbody>
</table>

RMAE 1.50 2.31 1.00 0.75 1.71 4.14

“APE, HF+PBEloc, MP2, and B2PLYP results are reported for comparison. The best (worst) result for each test is in bold (underlined). The last line reports the relative MAE with respect MP2 (eq 15).

comparable accuracy as MP2 and B2PLYP. The ISI-HF functional outperforms other approximations for the S22 test, which contains different kinds of biology relevant noncovalent complexes having hydrogen-bond, dipole–dipole, and dispersion character.

4.4. A Closer Look at Dispersion Complexes. The small error for the S22 test set suggests that ISI-HF may be more accurate than other approaches (e.g., B2PLYP) in the description of dispersion complexes. As further evidence, we report in Figure 5 the signed error obtained from ISI-HF, MP2, and B2PLYP in the calculation of the interaction energy of a collection of different dispersion complexes, which includes the dispersion-dominated S22 cases as well as additional test cases from the literature.89–92 It can be seen that, indeed, ISI-HF results are always very accurate (≤1 kcal/mol), whereas for the dimers of aromatic molecules MP2 (B2PLYP) largely overestimate (underestimate) the interaction energy.

In Figure 6, we also report the interaction energy curves for Ne–Ne and C2H4–C2H4, which show again that ISI-HF accurately captures dispersion interactions. Further analysis and discussion of these results are reported in Section 5.3.

4.5. Static correlation. One of the purposes of including the strong-coupling limit into approximate functionals is the hope to capture static correlation without resorting to symmetry breaking. However, it is already clear from eq 12 that the ISI functional will not dissociate correctly a single or multiple bond in a restricted framework. In fact, as the bond is stretched, the ISI xc energy of eq 12 will be quite different than the one for the two equal open shell fragments. The problem is that only the electrons involved in the bonds should be strongly correlated. The rest of the fragment should be in the usual weak or intermediate correlation regime, but the global interpolation makes the whole fragment be in the strong-coupling regime. A local interpolation might fix this issue, but it needs to be constructed carefully.29

An exception is the H2 molecule for which all the electrons are involved in the bond. Indeed, Teale, Coriani, and Helgaker28 had found a very good agreement between the ISI model for the adiabatic connection curve (in a restricted framework), and their accurate results in the case of the H2 molecule dissociation, when the bond is stretched up to 10 bohr. Their study used full configuration-interaction (FCI) densities and the corresponding KS orbitals and orbital energies from the Lieb maximization procedure as input quantities. They have also tested how the choice of the parameter D in eq 10 affects the shape of the adiabatic connection curve. They found that the original metaGGA choice used in ref 4 does not yield accurate results, whereas the parameter D used here was found to yield rather accurate results up to 10 bohr.

In Figure 7, we report the dissociation curves of the H2 and N2 molecules in a spin-restricted formalism for different methods. Our ISI results are not very accurate if compared to the reference CCSD(T) results but qualitatively better than MP2 and B2PLYP which diverge for large distance. The inaccuracy of our ISI results originates from the approximated LHF (or HF) densities, orbitals, and orbital energies; in fact, the spin-restricted ISI turns out to be very sensitive to the input
ingredients. The ISI results in ref 28 are much more accurate due to the fact that FCI input density, orbitals, and orbital energies have been used. Moreover, for H₂, we recall that the ISI results will be exact at infinite distance only if the parameter D is self-interaction free for the H atom density.⁶

5. DISCUSSION
The results reported in Section 4 show that the performance of ISI-HF is quite good when compared with HF+GGA methods (e.g., HF+PBEloc) since the former describes dynamical and static correlation without any error cancellation while the latter do not. On the other hand ISI-HF is much less appealing, if compared to MP2 which yields in many cases better results at similar computational cost. One important exception are dispersion interactions, for which ISI-HF outperforms MP2. Instead, when ISI is applied to DFT orbitals (i.e., LHF), the results are rather bad. In the following sections we try to analyze and rationalize this performance in order to provide useful information which can be used to improve functionals based on interpolations between the weak and the strong interacting limits.

5.1. Influence of the Size-Consistency Problem. Being a nonlinear function of exact exchange and GL2 total energies, the ISI xc energy functional is formally not size consistent. This means that computing the (spin-unrestricted or spin-restricted) xc energy of two systems separated by a distance large enough (eventually infinite) to make the interaction between them negligible yields a result which is different from the sum of the ISI xc energies of the two isolated systems.

One exception is the case of a set of identical systems, e.g., a homonuclear dimer A−A, where A is closed-shell or the spin-unrestricted formalism is used. Under these conditions Eₓc,EGL2, W₀ and W∞ are all size-consistent, thus X[A−A] = 2X[A], while Y[A−A] = Y[A] and Z[A−A] = Z[A]. Since the ISI xc energy (eq 5) is linear in X and W₀ is a size-consistent quantity, the whole result is size consistent.

The issue of size inconsistency may, of course, affect the results when atomization or interaction energies are calculated. To investigate the relevance of this problem, we perform a numerical study on the magnitude of this effect. Consider a system M (e.g., a molecule) composed of different fragments Aᵢ (e.g., atoms) with i = 1,..., N. The total xc interaction energy in this system is

$$E_{xc}^M(M) = E_{xc}(M) - \sum_{i=1}^{N} E_{xc}(A_i)$$  (16)

Here, Eₓc(M) denotes the xc energy of M and Eₓc(Aᵢ) the xc energy of the isolated fragment Aᵢ. Consequently, if we denote with M* the system obtained by bringing all fragments Aᵢ at large distance from each other (such that their mutual interaction is negligible), this interaction energy can also be written as

$$E_{xc}^M(M) = E_{xc}(M) - E_{xc}(M^*)$$  (17)

For any size-consistent method, eqs 16 and 17 give the same result. However, for a nonsize-consistent method such as ISI, their difference

$$\Delta_{xc}(M) = E_{xc}(M^*) - \sum_{i=1}^{N} E_{xc}(A_i)$$  (18)

can provide a measure for the size-consistency problem (clearly, Δ_{xc} = 0 for any size-consistent method).

In the specific case of ISI, we have

$$E_{xc}^{ISI}(M^*) = f^{ISI}(E_{xc}(M^*), E_{GL2}(M^*), W_{∞}(M^*), W^*_∞(M^*))$$  (19)

where f^{ISI}(w₁, w₂, w₃, w₄) is the nonlinear function of four variables defined in eqs 5 and 6. Assuming that all four ingredients are size consistent, we can further write

$$E_{xc}^{ISI}(M^*) = f^{ISI}\left(\sum_{i=1}^{N} E_{xc}(A_i), \sum_{i=1}^{N} E_{GL2}(A_i), \sum_{i=1}^{N} W_{∞}(A_i), \sum_{i=1}^{N} W^*_∞(A_i)\right)$$  (20)

Even then, we typically have Δ_{xc}^{ISI}(M) ≠ 0 since f^{ISI} is not linear, i.e.

$$E_{xc}^{ISI}(M^*) \neq \sum_{i=1}^{N} E_{xc}^{ISI}(A_i)$$  (21)

As previously mentioned, an exception arises in cases with identical fragments, Aᵢ = A (all i), since the function f^{ISI} has the property

$$f^{ISI}(Nw₁, Nw₂, Nw₃, Nw₄) = Nf^{ISI}(w₁, w₂, w₃, w₄)$$

Using eq 19 and the corresponding expression for E_{xc}^{ISI}(Aᵢ), it is possible to evaluate the effect of the size-consistency violation of ISI for different systems. The results of these calculations are reported, for a selected test set of molecules, in Table 5. In these calculations, we have considered a spin-unrestricted formalism for HF and GL2 calculations on open-shell atoms, assuming that the corresponding results are properly size consistent (whether this is formally correct is still under debate in the literature;⁷ however, numerical results suggest that our approximation is quite accurate in the considered cases). Inspection of the table shows that for molecules composed of first row elements (plus hydrogen) the values of Δ_{xc} are negligible. Thus, the ISI functional behaves, in practice, as a numerical study on the magnitude of this effect. Consider a system M (e.g., a molecule) composed of different fragments Aᵢ (e.g., atoms) with i = 1,..., N. The total xc interaction energy in this system is

$$E_{xc}^M(M) = E_{xc}(M) - \sum_{i=1}^{N} E_{xc}(A_i)$$  (16)

Here, Eₓc(M) denotes the xc energy of M and Eₓc(Aᵢ) the xc energy of the isolated fragment Aᵢ. Consequently, if we denote with M* the system obtained by bringing all fragments Aᵢ at large distance from each other (such that their mutual interaction is negligible), this interaction energy can also be written as

$$E_{xc}^M(M) = E_{xc}(M) - E_{xc}(M^*)$$  (17)

For any size-consistent method, eqs 16 and 17 give the same result. However, for a nonsize-consistent method such as ISI, their difference

$$\Delta_{xc}(M) = E_{xc}(M^*) - \sum_{i=1}^{N} E_{xc}(A_i)$$  (18)

can provide a measure for the size-consistency problem (clearly, Δ_{xc} = 0 for any size-consistent method).

In the specific case of ISI, we have

$$E_{xc}^{ISI}(M^*) = f^{ISI}(E_{xc}(M^*), E_{GL2}(M^*), W_{∞}(M^*), W^*_∞(M^*))$$  (19)

where f^{ISI}(w₁, w₂, w₃, w₄) is the nonlinear function of four variables defined in eqs 5 and 6. Assuming that all four ingredients are size consistent, we can further write

$$E_{xc}^{ISI}(M^*) = f^{ISI}\left(\sum_{i=1}^{N} E_{xc}(A_i), \sum_{i=1}^{N} E_{GL2}(A_i), \sum_{i=1}^{N} W_{∞}(A_i), \sum_{i=1}^{N} W^*_∞(A_i)\right)$$  (20)

Even then, we typically have Δ_{xc}^{ISI}(M) ≠ 0 since f^{ISI} is not linear, i.e.

$$E_{xc}^{ISI}(M^*) \neq \sum_{i=1}^{N} E_{xc}^{ISI}(A_i)$$  (21)

As previously mentioned, an exception arises in cases with identical fragments, Aᵢ = A (all i), since the function f^{ISI} has the property

$$f^{ISI}(Nw₁, Nw₂, Nw₃, Nw₄) = Nf^{ISI}(w₁, w₂, w₃, w₄)$$

Using eq 19 and the corresponding expression for E_{xc}^{ISI}(Aᵢ), it is possible to evaluate the effect of the size-consistency violation of ISI for different systems. The results of these calculations are reported, for a selected test set of molecules, in Table 5. In these calculations, we have considered a spin-unrestricted formalism for HF and GL2 calculations on open-shell atoms, assuming that the corresponding results are properly size consistent (whether this is formally correct is still under debate in the literature;⁷ however, numerical results suggest that our approximation is quite accurate in the considered cases). Inspection of the table shows that for molecules composed of first row elements (plus hydrogen) the values of Δ_{xc} are negligible. Thus, the ISI functional behaves, in practice, as a
size-consistent method. On the other hand, for molecules including both first and second row elements, larger values are found. We remark that these values are, anyway, often smaller than few mHa per bond, so that the size-inconsistency problem is not too large also in these cases.

The difference between the two kinds of behaviors observed in Table 5 traces back to the fact that when only first row elements are present all atoms display quite similar values of exchange and GL2 correlation; thus, the ISI behavior is rather similar to the ideal case of identical systems and the size-consistency violation is small. On the contrary, when both first and second row atoms are present, the atomic properties are significantly different and the nonlinear nature of the ISI formula leads to a non-negligible size inconsistency. Further evidence of this fact is given in Figure 8, where we report the values of $\Delta \alpha$, for the atomization of a $N_2$ molecule into two atomic fragments having seven electrons and nuclear charges $Z_1 = 7 + \Delta Z$ and $Z_2 = 7 - \Delta Z$. Lower panel: Values of $\Delta E_x = E_x[\text{fragment}1] - E_x[\text{fragment}2]$ and $\Delta E_{\text{GL2}} = E_{\text{GL2}}[\text{fragment}1] - E_{\text{GL2}}[\text{fragment}2]$ as functions of $\Delta Z$. The values of $\Delta E_x$ and $\Delta E_{\text{GL2}}$ have been scaled for graphical reasons.

5.2. Role of the Energy Gap. The fact that similar trends are observed in Tables 1 and 2 for ISI and GL2 correlation energies for different reference orbitals and different systems suggests that the energy gap between occupied and unoccupied molecular orbitals may play a major role in determining the accuracy of the ISI correlation energy. This difference is in fact smaller for semilocal DFT (PBE) and larger for HF, having intermediate values for hybrid and the LHF methods. Similarly, the energy gap is larger for closed shell atoms and smaller for open-shell atoms and molecules. These observations fit well with the behavior reported in Table 1 and Figure 4.

To investigate this feature, we have considered for all the systems in Table 1 the application to the LHF ground-state orbitals of a scissor operator to rigidly move all the unoccupied orbitals up in energy by

$$\Delta E = \alpha (E_x[\text{HF}] - E_x[\text{LHF}])$$

(22)

where $E_x[\text{HF}]$ and $E_x[\text{LHF}]$ are the HOMO–LUMO gaps for HF and LHF, respectively, while $\alpha$ is a parameter used to tune the effect. Thus, for $\alpha = 0$, no shift is applied, whereas for $\alpha = 1$ the applied shift is such that the LHF HOMO–LUMO gap is lifted up to the HF value.

In the bottom panel of Figure 9, we report the deviations from reference values of the ISI correlation energies of the $N_2$ molecule and twice the $N$ atom, as functions of the $\alpha$ parameter of eq 22. All results were computed using a cc-pV5Z basis set.

![Figure 9](image_url)
This is particularly true for atoms, which already suffer from an underestimation (in absolute value) of the correlation energy, thus increasing the energy difference between occupied and virtual orbitals adds a further underestimation. For molecules instead at low values of $\alpha$, a moderate improvement of the correlation energy is observed since in most molecules LHF-ISI overestimates (in absolute value) correlation energies that are thus improved by the application of a shift. Nevertheless, for larger values of $\alpha$ in all molecules an underestimation of the correlation is found, so the results rapidly worsen with increasing shift. We note that the rate of worsening for molecular correlation energies is quite faster than that observed for atoms.

5.3. Dispersion Interactions. The good performance of the ISI-HF for dispersion interactions is surprising and deserves further thoughts. First of all, we notice that the functional $E_\text{ISI}^{\text{SI}}[\rho]$ defined by eqs 5–10 inherits (at least for the case of equal fragments) the long-range $\sim R^{-6}$ dispersion interaction energy dependence from its $E_{\text{dimer}}$ component (MP2 in the case of HF reference orbitals considered here). Yet, it systematically outperforms MP2, suggesting that it adds a sensible correction to it. The analysis of Strømsheim et al.\(^\text{94}\) shows that the adiabatic connection curve for the interaction energy of dispersion complexes deviates significantly from the linear behavior, requiring a considerable amount of “nondynamical” correlation, which seems to be well accounted for by the ISI functional (although the picture may be different with HF orbitals).

A possible explanation may be derived by looking at the functional $W_{\text{int}}[\rho]$, which describes the physics of coupled oscillations of localized electrons. Its PC semilocal approximation of eq 10 is a quantitatively good approximation of this energy.\(^\text{95}\) The physics of dispersion interactions is actually very similar, describing oscillations of coupled charge fluctuations on the two fragments. We suspect that when looking at the interaction energy, the physics introduced by $W_{\text{int}}[\rho]$ (when subtracting the internal part of each fragment) is actually correct. However, a more detailed study of this aspect is required, and it will be the object of our future work.

6. CONCLUSIONS AND PERSPECTIVES

We have reported the first detailed study of the performances of a functional that includes (in an approximate way) the strong-coupling limit, analyzing its dependence on basis set, reference orbitals, and other aspects such as the size consistency error. Overall, the ISI functional has serious limitations, which could have been expected from some of its formal deficiencies. We have rationalized our findings, providing useful information for functionals that can retain the information from the strong-coupling limit while remedying to these deficiencies.\(^\text{22}\) In future work, we plan to extend our analysis to functionals based on local interpolations along the adiabatic connection\(^\text{15,22–26}\) implementing the needed input quantities.

An unexpected finding that emerged from our study is a very good performance of the ISI functional (when used as a correction to Hartree–Fock) for dispersion interactions, yielding a mean absolute error of only 0.4 kcal/mol on the S22 set, and consistently improving over MP2 in a significative way for dispersion complexes (Figures 5 and 6). We suspect that the functional $W_{\text{int}}[\rho]$, which describes coupled oscillations of localized electrons, is able to capture the physics of interaction energy in dispersion complexes. This is an interesting perspective for the ISI functional, which we will investigate in detail in a future work.
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