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Abstract
In this chapter we discuss three types of memory that are relevant for understanding how scene representations are generated over the course of scene viewing. We focus particularly on scene memory generated dynamically across eye movements, and we highlight studies that record eye movements. We argue that the results of studies focusing on transsaccadic memory, active on-line scene memory, and long-term scene memory converge on the conclusion that relatively detailed visual scene representations are retained both over the short and long term, and that these representations are generated incidentally as a consequence of scene viewing.

Introduction
During natural scene viewing, the eyes move to a new fixation location about three times each second (Henderson and Hollingworth 1998; Henderson 2003; see Fig. 9.1), yet we do not experience the tens of milliseconds that transpire during the saccadic movements as blank periods or 'holes' in our visual experience, nor do we experience the visual world as the series of discrete snapshots. Instead, we have the perceptual experience of a complete, full color, highly detailed, and stable visual world. That is, our perceptual experience suggests to us that the visual system in some sense creates a high-resolution internal copy of the external world. Indeed, this phenomenology has historically motivated much of the theoretical work in human and computer vision, and the experience of a complete and detailed visual world has been a major consideration in recent theoretical treatments of scene representation, visual memory, and the nature of consciousness (e.g. Dennett 1991; O'Regan 1992; Rensink 2000a; Wolfe 1999).

Reductions in visual acuity and color sensitivity as a function of distance from the center of fixation place severe constraints on the generation of a detailed internal visual representation of the external scene, so creation of such a representation would require the storage of visual information across each saccade, with representations from consecutive fixations integrated in some way. Furthermore, such representations...
would have to be retained in active on-line memory over multiple-fixation saccade cycles if they were to be integrated over the entire course of scene viewing. Finally, once constructed, such representations would need to be stored in longer-term memory so that they would be available to support future viewing, perceptual learning, and other cognitive activities such as visual thinking and reasoning, as well as language use (see Henderson and Ferreira 2004). In the following sections we briefly review the evidence for retention and integration of visual representations over a single saccade (transsaccadic memory), over multiple-fixation saccade cycles (active on-line scene memory), and over the longer term (long-term scene memory). We use these categories as an expository device to help organize the literature, and make no claim that retention and integration over these different time scales requires separate structural memory stores. We do not attempt an exhaustive review, but rather try to highlight some of the critical studies as we see them, with an emphasis on eye-movement research and specifically on recent experiments from our laboratory. Our conclusion is that relatively detailed (though not sensory or iconic) visual representations are generated and retained in memory as a natural consequence of active, dynamic scene perception.

Transsaccadic memory

What is the nature of the representation that is retained and integrated across saccades? A proposal with a venerable history is that high-resolution sensory images are stored across saccades, with images from consecutive fixations integrated to form a composite sensory image (for reviews see Bridgeman et al. 1994; McConkie and Currie 1996). Traditionally, this spatiotopic fusion hypothesis (Irwin 1992a) has been instantiated by models in which a sensory image (i.e. a precise, highly detailed, metrically organized, pre-categorical image) is generated during each fixation and stored in a temporary buffer, with sensory images from consecutive fixations spatially aligned and fused in a system that maps a retinal reference frame onto a spatiotopic frame (Breitmeyer et al. 1982; Davidson et al. 1973; Duhamel et al. 1992; Feldman 1985; Jonides et al. 1982; McConkie and Rayner 1976; O’Regan and Lévy-Schoen 1983; Pouget et al. 1993; Trehub 1977). In such models, the composite image formed during consecutive fixations is aligned by tracking the extent of the saccade (via afferent or efferent pathways) or by comparing the similarity of the individual images.

Although many versions of the sensory fusion hypothesis have been proposed, the vast majority of psychophysical and behavioral evidence from the vision and cognition literatures has failed to support it. Perhaps the most convincing evidence arises from direct demonstrations that viewers are unable to fuse simple visual patterns across saccades. In these studies, viewers are required to integrate a pre-saccade and post-saccade pattern in order to accomplish the task successfully. If visual patterns can be fused in a spatiotopically-based sensory memory system, then performance should be similar in a transsaccadic condition in which the environmental spatial position of the patterns is maintained but retinal position is displaced due to a saccade, and a condition in which position in both retinal and environmental spatial reference frames is maintained within a fixation. For example, when two dot patterns forming a matrix of dots are presented in rapid succession at the same retinal and spatial position within an eye fixation, a single fused pattern is perceived and performance (e.g. identification of a missing dot from the matrix) can be based upon this percept (Di Lollo 1980; Eriksen and Collins 1967; Irwin 1991). However, when the two patterns are viewed with similar timing parameters at the same external spatial position but different retinal positions across a saccade, no such fused percept is experienced and performance is dramatically reduced (Bridgeman and Mayer 1983; Irwin 1991; Irwin et al. 1988, 1983, 1990; Jonides et al. 1983; O’Regan and Lévy-Schoen 1983; Rayner and Pollatsek 1983). In the latter case, overall performance is limited to and constrained by the capacity of short-term memory (Irwin et al. 1988). Other effects which might be expected based on the formation of a composite image via sensory fusion, such as spatiotopically-based visual masking, are also not observed (Irwin et al. 1988; Irwin et al. 1990). For other reviews of this work, see Irwin (1992b), Irwin and Andrews (1996), Pollatsek and Rayner (1992), and Rayner (1998).

If the visual information acquired from successive fixations is fused into a single composite sensory image, then displacements of the viewed world during a saccade should be highly noticeable and troublesome because fusion should be disrupted. Contrary to this prediction, Bridgeman et al. (1975) demonstrated that a scene could be spatially...
displaced during a saccade with no conscious experience that the stimulus had shifted position, and with little or no disruption to the performance of a visual task. This insensitivity to spatial displacement across saccades has subsequently been replicated many times (e.g. Bridgeman and Stark 1979; Currie et al. 2000; Henderson 1997; Irwin 1991; Mack 1970; McConkie and Currie 1996; Verfaillie et al. 1994; Whipple and Wallach 1978). An interesting exception to these findings was reported by Deubel et al. (1996, 2002; Gysen et al. 2002). In these experiments, participants were found to be sensitive to spatial displacements of a target during a saccade when a blank interval was inserted following the saccade and prior to the reappearance of the spatially shifted target. This is an intriguing finding regarding the retention of information across saccades and suggests that sensory memory may persist during the saccade. However, given that there is typically no blank period at the beginning of each new fixation, it is not clear how this retained information would be functional in the transsaccadic integration process.

Changes to other visual properties are similarly difficult to detect across a saccade. For example, readers are insensitive to changes in the visual properties of text from fixation to fixation (McConkie and Zola 1979). In these experiments, participants read text made up of characters of alternating case. During a given saccade, the case of all characters was exchanged. These case changes were not noticed by readers and had very little if any effect on reading rate or comprehension. Similar insensitivity to changes in visual features of an image across a saccade has been shown with pictures of objects and scenes. For example, Henderson (1997) found that it was very difficult for observers to detect a change to the specific contours of an object from fixation to fixation (see Fig. 9.2). In this study, participants were asked to fixate a point on a computer screen. A line drawing of an object was then presented to the right of fixation. About half of the contours of the object were presented; the other contours were occluded by black stripes. The participant executed a saccade to the object as soon as it appeared. During the saccade, the object remained exactly the same; changed to reveal the complementary set of contours; shifted one stripe width in position; or changed to a different object. The participant was asked to indicate if any change occurred. Participants failed to detect the majority of contour changes or position shifts in a control condition in which the changes took place at the same retinal and spatial position (and at the same visual eccentricity as the preview had appeared) within a fixation, change detection was quite good. This latter result ensured that the contours and positions could be discriminated at the visual eccentricity used in the transsaccadic change experiment. Henderson and Hollingworth (2003a) reported similar results for full scenes. Other visual changes such as enlargements and reductions of object size often go unnoticed when they take place during a saccade (Henderson et al. 1987; Pollatsek et al. 1984).

**What is retained across saccades?**

Irwin and colleagues have demonstrated in a transsaccadic partial report task that the perceptual properties of up to four visual patterns can be retained across saccades in visual short-term memory (Irwin and Andrews 1996). Carlson-Radvansky (Carlson-Radvansky 1999; Carlson-Radvansky and Irwin 1995) found that structural descriptions of simple visual patterns can be retained across saccades. In transsaccadic object identification studies, participants are quicker to identify an object when a preview of the object is available prior to the saccade than when no preview is available (e.g. Henderson 1992a, 1994, 1997; Henderson and Siefert 1999, 2001; Henderson et al. 1987, 1989; Pollatsek et al. 1984, 1990). Furthermore, preview benefits for objects can be affected by visual changes such as replacement of one visual token with another token of the same conceptual type (Henderson and Siefert 2001) and mirror reflections (Henderson and Siefert 1999, 2001). The influence of visual change on preview benefit is more pronounced when the spatial location of the target object remains constant compared with when the location changes (Henderson 1994; Henderson and Anes 1994; Henderson and Siefert 2001).

**Figure 9.2** Illustration of the study reported by Henderson (1997). Participants began by fixating a point (Panel A). An image of a line drawing of an object was presented to the right of fixation, with about half of the contours occluded by black stripes (Panel B). The participant executed a saccade to the object, and during the saccade the object remained the same, changed to reveal the complementary set of contours, shifted one stripe width in position, or changed to a different object (Panel C). Following fixation, the participant indicated if any change occurred or named the object (Panel D). Contour changes and position shifts were very difficult to detect and did not affect naming latencies.
The transsaccadic integration results strongly suggest that visual properties are preserved in the representations that are retained across saccades, and furthermore that such representations are at least partially tied to spatial position. It is important to note, however, that visual representations need not be sensory. That is, representation of detailed visual information does not imply the preservation of an iconic image. For example, in the study reported in Henderson (1997) and shown in Fig. 9.2, replacement of the specific contours present in the image from preview to fixation had no effect on preview benefit as assessed by naming latency. We take sensory representation to refer to a complete, precise, pre-categorical, maskable, and metrically organized image of the visual scene (Irwin 1992b; Neisser 1967; Sperling 1960). In contrast, a post-sensory visual representation is an imprecise, post-categorical, non-maskable, and non-iconic visual description encoded in the vocabulary of visual computation. This same distinction maps onto the distinction in the 'iconic memory' literature between visual and informational persistence on the one hand, and visual short-term memory on the other (Irwin 1992b; see also Coltheart 1980). Based on explorations of integration of visual patterns across saccades, Irwin has argued that transsaccadic memory is in fact visual short-term memory (e.g. Irwin 1991, 1992b).

Importantly, however, abstract visual representations are still visual in the sense that they represent visual properties such as object shape and viewpoint, albeit in a non-sensory format. An example of a non-sensory representation of shape is a structural description; as noted above, recent evidence suggests that shape may be encoded and retained across saccades in this representational format (Carlson-Radvansky and Irwin 1995; Carlson-Radvansky 1999). In our view, abstract visual representations are neither sensory, nor are they equivalent to conceptual representations (which encode semantic properties) or linguistic descriptions. Examples of abstract visual representations are structural descriptions (e.g. Biederman 1987; Marr 1982; Palmer 1977) and hierarchical feature representations (e.g. Riesenhuber and Poggio 1999).

Active memory: On-line scene representations

Transsaccadic memory as it is traditionally studied concerns the retention of scene information for the very short period of time that transpires from one fixation to the next during saccadic eye movements — durations typically on the order of 20–80 ms. In this section we consider on-line scene representations that are kept active in visual (working) memory over the course of the current perceptual episode lasting several seconds and multiple fixation saccade cycles. Much of the recent change detection research in scene perception has tapped into active scene memory in this sense. For example, in a classic initial demonstration of 'change blindness', McConkie and Grimes (McConkie 1990, 1991; see Grimes 1996) had viewers study full color photographs of scenes in preparation for a relatively difficult memory test. The viewers were told that something in a scene might occasionally change and that they should press a button if and when they noticed such a change. Eye movements were monitored with a dual-Purkinje-image eyetracker so that part of each scene could be changed quickly during a saccade. The changes took place during the nth saccade, where n was predetermined prior to the onset of the scene. The decisive result was that viewers often failed to detect what would seem to be very obvious visual changes. For example, none of the participants detected that the lads on two central men in a scene switched heads (Grimes, 1996). Unlike the transsaccadic integration experiments described in the preceding section, scene viewing took place over multiple fixations both before and after the change, so the opportunity was available for constructing an on-line representation over extended viewing time both prior to and after the change.

Reduced sensitivity to visual changes in scenes across saccades has been shown for changes to spatial orientation, color, and object presence (Grimes, 1995; Henderson and Hollingworth 1999a; McConkie 1991; McConkie and Currie 1996). Reduced sensitivity is also observed in paradigms that simulate saccades, such as when a blank field is inserted between two scene images (Rensink et al. 1997). In general, it appears that when the local transient motion signals that usually accompany a visual change are unavailable, as is the case during a saccade, sensitivity to what would otherwise be a highly-visible change becomes reduced, and in the extreme case eliminated. These results were initially taken to call into question the view that a detailed visual scene representation is constructed on-line in memory during scene viewing (e.g. O'Regan 1992; Rensink 2000a, 2000b; Wolfe 1999).

In the past few years it has become clear that the original interpretation of 'change blindness' was incorrect and that relatively detailed on-line visual memory representations of scenes can be observed in change detection experiments. Two general sources of evidence converge on this conclusion (for more extensive review, see Henderson and Hollingworth 2003b). In one set of experiments, a change detection paradigm was used in which a target object was changed during a saccade within the scene (Henderson and Hollingworth 1999a; Hollingworth and Henderson 2002; Hollingworth et al. 2001). As in the original saccade-contingent scene change experiments (McConkie 1990, 1991; see Grimes 1996) participants viewed pictures of scenes to prepare for a difficult memory test, and in addition were asked to monitor for changes. A target object changed during a saccade toward the object (toward condition); away from the object after it had been fixated the first time (away condition); or during a saccade to a different non-target object elsewhere in the scene (other object condition). In several experiments, the change to the other object region was only activated after the object had received at least one fixation (e.g. Hollingworth and Henderson 2002; Hollingworth et al. 2001). Thus, in the away and other object conditions, the target object was attended at some point prior to the scene change but visual attention was directed away from the target object and to a different object in the visual field prior to the saccade that triggered the change. Visual attention must be allocated to the target of the next saccadic eye movement prior to the saccade's execution (Henderson 1992b, 1993, 1996; Hoffman and Subramanian 1995; Kowler et al. 1995; Shepherd et al. 1986). A viewer's ability to detect changes in these conditions provides evidence about whether visual object representations are preserved after the withdrawal of attention and can accumulate during extended visual exploration of a scene.

Four change manipulations have been tested using the on-line saccade-contingent change paradigm: deletion of the target object from the scene (Henderson and Hollingworth 1999a; 2003a); type changes in which the target object is replaced with another object from a different basic-level category (Henderson and Hollingworth 2003c;
These conditions, change detection for previously attended objects was significantly above the false alarm rate (which is typically very low). These results suggest that a memory representation is generated and available during on-line scene viewing. It is possible that deletions and type changes could be detected based on semantic information (e.g., deletions and type changes could alter scene meaning), but token changes and rotations as implemented in these experiments did not alter the gist of the scenes in which they appeared.

In the studies described above, object changes were sometimes not detected in the away and other object conditions when they first occurred, but were then detected when the changed object was fixated later in the course of scene viewing. Viewers typically fixated many intervening scene regions and objects over the course of the several seconds that transpired between the initial fixation on the target, the target change, and the first refixation of the (now changed) target object in these cases. The observed delayed change detection following target refixation establishes that the on-line visual scene representation survived over time and potential interference from other fixated objects, and suggests that refixating the changed object provided a cue to retrieve and compare the stored visual object representation to current perceptual information. Hollingworth (2003) has provided additional evidence supporting the hypothesis that change detection failure is often a retrieval problem.

A second source of evidence that change detection in the saccade-contingent change experiments is based on an on-line memory system that lasts longer than a single saccade comes from a manipulation of the semantic consistency of the target object in the scene (Hollingworth et al. 2001). In this study, participants viewed line drawings of scenes in which the target object was either semantically consistent or inconsistent with the scene. The target object was replaced by another token of the same basic-level category (e.g., one chicken was replaced by a different chicken in a farm scene) during a saccade away from that object. Scene memory research has demonstrated that the memory representation of a semantically inconsistent object in a scene is more detailed and/or complete compared with a semantically consistent object (e.g., Friedman 1979). Based on these prior results, if visual representations accumulate on-line in memory during scene viewing, then changes to semantically inconsistent objects (which should be represented more completely) should be detected more accurately than changes to semantically consistent objects. The results confirmed this prediction. Furthermore, because the change occurred during the saccade away from the target object, the change was not always detected immediately (see also Henderson and Hollingworth 1999b; Hollingworth and Henderson 2002). Overall, 41 per cent of the detection responses took place more than 1.5 s after the change, and of these responses, 94 per cent occurred only after the target object was refixated. Again, these results suggest that visual object representations are maintained on-line over the course of scene viewing and across extended time and multiple-fixation saccade cycles.

The use of change detection to study the nature of the representations generated during scene perception assumes that the experience of change directly reflects the underlying representation. However, contrary to this assumption, we have found that overt change detection often significantly underestimates the degree to which on-line visual representations are retained in memory. Specifically, gaze duration (the sum of the durations of all fixations from the initial fixation on an object region to the first saccade taking the eyes away from that object) is elevated for trials in which a change occurred but was not reported, compared with no-change control trials (Henderson and Hollingworth 2003c; Hollingworth and Henderson 2002; Hollingworth et al. 2001). For example, in one study we found that when a token change was not explicitly detected, mean gaze duration on that object after the change was 749 ms, whereas mean gaze duration was 459 ms when no change occurred (Hollingworth et al. 2001). As found for delayed explicit detection, this 'implicit' or covert detection effect was observed despite several intervening seconds and many fixations on other objects between the object change and the first refixation of the target (when gaze durations were found to be elevated). These results provide strong evidence that visual object representations were available in on-line scene memory over the course of viewing even when they were not easily reportable. Thus, the failure to report a change does not provide unambiguous evidence that the information needed to detect that change is unavailable in on-line memory (see also Fernandez-Duque and Thornton 2000; Hayhoe et al. 1998; Williams and Simons 2000). In summary, despite the failure of participants to report scene changes taking place during saccades, it is clear that when fixation duration is used to assess the underlying visual representation, robust evidence of visual representation is obtained.

Given the potential difficulty of interpreting overt change detection failure, Andrew Hollingworth (Hollingworth and Henderson 2002) developed a forced-choice memory test to directly investigate viewers' on-line memory for objects in scenes (see Fig. 9.3).

---

**Figure 9.3** Illustration of the paradigm developed by Hollingworth and Henderson (2002). Participants freely viewed each scene, and after the target object (region A) had been fixated, a saccade to another pre-defined object in the scene (region B) triggered masking of the target object. A forced-choice memory test was then presented for the target object. Note that the boxes surrounding regions A and B were not visible to the participants, and the original images were presented in color.
Participants viewed images of common environments while their eye movements were monitored. Following the start of each trial, the computer waited until the target object (indicated by Region A in Fig. 9.3) had been fixated at least once, assuring that it had been attended prior to the test. Then, during a saccade to another object on the other side of the scene (Region B in Fig. 9.3), the target object was obscured by a pattern mask. The onset of the mask coincided with a saccade to a different object in the scene, so the target object was not attended at the time the mask appeared. Following the appearance of the mask, a forced-choice memory test was presented in which two object alternatives were displayed sequentially within the scene: the original target and a distractor object. The distractor was either a different token from the same basic-level category (token discrimination) or a version of the target object rotated 90° in depth around the vertical axis (orientation discrimination).

Performance in this memory task was very good: token discrimination was 87 percent correct and orientation discrimination was 82 percent correct. Again, on many trials viewers fixated multiple objects between the last fixation on the target object and the onset of the mask (and the initiation of the forced-choice test), but performance did not differ statistically as a function of the number of intervening fixations; when nine or more fixations intervened between the last fixation on the target object and the onset of the memory test, performance in the token discrimination test was 85 percent correct and performance in the orientation discrimination test was 92 percent correct. These results suggest that on-line scene representations are relatively stable in memory. These data, along with the change detection results reviewed above, provide very strong evidence that visual representations from previously attended objects accumulate online in memory, forming a relatively detailed scene representation.

Contrary to proposals based on change blindness, visual object representations are not lost upon the withdrawal of attention. At the same time, change blindness clearly is mediated by attention, presumably because attention is needed to encode the pre-change and post-change regions as well as to facilitate retrieval of the pre-change representation from memory following the change. In the transsaccadic change detection paradigm, the same change is much more easily detected when it occurs during a saccade toward the changing object (Currie et al. 2000; Hayhoe et al. 1998; Henderson and Hollingworth 1999a, 2003c) than during a saccade away from that object (Henderson and Hollingworth 1999a, 2003c; Hollingworth et al. 2001). Similarly, transsaccadic integration is heavily weighted toward the saccade target (Henderson 1994; Henderson and Anes 1994; Irwin and Andrews 1996), at least partly due to the fact that the allocation of attention to the saccade target is mandatory prior to a saccade (Deubel and Schneider 1996; Henderson 1992b, 1993, 1996; Henderson et al. 1989; Hoffman and Subramanian 1995; Irwin and Gordon 1998; Kowler et al. 1995; Rayner et al. 1978; Shepherd et al. 1986). In the change blindness literature, detection of change is better in the flicker paradigm for scene regions rated to be of higher interest (Rensink et al. 1997), for semantically unexpected objects (Hollingworth and Henderson 2000), at locations to which attention has been explicitly directed (Scholl 2000), and at locations near fixation (Hollingworth et al. 2001).

Long-term scene memory

In this section, we briefly consider the evidence concerning eye movements, scene representations, and long-term memory. We take long-term scene memory to involve the representations that linger once the current perceptual episode is over. For example, if the current perceptual episode involves working at your desk, in which an active visual representation of the desktop may be generated and maintained, what continues to reside in memory about your desk if you go to another room to watch the Red Sox win the World Series on television? This issue is typically operationalized by studying long-term memory for pictures of scenes.

Classic scene memory research has demonstrated very good long-term memory for scene detail. For example, Nickerson (1965) had participants view 200 black-and-white photographs for 5 s each; on an old-new recognition test, participants correctly recognized 92 percent of the pictures (controlling for false alarm rate). Shepard (1967) similarly demonstrated 97 percent correct recognition for 612 color pictures when tested immediately and 99.7 percent when tested 2 h later. Standing et al. (1970) showed participants 2560 pictures for 10 s each over several days. Memory for the entire set of pictures was well over 90 percent correct. Furthermore, memory for a subset of 280 thematically similar scenes, which required remembering more details about the pictures than general category or gist, was 90 percent correct. Standing et al. (1970) also manipulated the left-right orientation of the scene at study and test, and showed that participants could recognize the studied picture orientation 86 percent of the time after a 30 s retention interval and 72 percent of the time after 24 h.

Hollingworth and Henderson (2002) tested long-term memory for individual objects in scenes. A difficult forced-choice discrimination memory test was given for specific target objects after the scenes were removed from view for between 5–30 min. Similar to the on-line memory test described in the previous section, for each studied scene, participants viewed two versions of the scene in the test session: one that was identical to the studied scene and a distractor scene that differed only in the target object. The distractor object was a different type, different token, or the same object rotated in depth. This longer retention interval did not cause a significant decrement in discrimination performance compared with online discrimination. Mean type-discrimination performance was 93 percent correct, mean token-discrimination performance was 80.6 percent correct, and mean orientation-discrimination performance was 82 percent correct. The similarity between discrimination performance in the on-line and long-term tests suggests that visual object representations are stable after attention is removed, at least over the retention intervals we tested. These long-term memory results are consistent with evidence from the picture memory literature cited above suggesting very good memory for the visual form of whole scenes (Standing et al. 1970) and for the visual form of individual objects within scenes (Friedman 1979; Parker 1978).

Results from other scene memory studies also support the notion that visual details of objects are encoded in memory (Bahrick and Boucher 1968; Mandler and Ritchey 1977; Mandler and Parker 1976). Although relatively simpler "scene sketches" (Henderson and Ferreira 2004) were used in these earlier studies, (line drawings
of 6–9 objects in each), participants were able to distinguish between the target object and similar distractors of the same basic-level category (Bahrick and Boucher 1968) and were able to recall different types of visual details (Mandler and Ritchey 1977). Several studies have also demonstrated that over the long term, participants are able to recognize object types (Goodman 1980; Friedman 1979; Henderson et al. 2003; Hock, Romanski et al. 1978); visual details (Mandler and Parker 1976; Friedman 1979; Pezdek et al. 1988, 1989); and verbally recall and recognize object descriptions (Brewer and Treyens 1981).

**Incidental scene representation and memory**

The evidence described in the previous sections appears to provide compelling support for the idea that detailed visual representations are generated and retained in memory during scene perception. A lingering concern from these studies, however, is the possibility that these results arise from scene processing strategies tied to the use of viewing instructions that stress scene memorization. That is, it is possible that detailed visual scene representations can be generated and retained in memory when viewers engage in intentional memory encoding, but that these representations are not typically generated incidentally during natural scene perception. If this view were correct, then the evidence for good visual memory performance obtained in prior studies might be dismissed as irrelevant to normal scene perception.

If detailed visual memory is only generated under intentional memorization instructions, then evidence for the preservation of the visual details of previously viewed objects should only be observed in intentional memorization tasks. Conversely, viewing tasks for which intentional memory encoding is unnecessary should produce no visual representation in memory. On the other hand, if detailed visual representations are typically generated and stored in memory as a natural consequence of scene perception, then evidence for the long-term preservation of visual detail should be found in both intentional and incidental memorization conditions. To investigate this issue, we have recently conducted two sets of experiments to examine the nature of the visual representations of objects generated incidentally over the course of viewing (Castelhano and Henderson 2005; Williams et al. 2005).

As part of his doctoral dissertation work, Carrick Williams investigated the nature of the visual memory representations that are generated for real-world objects during visual search through object arrays (Williams et al. 2005). Participants searched through these arrays while their eye movements were recorded. Each array contained 12 unique full-color photographs of objects from a wide variety of categories (see Fig. 9.4, top panel). In each trial, participants were asked to search for and count the number of exemplars of a specific target object, such as a green drill. Arrays contained three types of distractors: category distractors (drills that were not green), color distractors (green objects that were not drills), and unrelated distractors (objects that were neither green nor drills). After all of the arrays had been searched, participants were given a surprise forced-choice visual memory test in which they had to discriminate objects that had appeared in the arrays from memory foils that were different tokens of the same object class. Memory test items were of all three types: search targets,
distractors sharing either color or category with the search target, and distractors sharing neither color nor category. For example, if the test object from an array were a yellow bird, the foil would be another yellow bird (see Fig. 9.4, bottom panel). This test therefore required that relatively detailed visual information be preserved in memory. The memory task was designed to eliminate the contribution of context and semantic information to performance by presenting targets and foils that fit the same semantic description. Due to the surprise nature of the visual memory test, any learning that occurred during the search portion of the experiment was incidental.

There were three main findings in this study. First, preserved visual memory was observed for all three types of objects. This finding is remarkable because participants did not anticipate a memory test during the search task (so learning was completely incidental), and because the memory test was very stringent (test objects were presented without the context within which they were initially viewed and the foils were very similar to the targets). Second, memory was graded, with best visual memory for the search targets, intermediate memory for the related distractors, and poorest memory for the unrelated distractors. Third, this pattern was mirrored in the eye-movement data; search targets received the greatest number of fixations and the most fixation time, followed by related (color or category) distractors, followed by unrelated distractors. These last results suggest that fixation during encoding is related to the strength of the resulting memory representation. This finding is reminiscent of Friedman's (1979) observation that expected objects in scenes receive less fixation time than unexpected objects and show poorer memory when tested later. However, the results here were a bit more complex. When eye-movement behavior was directly compared with memory performance via linear regression, it became clear that search targets were remembered better than would be expected only on the basis of number of looks or total fixation time. Specifically, although there was a relationship between fixation time and memory performance for all types of objects, memory for search targets was better than memory for distractors when fixation time was equated. Thus, while eye fixations and the consequent opportunity for memory encoding was highly related to later memory performance, it was not the only factor at work. In summary, this study clearly demonstrated that visual representations for objects are generated and retained incidentally during search.

In a related study, we investigated the nature of the visual memory representation that is generated during scene perception by examining memory performance for visual information obtained either intentionally or incidentally from objects (Castelhano and Henderson 2005). In three experiments, participants viewed scenes while engaged in an incidental-learning visual search task or an intentional-learning memorization task. After both viewing tasks had been completed, a memory test for a critical object in each scene was administered, although no memory test was anticipated by the participant during the visual search task. In the memorization task, participants were instructed to view the scenes in preparation for a difficult memory test that would require knowledge of details of specific objects. In the visual search task, participants were instructed to find a specific target object in each scene, and were not told that they would receive a memory test. The top panel of Fig. 9.5 shows an example of a scene used in the experiment.

The test always focused on the visual properties of a specific critical object drawn from each scene. Unlike the Williams et al. (2005) study, the critical test objects for the search scenes were never the search targets. In the first experiment, the memory test involved discriminating between a previously seen critical object drawn from each scene and a matched foil object of the same basic-level category type (e.g. two different books, as shown in the bottom right panel of Fig. 9.5). In the second experiment, participants had to discriminate between the previously viewed orientation of the critical object and a mirror reversed distractor version of the same object (see bottom right panel of Fig. 9.5). In both experiments, all participants took part in both the memorization and visual search tasks. In the third experiment, each participant was given only one of the two initial viewing conditions (memorization or search) from Experiment 1. This between-subjects design ensured that there was no contamination from the memorization condition to the visual search condition. The main question in the three experiments was whether long-term visual memory would be observed for objects that were incidentally encoded during scene viewing.

Figure 9.5 Illustration of the study reported by Castelhano and Henderson (2005). Participants searched for a specific target (e.g. ash tray) through photographs of real-world scenes (top panel). After all of the arrays had been searched, a surprise forced-choice visual memory test for the detail or the orientation of a non-target was given (bottom panels). Note that the original images were presented in color.
In all three experiments, participants showed above-chance memory for the tested objects. Furthermore, there was no evidence that memory was better in the intentional than in the incidental learning condition. As Castelhano and Henderson (2005) noted, the study involved a relatively stringent test of visual memory. Memory performance was based on a total of only 10 s of viewing time per scene and an average of <1 s of total fixation time during learning for each critical object. During the memory test, the tested objects (and their matched foils) were presented alone on a blank screen without any indication of which scene they had come from. In addition, memory performance in this study had to rely on long-term storage rather than active online scene representations. The retention interval varied between approximately 4–20 min between initial scene viewing and object test depending on where in the randomized sequence each scene and memory test appeared. Furthermore, the total number of objects likely to have been encoded across all of the scenes was relatively large. Using conservative estimates of object encoding (e.g., assuming that only fixated objects were encoded), Castelhano and Henderson (2005) estimated that between 373 and 440 objects were fixated and processed on average by each participant in the three experiments. All of these factors would work against finding evidence for memory of visual detail, yet such evidence was clearly obtained. Together, these results strongly suggest that visual representations are generated and stored in long-term memory as a natural consequence of scene viewing.

Scene representation, visual memory, and perceptual experience

Given the clear evidence, both historically and recently, for the creation and storage of visual object and scene representations, we might ask what leads theorists to posit the lack of such representations (e.g., O’Regan and Noé 2001). From our perspective, this proposal has its roots in the fact that there are two traditions in vision science. The first tradition is tied to approaches that are largely concerned with attempting to explain the phenomenology of perception. Why do we experience red in the way we do? How is it that we experience a stable visual world despite the presence of saccadic eye movements? And most relevant to the topic of the current chapter, why and how do we experience a complete, detailed, full-color visual world despite the fact that (a) the retinas cannot deliver this high-fidelity input within a given fixation, and (b) the visual system cannot fuse together discrete retinotopic images to generate a composite internal picture?

The second tradition, which derives from cognitive psychology and is reflected in current theoretical approaches in visual cognition as well as computer vision, is concerned with the visual representations that are available for visual and cognitive computations (and implemented in the brain in the case of human cognition) without concern for whether they give rise to perceptual experience or are open to awareness. Instead of asking what gives rise to the experience of stability across saccades (for example), those studying vision within this tradition have tended to ask about the nature of the internal representation generated across saccades, regardless of whether this representation is functional in generating experience. In the present case, the issue from a cognitive perspective revolves around the nature of the scene representation(s) that is (potentially) generated over the course of multiple fixations and (potentially) stored in memory, again without regard for which of, or even whether, these representations give rise to perceptual experience.

In our view, a problem arises when the interpretation of data generated within the first tradition that is centered on the issue of visual experience bleeds into the second tradition, which focuses on internal representation and computation. In the case of scene perception, the problem revolves around claims about the nature of visual representation made purely on the basis of reported experience. As stated most recently and forcefully by O’Regan and Noé (2001) based on the change blindness phenomenon (though others have made similar strong statements based on change blindness in the past), ‘Indeed there is no “re”-presentation of the world inside the brain…’ (O’Regan and Noé 2001). But we know, and have known for a very long time in cognitive psychology, that what people experience (or can report) is not necessarily a very good indication of what the brain represents. Cognitive science is rife with examples of this, but a couple of examples here should suffice to illustrate the point. First, in the study of memory, it is common place that people do not experience and cannot report memories that nonetheless exist. This sort of finding can be shown in myriad behavioral and neuro-cognitive tasks, as well as in careful assessment in the neuropsychology of amnesia. In the memory literature, the dissociation between report and representation is sometimes captured by the theoretical distinction between explicit and implicit memory. The degree to which explicit and implicit memories are supported by separate memory systems is controversial, but the dissociation between the two types of memories is not.

More directly relevant to the issue of scene representation and memory, the change blindness phenomenon similarly suggests that viewers can be unaware (or unable to report) what would otherwise appear to be salient changes to a viewed scene when those changes take place across a saccade or other visual disruption. At the same time, however, as described in an earlier section of this chapter, we have demonstrated that behavioral consequences of those changes can be observed in the absence of awareness (or at least, in the absence of report). The clearest example is increased fixation times on a changed visual region in the absence of explicit report (e.g., Henderson and Hollingworth 2003b; Hollingworth and Henderson 2002; Hollingworth et al. 2001). The increased fixation times, which can be in the order of a couple of hundred milliseconds, are themselves neither under conscious control nor consciously experienced, and they clearly indicate that there is more to an internal representation than conscious experience would lead one to believe. The implication is that one cannot draw any kind of strong conclusion about internal visual representation or computation based solely on perceptual phenomenology.

Conclusion

In this chapter we reviewed the literature concerned with the types of memory systems relevant for understanding the nature of the object and scene representations generated during scene viewing. We specifically focused on three memory epochs...
important for understanding how scene representations are generated dynamically across multiple eye movements: transsaccadic memory, active on-line scene memory, and long-term scene memory. We argued that the evidence supports the conclusion that relatively detailed visual scene representations are retained over the short and long term. Furthermore, we presented recent evidence strongly suggesting that these representations are generated incidentally as a natural consequence of scene viewing. Finally, we discussed the implications of these studies and how they relate to the findings from change detection research. We conclude that the evidence strongly supports the view that relatively detailed visual representations are generated and stored in memory during active, dynamic scene perception.
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