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Abstract

Since 1980, US wage growth has been fastest in large cities. Empirically, we

show that most of this urban-biased growth reflects wage growth at large

Business Services firms, which are also the most intensive users of ICT

capital in the US economy. We provide an explicit economic mechanism

whereby ICT is more complementary with labor at larger firms. Quantita-

tively, we find that with such a complementarity, the observed decline in

ICT prices alone can account for most of the urban-biased growth, since

Business Services firms in big cities tend to be large.
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INTRODUCTION

Since 1980, the US economy has experienced urban-biased growth, with wages
in large cities rising substantially faster than wages in smaller cities and rural
areas. The left panel of Figure 1 shows average wages across US commuting
zones ordered by density. In 1980, workers in the cities with the highest pop-
ulation density (New York and Chicago) earned, on average, 34% more than
workers in cities with the lowest population density. By 2015, the gap had risen
to around 62%.

Urban-biased growth is related to many economic and societal challenges the
US has faced in recent decades. It occurred alongside skyrocketing house prices
in urban centers with high population density (Gyourko, Mayer, and Sinai,
2013), increasing political polarization between big cities and rural areas (Scala
and Johnson, 2017), and rising income inequality (Piketty and Saez (2003)).
However, a fundamental explanation of the origins of urban-biased growth has
not been forthcoming. The contribution of this paper is to provide such an ex-
planation using data and economic theory.

Empirically, we show that a single sector – Business Services – has been respon-
sible for virtually all urban-biased growth since 1980. The right panel of Figure
1 shows average wages across commuting zones separately for the Business
Services sector (NAICS-5) and the rest of the economy. In Business Services, in
1980, workers in cities with the highest population density earned on average
42% more than workers in cities with the lowest population density. Today,
they make 111% more. At the same time, the relationship between wages and
population density has changed little in the rest of the US economy.

Within the Business Services sector, average wage growth mainly reflects fast
wage growth within education and occupation groups. Compositional changes
are less important. While the share of college workers in the Business Ser-
vices sector has risen faster than the aggregate college share, such ”skill deep-
ening” can explain only a small fraction of the sector’s urban-biased wage
growth. Notably, workers without a college degree in the Business Services
sector have experienced urban-biased growth, whereas neither college nor non-
college workers have experienced urban-biased wage growth outside the sec-
tor. Furthermore, the distribution of Business Service jobs across US cities has
barely changed since 1980.

We interpret our findings as evidence of a labor demand shock emanating from
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FIGURE 1: THE NEW URBAN BIAS
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Notes: This figure shows average wages across commuting zones (Tolbert and Sizer (1996))
sorted into ten groups of increasing population density, relative to the group of commuting
zones with the lowest population density. Each decile accounts for one-tenth of the US popu-
lation in 1980. The first decile corresponds to 10 people/mi2 and the tenth decile corresponds
to 2300 people/mi2. Data for average wages come from the US Census Bureau’s Longitudinal
Business Database. Business Services firms are firms in the NAICS-5 sector (excluding NAICS
56 and 53 for disclosure reasons). We define average wages as total payroll over total employ-
ment within a commuting zone and industry pair.

the Business Services sector of big US cities, starting around 1980. The shock
had an important skill-biased component: while it raised all workers’ wages,
it tilted the sector’s composition toward college-educated workers and raised
their wages fastest. Recent work by Moretti (2013) supports our demand shock
interpretation and suggests that ”localized skill-biased technical change is a po-
tential explanation, as long as it is enriched by a theory of why demand shocks
occur in some cities and not in others.” In the remainder of the paper, we pro-
vide such a theory.

A large literature links recent changes in the returns to skill in the US econ-
omy to advances in information and communication technologies (ICT) that
particularly benefited skilled labor (see, e.g., Krueger (1993)). Krusell, Oha-
nian, Rı́os-Rull, and Violante (2000) formalized this explanation as a ”capital-
skill complementarity” paired with declining capital prices. Through the lens
of their neoclassical framework, observed declines in equipment (ICT) capital
prices account for most of the increase in the college wage premium since 1980.1

1Krusell et al. (2000) use the decline of equipment capital prices of which ICT prices are a
component; Eden and Gaggl (2019) show that the decline in equipment capital prices is in fact
driven by the decline in the ICT prices on which we focus; see also Figure 5.
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We argue that, with some modification, a capital-skill complementarity and the
decline in ICT capital prices can also account for the urban-biased wage growth
in Business Services.

The Business Services sector’s intensive use of ICT capital in 1980 made it par-
ticularly exposed to changes in the price of ICT. Both in 1980 and in 2015, ICT
capital accounted for a much larger share of value added in Business Services
than in any other sector in the US economy. The use of ICT in Business Services
also featured an urban bias. We use a firm-level survey to show that Business
Services firms in big cities use much more ICT per worker than firms elsewhere
and in other sectors.

In a cross-section of regions, a neoclassical capital-skill complementarity pro-
duces slower wage growth in locations with initially higher wages as ICT cap-
ital prices decline. The reason is that the capital-skill complementarity leads
to lower capital cost shares wherever labor is expensive. As a result, high-
wage locations are less exposed to capital price movements. When ICT becomes
cheaper, low-wage locations see the largest cost savings and higher increases in
labor demand. We refer to this mechanism as the ”neoclassical channel”; its
predictions are the opposite of the empirical patterns shown in Figure 1.

We argue that the neoclassical theory misses the role of ICT in helping large
firms scale up their operations. Empirically, we show that large firms are more
intensive ICT users than smaller firms and tend to locate in big cities. These
patterns are substantially stronger in Business Services than in any other sector.
We also show that large firms account for most Business Service employment
in big cities.

We provide a one-parameter extension of the neoclassical theory that adds a
firm-size-ICT complementarity. In our theory, locations differ in productivity.
In equilibrium, more productive locations have higher wages, more employ-
ment, and larger firms. The neoclassical channel pushes for higher capital cost
shares in low-productivity locations where wages are low. At the same time,
the firm-size-ICT complementarity pushes for higher capital cost shares in more
productive locations, since they host larger firms. If this ”scale channel” domi-
nates the ”neoclassical channel,” our theory predicts that capital cost shares are
higher in locations with high wages. As a result, capital price declines generate
faster labor demand growth in locations with high wages and large popula-
tions, in line with Figure 1.

We quantify the strength of our mechanism by calibrating a quantitative ver-

4



sion of the model. The firm-size-ICT complementarity governs the relationship
between firm size and ICT cost shares; without the complementarity, capital
cost shares are the same among firms faced with the same input prices. Our
calibration strategy exploits this and targets the empirical relationship between
ICT usage and firm size to discipline the scale channel’s strength. We discipline
the strength of the neoclassical channel by ensuring that the model matches
canonical estimates of the macro-elasticity of high-skill labor and capital.

We calibrate the model to the 1980 economy, choosing location productivities
and amenities to match the cross-section of employment and wages across com-
muting zones. We then decrease the price of ICT capital in the model from
its 1980 to its 2015 level and study the general equilibrium response of wages
and employment across space, holding all other parameters fixed at their 1980
levels. We find that the observed ICT price decline can generate most of the
urban-biased growth in the data. The model predicts that our mechanism is
mainly active in the Business Services sector, since other sectors use much less
ICT capital. The firm-scale-ICT complementarity is crucial in generating this
result; without it, there would have been no urban-biased economic growth.

Literature Review Our paper makes an empirical and a theoretical contribu-
tion. On the empirical side, we use detailed data to show which sectors, firms,
and worker types account, in a statistical sense, for the urban-biased growth
of the US since 1980. A large, related literature studies static differences in
skill types, industries, and occupations across locations (see Gaubert (2018),
Davis and Dingel (2020), and Almagro and Domınguez-Iino (2019)). Another
set of related papers studies the implications rather than the origins of urban-
biased growth (see, e.g., Diamond (2016), Moretti (2013), and Hsieh and Moretti
(2019)). Finally, a recent literature examines the ”end of wage convergence”
in the US, which is related to urban-biased growth since big cities had high
wages to start with (e.g., Giannone (2022), Ganong and Shoag (2017), Berry and
Glaeser (2005), Moretti (2012), and Rubinton (2019)), and the uneven growth
of the college wage premium across US cities (see Beaudry, Doms, and Lewis
(2010) and Eckert (2019)). In contrast to these papers, we highlight the essential
role of Business Services in big city wage growth, and provide a formal statisti-
cal accounting of the sources of urban-biased growth.

A separate empirical contribution of our paper is to show that Business Services
are the most intensive users of ICT capital and provide evidence that ICT use
is increasing in firm and city size, especially in the Business Services sector.
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A large set of papers study the role of increases in ICT usage for skill-biased
wage growth in the US economy (see Krusell et al. (2000), Krueger (1993), and
Lashkari, Bauer, and Boussard (2022)), yet our paper relates it to the urban-biased
growth in recent decades. Beaudry et al. (2010) focus on the role of PC adoption
in generating convergence in relative skill prices across cities.

On the theoretical side, we present an explicit economic mechanism for the
origins of urban-biased growth and quantify its importance in the US econ-
omy. Our model can generate either wage convergence or divergence across re-
gions depending on parameter values. An existing literature has studied wage
convergence across regions (see Barro and Sala-i Martin (1992), Beaudry et al.
(2010), and Desmet and Rossi-Hansberg (2009)); many fewer papers present
mechanisms for wage divergence (e.g., Ganong and Shoag (2017)) and none of
them quantifies their mechanism for the US economy since 1980. Technically,
our paper embeds a non-homothetic production function (Sato (1977)) into the
workhorse quantitative spatial model (Allen and Arkolakis (2014), Redding
(2016), and Redding and Rossi-Hansberg (2017)) and highlights the interaction
of the scale elasticity with firm size differences across regions.2

1. URBAN-BIASED GROWTH

In this section, we document the urban-biased growth of the US economy be-
tween 1980 and 2015.

1.1 Data Sources and Measurement

The main data source for our paper is the Longitudinal Business Database
(LBD), a restricted-use administrative data set providing payroll and employ-
ment counts for the universe of private employer establishments in the United
States based on tax records.

While the LBD provides the most detailed and reliable information on employ-
ment and wages by industry and county, it has two shortcomings that we over-
come by introducing additional data. First, its restricted-use policy makes it
difficult to reproduce results from the LBD, so we supplement it with the the
Quarterly Census of Employment and Wages (QCEW), an administrative, pub-
licly available data set published by the Bureau of Labor Statistics. The QCEW

2The non-homothetic CES function is mainly used as a utility aggregator (e.g., Comin,
Lashkari, and Mestieri (2020)) and was only recently studied as a production function when
scale effects are important (see Trottner (2019) and Lashkari et al. (2022) for an analysis of the
relationship between ICT usage and firm scale).
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provides county-level tabulations of payroll and employment based on the uni-
verse of unemployment insurance records.3 Second, the LBD lacks information
on the educational attainment of workers. Therefore, we supplement it with
a third data set, the US Decennial Census and American Community Survey
(Census), which is survey-based microdata publicly available from Ruggles,
Sobek, Alexander, Fitch, Goeken, Hall, King, and Ronnander (2015). Relative to
QCEW or LBD, the Census contains information on individual workers’ charac-
teristics. The Census’ drawback is its survey nature, which can make industry
identifiers unreliable.4

In all data sets, we aggregate observations to 722 commuting zones (see Tolbert
and Sizer (1996)) covering the entirety of the continental United States and focus
on private-sector, non-agricultural employment. We aggregate all our data to
1-digit NAICS sectors, which are designed to capture the principal functional
differences between groups of industries. Before 1997, we employ the estab-
lishment SIC-NAICS concordance from Fort and Klimek (2016) to map the na-
tive SIC into NAICS codes. In the Census, we split workers into those with at
least a college degree (”college”) and those without (”non-college”) and those in
cognitive non-routine occupations (CNR) and all others (non-CNR) following
Rossi-Hansberg, Sarte, and Schwartzman (2019). We define the average wage
within a location-sector pair as the ratio of its total payroll to its total employ-
ment. We deflate all nominal numbers by the CPI and provide more details on
all data construction in the Online Appendix.

1.2 Documenting Urban-Biased Growth

The observation that workers in locations with higher population density earn
higher wages on average is one of the central facts of urban economics. Ahlfeldt
and Pietrostefani (2019) show that a doubling of population density is associ-
ated with an 8% increase in average wages in a large cross-section of countries.

We show that the elasticity of wages to population density has doubled in the
US economy since 1980. The blue dots in Figure 2 show yearly estimates of the
elasticity of wages to population density in the cross-section of US commuting
zones. The elasticity rose from 0.07 in 1980 to 0.14 in 2015, reflecting that large
cities saw substantially faster wage growth compared to smaller cities between

3While the QCEW also has industry-level information, much of this data is suppressed due
to data privacy restrictions.

4We discuss the shortcomings of the Census data in detail in the Supplemental Material on
the authors’ websites.
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FIGURE 2: URBAN-BIASED GROWTH
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Notes: This figure shows coefficients from a regression of log average wages on log population
density run separately for each year between 1975 and 2015 across US commuting zones (blue
dots), weighted by 1980 population. We use the US Bureau of Labor Statistics’ Quarterly Census
of Employment and Wages for wage data for private employers. We measure each commuting
zone’s population density in 1980 using US Census data. The lines show the coefficients from
quantile regressions at the 10th, 25th, 50th, 75th, and 90th quantiles each year.

1980 and 2015.

Urban-biased growth was not uniform over time. The wage-density elasticity
grew fastest between 1980 and 1990, then slightly slower between 1990 and
2000. The elasticity dropped and recovered following the dotcom bubble in
2000, but then dropped again somewhat during the 2007/08 financial crisis,
and continued to stagnate at about twice its 1980 level.

The urban-biased growth patterns in Figure 2 are robust. The wage-density
elasticity increased throughout the distribution of city wages, not just at the
mean. The shaded blue lines in Figure 2 show the evolution of the coefficient at
different conditional quantiles. We also replicate Figure 2 using the Census and
LBD data, different measures of population density, and for counties instead of
commuting zones in the Online Appendix. There, we also document that the
wage-population-size elasticity follows a similar trend, reflecting that, empir-
ically, population size and population density have a correlation coefficient of
0.9. As a result, we refer to size and density interchangeably throughout the
paper.

Urban-biased growth is not only a feature of the US economy. We document
comparable patterns of urban-biased growth for European cities over the same
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time period in the Online Appendix. The time series shows a similar pattern,
with the steepest growth occurring before 2000, a decline during the dotcom
bubble, followed by a brief increase and subsequent stagnation. The fact that
urban-biased growth is not just a US phenomenon suggests that any explana-
tion cannot be US-specific.

Urban-biased growth has been of an economically significant magnitude. Be-
tween 1980 and 2015, the wage gap between the average worker in the densest
city (New York City, NY) relative to one in the median density city (Orlando,
FL) grew by 22 percentage points. In the same time period, the gap in average
wages between college and non-college workers increased by 54 percentage
points. However, compared to the extensive macroeconomic literature study-
ing skill-biased technological change, urban-biased growth has received less
attention.

In the rest of the paper, we investigate the sources of urban-biased growth.

2. ACCOUNTING FOR URBAN-BIASED GROWTH

In this section, we present a detailed analysis of the role of the industrial, oc-
cupational, and demographic composition of different locations in explaining
urban-biased wage growth. To keep the analysis succinct while adding these
additional dimensions of heterogeneity, we aggregate commuting zones into a
group of high- and low-density cities. High-density cities are the commuting
zones with the highest population density jointly accounting for 50% of em-
ployment; low-density cities are all other locations.

2.1 The Role of Sectors

We index regions by r and sectors by s. We denote a location r’s average wage
by wr, its average wage in sector s by wr,s, and the share of its employment in
sector s by µr,s. We decompose changes in a location’s average wage between
two periods as follows:

(1) ∆wr = w′r − wr = ∑
s

µ′r,sw
′
r,s −∑

s
µr,swr,s = ∑

s

(
µ′r,sw

′
r,s − µr,swr,s

)︸ ︷︷ ︸
≡δr,s

,

where wr precedes w′r in time and δr,s denotes the contribution of sector s to
wage growth in location r. The term δr,s reflects changes in employment shares
and wages: average wage in location r can increase either because individual
sectors experience wage growth or because employment shifts toward higher-
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wage sectors. Note that δr,s can be positive or negative.

We use equation (1) to study the industrial origins of the differential wage
growth between high- and low-population-density cities indexed by r = H
and r = L, respectively:

(2) ∆wH − ∆wL = ∑
s
(δH,s − δL,s) ; φs ≡

δH,s − δL,s

∆wH − ∆wL
,

where φs denotes the share of the differential wage growth between regions H
and L accounted for by sector s. We refer to φs as the share of urban-biased
growth accounted for by sector s.

Applying the decomposition to the LBD data reveals that the Business Services
sector accounts for the vast majority of urban-biased wage growth. Figure 3
presents the share of urban-biased wage growth between 1980 and 2015 ac-
counted for by each 1-digit NAICS sector in the economy. Changes in the wage
and employment shares of the Business Services (or ”NAICS-5”) sector alone
generate 98% of the observed urban-biased growth. The NAICS-5 sector ac-
counted for 20% of national employment in 1980, 65% of which was concen-
trated in the group of high-population-density commuting zones. These num-
bers had changed to 26% and 61% by 2015.

The Business Services sector comprises many industries common to high-pop-
ulation-density locations: professional services, finance and insurance, man-
agement of companies, information, administration and waste management
services, and real estate services. In the Online Appendix, we apply the de-
composition in equation (2) within the Business Services sector and find that
all industries within the NAICS-5 sector experienced substantial urban-biased
growth.5 The industries contributing most to the sector’s overall urban-biased
growth are, in order of contribution, Professional Services, Finance, and Infor-
mation.

Manufacturing is the sole NAICS-1 sector that exhibited negative employment
growth since 1980, particularly in high-population-density cities. Since manu-
facturing jobs were high-paying on average, their disproportionate disappear-
ance in these cities acted to depress the urban wage gradient.

Exposure versus Incidence. Business Services dominate big-cities’ local econo-

5See Figure OA.2 in the Online Appendix, where we repeat the decomposition in (2) on
the 2-digit level. Each Naics-1 sector accounts for a different fraction of national employment.
In the Online Appendix, we present an alternative decomposition to control for differences in
sector size; see Figure OA.3.
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FIGURE 3: SECTORAL ORIGINS OF URBAN-BIASED WAGE GROWTH,
1980-2015
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Notes: This figure shows the share of urban-biased wage growth between 1980 and 2015 ac-
counted for by each NAICS-1 sector using the decomposition in equation (1). We compare
wage growth between the commuting zones with the highest population density jointly ac-
counting for 50% and all remaining commuting zones. The figure uses the Longitudinal Busi-
ness Database.

mies. As a result, the Business Services sector’s contribution to urban-biased
growth may simply reflect Bartik-like ”exposure differences” to the sector’s fast
aggregate wage or employment growth. We isolate an ”exposure” component
in each sector’s contribution to local wage growth:

δr,s = µr,s∆w̄s + wr,s∆µ̄s︸ ︷︷ ︸
Exposure

+ξr,s,(3)

where x̄s denotes changes in variable x in sector s in the aggregate economy,
and ξr,s is a residual term.6 Using equation 3, we can decompose each sector’s
contribution, φs, into an exposure term and a residual ”incidence” term. The
exposure term is the fraction of urban-biased growth due to aggregate shifts
in wages and employment shares alone. The incidence term captures the frac-
tion due to differences in the rate of change of sectoral wages and employment
shares across locations. If all urban-biased growth reflected aggregate wage
and employment share growth interacting with initial regional differences, the
incidence term, ξr,i, would be zero.

Empirically, we find that exposure differences account for only a small share of
urban-biased growth. The top panel of Figure 4 decomposes each sector’s con-
tribution into its exposure and incidence component. In the aggregate, expo-

6Formally, the residual term is: ξr,s = µr,s(∆wr,s − ∆w̄s) + wr,s(∆µr,s − ∆µ̄s) + ∆wr,s∆µrs.
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sure differences alone explain only 13% of urban-biased growth. For Business
Services, differences in incidence account for two-thirds of their contribution,
suggesting that region-specific changes in wages and employment shares drive
urban-biased growth in the sector.

Incidence is also the driver of urban-biased growth in most other sectors. The
exception is the manufacturing sector. A full two-thirds of the sector’s nega-
tive contribution to urban-biased growth reflects differences in exposure: the
aggregate employment decline paired with the urban wage gradient within the
manufacturing sector explains this result. The faster decline of manufacturing
in big cities relative to the rest of the economy gives rise to the negative inci-
dence component.

The key takeaway from the decomposition into exposure versus incidence is
that exposure differences account for a small fraction of overall urban-biased
growth in the aggregate economy and within the Business Services sector. As
a result, explanations for the aggregate growth of the Business Services sector
are insufficient to understand its spatial growth patterns. Instead, we must
understand why wages and employment shares within the Business Services
sector grew faster in high-density locations.

Wage Growth versus Employment Share Growth. We now explore whether
urban-biased growth reflects wage growth or employment share growth dif-
ferences across regions. Equation (1) showed that each sector’s contribution
to urban-biased growth can reflect differential changes in both wages and em-
ployment shares across regions. We decompose each sector’s contribution, δr,s,
to differentiate these channels:

(4) δr,s = wr,s∆µr,s︸ ︷︷ ︸
∆ Share

+ µr,s∆wr,s︸ ︷︷ ︸
∆ Wage

+∆µr,s∆wr,s︸ ︷︷ ︸
Covariance

.

The first term captures a location’s wage growth due to changes in sectoral
employment shares holding wages fixed; the second captures growth due to
changes in sectoral wages holding employment shares fixed; and the third cap-
tures growth due to the co-movement of both sectoral employment shares and
wages.

For Business Services, almost 75% is due to wage growth alone; another 15%
due to the correlation between wage growth and employment share growth.
The bottom panel of Figure 4 shows the share accounted for by each sector, φs,
decomposed into the contributions of the margins in equation (4). Differen-
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FIGURE 4: SOURCES OF URBAN-BIASED GROWTH, 1980-2015

(A) Exposure versus Incidence
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(B) Wage versus Employment Shares
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Notes: The top panel decomposes the contribution of each sector to urban-biased growth into
a component due to aggregate changes in sectoral wages and employment shares (see equa-
tion (4), ”Exposure”) and a component capturing urban-biased growth due to location-specific
changes in sectoral wages and employment shares (”Incidence”). The bottom panel decom-
poses the contribution into a component holding sectoral employment shares fixed in 1980
while allowing wages to change as in the data (”Wage Growth”), a component that holds sec-
toral wages fixed and varies sectoral employment shares (”Sector Growth”), and their inter-
action (”Covariance”). The figure uses the Longitudinal Business Database. The parentheses
behind sector description contain the sector’s 1-digit NAICS code.

tial employment share growth alone explains only a small part of urban-biased
growth.

There is heterogeneity in the relative importance of the three components across
sectors. The ”Education and Medical” and ”Resources and Construction” sec-
tors grew in an urban-biased way because they were more concentrated in big
cities, near the centers of economic activity, while their wages were growing
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in a relatively balanced way across space. In the ”Trade and Transport” sector,
wages grew faster in big cities, while employment grew faster elsewhere, mak-
ing the employment share component negative. In manufacturing, collapsing
employment, especially in big cities, led to a strongly negative sectoral employ-
ment share growth component. At the same time, manufacturing wages grew
faster in big cities compared to small ones, leading to a positive wage and a
negative covariance component.

Overall, 89% of urban-biased growth reflects wage growth differences across
regions; it does not reflect big cities dramatically changing their sectoral com-
position.

2.2 The Role of Education and Occupation

The college share of employment in big cities increased sharply during the same
period (see Diamond (2016)). Similarly, big cities are increasingly dominated by
jobs in so-called cognitive non-routine occupations (see Rossi-Hansberg et al.
(2019)). Such urban-biased compositional changes in the workforce may ex-
plain part of the observed urban-biased growth if it changes the composition of
high-density cities toward higher-paying jobs. In particular, Business Services
were already among the most skill-intensive industries in the US economy in
1980, and became even more skill-intensive by 2015.7 In this section, we explore
the role of such compositional changes.

We use the Census data, since the LBD lacks demographic information. Since
the Census is a survey and sectors are self-reported, the fraction of urban-biased
growth accounted for by each sector differs from the administrative data used
in Figure 3.8 The last column of Table 1 presents the share accounted for by
each sector in the Census. The Business Services sector accounts for more than
100% of urban-biased growth, offsetting a more strongly negative contribution
of the manufacturing sector.

We start with understanding the role of skill deepening. We index college work-
ers and non-college workers by C and N, respectively, and decompose a sector’s

7See Figure OA.1 in the Online Appendix.
8In particular, workers in high-skill service firms that also own manufacturing or retail es-

tablishments often misreport their sector as manufacturing or retail. As an example, in the
Supplemental Material, we provide evidence that workers in Walmart’s headquarters system-
atically report their sector as NAICS-44 (Retail) instead of the actual NAICS-55 (Management).
As a result, the number of NAICS-55 workers in the Census microdata is substantially smaller
than that reported in administrative data sources such as QCEW or LBD data.

14



contribution to local wage growth as follows:

(5) δr,s = µ′r,s(w
C
r,s − wN

r,s)∆µC
r,s︸ ︷︷ ︸

Deepening

+ζr,s,

where the term µC
r,s denotes the share of employment in sector s in region r

accounted for by college-educated workers.9

When we apply the decomposition to college and non-college workers, the first
term in equation (5) reflects the wage growth in location r and sector s that is the
result of changes in the college share of employment between 1980 and 2015,
holding the college wage premium fixed at its initial level. The residual term
captures changes in college and non-college wages and changes in the sector’s
overall employment share. If all wage growth in sector s was due to changes in
the composition of the workforce alone, the residual term would be zero. We
again compute the difference of the term δr,s across our two groups of high- and
low-density cities.

The left two columns of Table 1 present the results from the decomposition in
equation (5) for college versus non-college workers. The changing composi-
tion of urban economies toward more educated workers explains about 28% of
urban-biased growth. Across sectors, the importance of education-deepening
varies. Education-deepening within Business Services explains only about 17%
of all urban-biased growth. In other sectors, such as Manufacturing, Trade and
Transport, and Education and Medical, education-deepening is responsible for
a larger share of urban-biased growth within the respective sector, but only a
very small fraction of overall urban-biased growth.

The left two columns of Table 1 reveals nothing about how wage growth is
shared across education groups within each sector. To assess whether wage
growth is broadly shared within each sector, we regress commuting zone level
average wage growth on commuting zone population density, separately for
college and non-college workers. Table 2 presents the results. Wage growth is
faster in big cities for college and non-college workers conditional on working
in Business Services, even if the urban bias in wage growth is stronger for more
educated workers. College and non-college workers outside Business Services

9The residual term can be written in full as follows:

ζr,s = µ′r,s

(
(µC

r,s)
′∆wC

r,s + (µN
r,s)
′∆wN

r,s

)
+ wr,s∆µr,s
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TABLE 1: THE ROLE OF EDUCATION AND OCCUPATION

Share of Urban-Biased Growth

Education Occupation

Sector Deepening Residual Deepening Residual Total

Resources + Construction (2) 0.5 11.3 -0.2 12.0 11.8
Manufacturing (3) 4.2 -32.5 2.3 -30.5 -28.2
Trade + Transport (4) 3.4 -9.6 0.4 -6.5 -6.1
Business Services (5) 18.9 76.6 13.2 82.3 95.5
Education + Medical (6) 3.9 15.4 0.4 19.0 19.4
Arts + Hospitality (7) 1.4 3.5 -0.0 4.9 4.9
Personal Services (8) 0.5 2.2 0.2 2.5 2.7

Total 33.0 67.0 16.3 83.7 100.0

Notes: We use US Census data for 1980 and the American Community Survey data for 2015 from IPUMS
and deflate all values by CPI-U. We compute average wages of full-time, prime-age workers within each
commuting zone, sector, and either occupation or education group for both years. We only consider
private non-agricultural employment. Not all observations have an occupational or industry code, and
we omit those observations.

do not see substantially faster wage growth in big cities. College workers out-
side Business Services exhibit less urban-biased wage growth than non-college
workers within Business Services. These results suggest that the urban-biased
wage growth is a feature of the Business Services sector rather than of a partic-
ular education group.

Another recent line of work has studied the role of so-called cognitive non-
routine (CNR) occupations in trends in aggregate and regional inequality (see,
e.g., Rossi-Hansberg et al. (2019)). Columns 3 and 4 of Table 5 show that oc-
cupational shifts within Business Services explain about 9% of all urban-biased
growth, whereas within-occupation wage growth explains the vast majority.
Table 2 further shows that CNR and non-CNR workers within Business Ser-
vices have seen strong urban-biased growth, whereas workers outside Business
Services – regardless of occupation – have not.10

3. BUSINESS SERVICES, ICT, AND LARGE FIRMS

Fast wage growth for workers with college degrees in the Business Services
sector is responsible for the vast majority of the urban-biased growth observed

10An example is doctors and nurses, which are CNR occupations outside of Business Ser-
vices. These workers do earn slightly higher wages in cities, but have seen similar growth in
these wages across space since 1980, leaving the medical urban wage gradient unchanged, and
suggesting that this is not primarily a story of changes in the returns to cognitive work in cities.
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TABLE 2: THE URBAN BIAS IN OCCUPATION AND EDUCATION WAGE
GROWTH

Growth in Average Commuting Zone Wage
between 1980 and 2015

Business Services All Other Sectors

Education Group College Non-College College Non-College

Commuting Zone 0.0653∗∗∗ 0.0195∗ 0.00321 -0.0193∗

Population Density (0.00992) (0.00769) (0.00424) (0.00853)
(1980, Logs)

adj. R2 0.312 0.053 0.002 0.069

Occupation Group CNR Non-CNR CNR Non-CNR

Commuting Zone 0.0556∗∗∗ 0.0903∗∗∗ 0.00924∗ -0.00705
Population Density (0.00843) (0.00930) (0.00446) (0.00934)
(1980, Logs)

adj. R2 0.283 0.460 0.023 0.007
N 722 722 722 722

Notes: Standard errors in parentheses. ∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001
We use US Census data for 1980 and the American Community Survey for 2015 from
IPUMS and deflate all values by CPI-U. We compute average wages of full-time, prime-
age workers within each commuting zone, sector, and either occupation or education
group for both years.

in the US economy since 1980. Changes in the sectoral composition of cities,
Bartik-type exposure differences across cities, and disproportionate skill deep-
ening in big cities only explain a small fraction of urban-biased growth. We
interpret our findings as evidence of a skill- and urban-biased labor demand
shock originating in the Business Services sector.

A large literature links recent changes in the returns to skill in the US economy
to advances in information and communication technologies (ICT) that partic-
ularly benefited skilled labor (see, e.g., (Krueger, 1993)). Krusell et al. (2000)
modeled this as a ”capital-skill complementarity” paired with falling capital
prices. Their model can quantitatively account for the increase in the college
wage premium since 1980 as a function of the observed decline in equipment
(ICT) capital prices. We argue that, when allowed to vary across firms of differ-
ent sizes, a capital-skill complementarity paired with the decline in ICT prices
can also account for urban-biased wage growth.

Business Services and ICT. Figure 5 shows the overall decline in equipment
capital and intellectual property prices using data from the BEA investment
price indices. It also shows the price index for the narrower classes of ”in-
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FIGURE 5: TRENDS IN CAPITAL INVESTMENT PRICES
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Notes: The left panel of this figure plots the price of equipment investment from 1980-2018
relative to the consumer price index. The right panel replicates that plot for intellectual property
investment. The data used are the BEA asset price data and BLS CPI-U.

formation processing” and ”software.” Information processing equipment and
software have played an outsized role in the decline of investment capital prices
since 1980. For the rest of the paper, we define ”ICT” as the sum of the ”propri-
etary software,” ”pre-packaged software,” and ”computer hardware” capital
categories in the BEA fixed asset tables and focus on the decline in their com-
bined price index as an exogenous shock.11

The Business Services sector has been the most intensive user of ICT capital in
the US economy since 1980. Figure 6 shows a proxy for the value added share
of ICT capital by sector in 1980 and 2015.12 In Business Services, ICT capital
accounted for more than four times the share of value added compared to other
sectors in both years.13

We run a set of firm-level regressions to show that Business Services firms in

11We take this decline to be exogenous to the spatial patterns we document, reflecting aggre-
gate progress coming from Moore’s law.

12We construct the value added share of capital type j in sector i at time t, Θi,j,t, as follows:

Θi,j,t =
pi,j,tKi,j,t

pi,tKi,t︸ ︷︷ ︸
Capital Type Share

×
(

VAi,t − wi,tLi,t

VAi,t

)
︸ ︷︷ ︸

Non-Labor Share

,

where Ki,j,t and pi,j,t are the stock and price of type j capital in industry i in year t. The terms
wi,t, Li,t, and VAi,t denote average wages, total workforce, and total value added in sector i at
time t.

13Figure OA.4 shows value added shares of ICT capital for more detailed, 2-digit NAICS
industries within each sector. Almost all of the sub-industries of the Business Services sector
are more intensive users of ICT capital than the average other industry in the US economy.
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FIGURE 6: ICT VALUE ADDED SHARES ACROSS SECTORS
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(12). Data is from the BEA. Prior to 1987, labor share uses data from the QCEW. Proprietary
software refers to BEA codes ENS2 and ENS3, pre-packaged software refers to ENS1, and
hardware to EP1A-EP31. Sectors are ordered by their contribution to urban-biased growth.

locations with high population density use ICT more intensively than their
counterparts in lower density locations. We use data from the Annual Capi-
tal Expenditure Survey (ACES) of the US Census to measure ICT investments
per employee at the firm level in 2013 and merge it onto the LBD.14 For multi-
establishment firms, we measure a firm’s population density as the employment-
weighted average density across establishments. We also define such firms’
”Business Service employment share” as the fraction of their employment at
establishments with a NAICS-5 code.

The first column of Table 3 shows that ICT expenditure per employee was
substantially higher at firms in denser commuting zones. The second column
shows that this was particularly true at firms with a large Business Service em-
ployment share. For a firm with only Business Service employment, doubling
log population density raises ICT investments per capita by $550, compared
to only $110 at a firm without any Business Service employment. To the ex-
tent that capital investments reflect capital stocks, Business Services firms in
big cities are particularly intensive users of ICT capital.

14We do not have access to ACES data for earlier years. The BEA industry data used in
Figure 6 are not available across firms or locations. In the ACES data, we cannot construct a
proxy for value added shares, since we only observe ICT investments, total employment, and
total payroll.
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TABLE 3: ICT INVESTMENTS, SIZE, AND POPULATION DENSITY

(1) (2) (3) (4) (5) (6)
ICT/Employee (x $1,000)

Log(Density) 0.469*** 0.155*** 0.00140 0.101*
(0.0299) (0.0224) (0.0520) (0.0442)

Log(Employees) 0.352*** 0.181*** -0.170** 0.167***
(0.0158) (0.0132) (0.0607) (0.0450)

Log(Employees) x Log(Density) 0.0889*** 0.00201
(0.0115) (0.00848)

Business Services Emp. Share -0.741 0.568** 1.696*
(0.539) (0.211) (0.764)

x Log(Density) 0.651*** -0.182
(0.0943) (0.140)

x Log(Employees) 0.539*** -0.456*
(0.0452) (0.198)

x Log(Employees) x Log(Density) 0.163***
(0.0346)

Notes: Standard errors in parentheses. ∗ p < 0.05, ∗∗ p < 0.01, ∗∗∗ p < 0.001. The independent
variable ”ICT investment per employee” is in thousands of 2013 dollars. Business Service
Employment Shares represent the total share of employment at that firm in Business Service
(NAICS-5) establishments. Density is the 1980 population density of the commuting zone for
single establishment firms and the employment-weighted average across commuting zones
for multi-establishment firms. The data come from the 2013 LBD and the ACES/ICTS survey.
The regression reports robust standard errors. For conciseness, we do not report the regression
constant.

Capital-Skill Complementarity in Space. As a point of departure, we study
the implications of a general neoclassical capital-skill complementarity for wage
growth across regions in a setting of declining capital prices.

Suppose that the economy consists of a set of locations r, each with a represen-
tative firm that uses a constant returns to scale technology to produce a homo-
geneous, freely traded good:

y = Fr(K, L) with σr ≡
d log K/L

d log ∂Fr
∂L / ∂Fr

∂K

< 1(6)

where L and K denote skilled labor and capital. The production function is
region specific; the productivity of factors can differ arbitrarily across regions.
The assumption σr(K, L) < 1 corresponds to a global capital-skill complemen-
tarity whose strength can differ across locations arbitrarily. Capital is supplied
elastically at a national price p, whereas labor markets clear locally with a wage
wr.15 We abstract from low-skill labor for the moment to build intuition for the
cross-sectional implications of the interaction of a capital-skill complementarity

15The exogenous capital price can be micro-founded by assuming that the final good can be
converted into capital with some efficiency that varies with technical progress.
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and declining capital prices.16 We refer to this setup as the neoclassical baseline
and provide a detailed discussion in the Online Appendix.

The constant returns to scale assumption combined with the capital-skill com-
plementarity leads to sharp predictions for the cross-sectional response of wages
to declines in the price of capital. In particular, for an exogenous decline in the
price of capital (due to aggregate technical progress):

d log wr

d log p
= − Θr

1−Θr
< 0(7)

where Θr is the cost share of capital.17 Equation (7) shows that for a decline
in the price of capital the general equilibrium response of wages is positive
in all locations, but stronger in locations with a high capital cost share. The
assumptions imply the following cross-sectional relationship between capital
cost shares and wages:

d log Θr
1−Θr

d log wr
= σr − 1,(8)

so that as long capital and labor are complements (σr < 1), locations with lower
wages have higher capital cost shares.18 Taken together equations 7 and 8 make
a strong prediction: in the neoclassical baseline, wages always converge across
regions as capital prices fall. Empirically, wages are higher in high-density lo-
cations even after controlling for observables (see, e.g., Ahlfeldt and Pietroste-
fani (2019)). In that context, the neoclassical baseline predicts rural- not urban-
biased growth as capital becomes cheaper.19

The intuition for this neoclassical channel is simple. A decline in the price of
capital reduces production costs and raises labor productivity more in locations
where capital accounts for a larger share of costs. However, the capital cost
share is lower in high-wage locations since capital and labor are complements.
The neoclassical channel corresponds to the classic intuition that ”capital flows
to where labor is cheap.”

16The classic CES production function with capital-labor complementarity is nested by our
formulation: y = Zr(λrK

σ−1
σ + (1− λr)L

σ−1
σ )

σ
σ−1 .

17Cost shares are defined as Θr ≡ pKr/(wrLr + pKr).
18For our result, it does not matter why wages are high in a location. Wages could be high in

a location due to scarce labor supply, high labor productivity, or high general productivity. By
implication, the result holds for any assumption on labor supply.

19The neoclassical channel also holds in a monopolistic competition setting, such as Krugman
(1991).
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Many papers have argued that local productivities are a function of the local
population or population density. In the neoclassical baseline, as long as they
are not internalized, such spillovers only strengthen the wage convergence im-
plied by the neoclassical channel. As capital prices fall, workers move out of ini-
tially high-wage locations, endogenously raising productivity in initially low-
wage locations.

Overall, wages converge across locations as capital prices fall in the neoclas-
sical baseline. Such wage convergence occurred in the US economy for many
decades before 1980, as documented by Barro and Sala-i Martin (1992). How-
ever, it is at odds with the patterns we document from 1980 onward, when
wage growth started to be urban-biased, and ICT became an important factor
of production.

The Role of Large Firms. We argue that the neoclassical baseline misses a key
point: large firms are more ICT-intensive than small firms, and large firms tend
to locate in big cities, especially in the Business Services sector. Table 3 provides
direct empirical evidence. Column 3 shows that ICT investments per employee
are increasing in firm size as measured by the number of employees. Column 4
shows a strong positive interaction between firm size and the Business Services
employment share. Column 6 shows the full interaction between population
density, employment size, and the Business Service share of employment: large
Business Services firms in big cities bought the most ICT per employee in 2013.

For example, Table 3 suggests that the average 10,000 person Business Services
firm in New York bought 8 times more ICT capital per employee than the aver-
age 10 employee firm outside Business Services. The same 10,000 person New
York firm also invested 68% more ICT per employee compared to a similar-
sized firm in Orlando and 11 times more than a 10 person, non-Business Ser-
vices firm in Orlando.

Not only is investment in ICT higher in large Business Services firms in big
cities, but there is also a greater number of such firms. Figure 7 shows the share
of small and large establishments located in one of ten commuting zone groups
ordered by density, by sector. Large Business Services establishments are over-
represented in high-density commuting zones. Small Business Service estab-
lishments and establishments of any size in other sectors are evenly distributed
across locations.

Figure 8 provides direct evidence that large firms in the Business Services sector
have been crucial in driving the urban-biased growth documented in Section 1
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FIGURE 7: ESTABLISHMENT SIZES ACROSS COMMUTING ZONE DENSITIES
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Notes: We plot the share of all establishments in Business Services and all other sectors in each
commuting zone decile, ordered by 1980 population density. This figure uses the 2015 US
Census CBP.

above. It shows the total wage change between 1980 and 2015 in each of the
ten groups of commuting zones ordered by increasing population density from
Figure 1. The figure decomposes the wage growth in each group of commuting
zones into the parts occurring at large and small firms in Business Services and
the rest of the economy. Wage growth at large Business Services firms accounts
for most of the difference in wage growth across locations.20

In the next section, we augment the neoclassical baseline with a capital-scale
complementarity so that firms operating at a larger scale use capital more in-
tensively. We show that if the capital-scale complementarity is strong enough,
it can overcome the neoclassical channel discussed above and lead to larger
capital cost shares in high-wage locations. In our augmented model, declines
in ICT capital prices can generate faster wage growth in high-wage locations,
which empirically are also high-density locations. In other words, declines in
ICT prices can generate urban-biased growth.

20Formally, the wage change in region r can be decomposed as follows:

∆wr = µL
r,O∆wL

r,O︸ ︷︷ ︸
OL

+ µS
r,O∆wS

r,O︸ ︷︷ ︸
OS

+ µL
r,N5∆wL

r,N5︸ ︷︷ ︸
N5L

+ µS
r,N5∆wS

r,N5︸ ︷︷ ︸
N5O

+∑
f ,s

wr,s, f ∆µr,s, f︸ ︷︷ ︸
S

+∑
f ,s

∆µr,s, f ∆wr,s, f︸ ︷︷ ︸
C

,

where N5 and O denote the Business Services sector and other sectors, and L and S index large
and small firms. OL and OS refer to wage growth at large and small firms in the other sector,
and similarly for N5L and N5S in Business Services. The term S is the sectoral shift component,
and the term C is the covariance component.
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FIGURE 8: URBAN-BIASED GROWTH AND LARGE FIRMS
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4. THEORY

In this section, we embed a one-parameter extension of a neoclassical produc-
tion function with capital-labor complementarity into the workhorse spatial
model. Section 5 presents a quantitative version of the model with richer detail,
including low- and high-skill labor, firm heterogeneity, and multiple sectors.

4.1 The Model

Setup. The economy consists of a set of discrete regions indexed by r. Locations
differ in an exogenous labor demand shifter, ”productivity,” and an exogenous
labor supply shifter, ”amenities.” In each region, there is a unit supply of resi-
dential land. There is a final consumption good composed of varieties, which
intermediate input firms produce using capital and labor. Input and final good
markets are competitive, while intermediate input markets are monopolisti-
cally competitive. The final good, intermediate varieties, and capital are freely
traded across locations. The model is static.

Technology and Market Structure. A representative firm produces the final
consumption good by combining intermediate inputs with a constant elasticity
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of substitution ι. The price of the final good serves as the numeraire. As a result,
an intermediate input firm’s revenue as a function of output y is given by Dyζ ,
where ζ = 1− 1/ι ∈ (0, 1), and D is a measure of aggregate demand.

Intermediate input firms in location r produce their output, y, with a non-
homothetic CES production technology (“NHCES”):

(
l
y

) σ−1
σ

+

(
k

y1+ε

) σ−1
σ

= Z
1−σ

σ
r ,

where l and k denote the firm’s choices for labor and capital, and the parameter
σ indexes their substitutability. The term Zr denotes the location-specific pro-
ductivity.21 The ”non-homotheticity” parameter ε is a central parameter in our
theory. As long as ε 6= 0, the value of a firm’s marginal product of capital de-
pends on its level of output, y.22 If ε = 0 the production technology collapses to
the standard CES production function in which each factor’s marginal product
is independent of the scale of production.

Importantly, the marginal rate of substitution between labor and capital is

(9)
∂y/∂l
∂y/∂k

= (
k
l
)

1
σ y−

1−σ
σ ε.

As long as ε > 0 and σ < 1, the marginal rate of substitution is decreasing in
firm output. In other words, capital and labor are more complementary at firms
operating at larger scale.23 As a result, we refer to ε as the ”scale elasticity.” For
the rest of the paper, we assume that capital and labor are complements, and
that this complementarity is stronger at larger firms.

Assumption 1. Capital and labor are complements and this complementarity is in-
creasing in the level of firm output, i.e., σ < 1 and ε > 0.

21Many papers offer micro-foundations for productivity differences across locations in terms
of agglomeration spillovers; see Duranton and Puga (2004) for an extensive review. We do not
explicitly micro-found these differences here, and take Zr as fixed. However, in the quantitative
extension we endogenize these differences as a function of local population.

22With the NHCES function, the elasticity of substitution continues to be constant at different
ratios of input prices, but now varies across firms producing different levels of output at a given
ratio of input prices (see Sato (1977)).

23This implies that a large firm that seeks to increase its labor force by 10% needs to increase
its capital stock per worker by more than smaller firms to keep workers’ marginal product
constant.
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Cost minimization of the firm gives rise to the following cost function:

cr(y) ≡ cr(y; Zr, wr, p) = Z−1
r

(
(wry)1−σ +

(
py1+ε

)1−σ
) 1

1−σ

,

where, as before, wr is the market price of a unit of labor in location r and p is
the national price of capital.

Given the demand system for intermediate goods, firms solve the following
profit maximization problem:

π?(Zr, wr, p,D) = max
y

[
Dyζ − c(y; Zr, wr, p)

]
.

To enter location r, firms must pay a fixed cost E denoted in units of local labor.
Firms enter freely in each location until profits equal the fixed entry cost:

(10) Ewr = π?(Zr, wr, p,D).

We denote the total number of firms that enter location r in equilibrium by Nr.

A representative capital-producing firm transforms the final good into capital
at a constant rate Z . Since the price of the final good serves as the numeraire,
the price of a unit of capital is p = 1/Z .

Preferences and Endowments. The economy is populated by a mass 1 of iden-
tical workers who inelastically supply one unit of labor. Workers spend a frac-
tion α of their income on residential land and the remainder on the final good.24

They choose their location to maximize utility, which is the product of con-
sumption utility and a location-specific amenity term Ar. We assume that all
regions have the same land supply and normalize it to 1.25

In equilibrium, utility is equalized across space, which yields an upward-sloping
labor supply curve in each location:

Lr = A1/α
r w

1−α
α

r G where G ≡ (∑
r

A1/α
r w

1−α
α

r )−1(11)

where the term (1− α)/α is the local labor supply elasticity and G is a general

24This is isomorphic to a model in which consumers demand housing services, which are
produced using local land and the final good. Both approaches yield the same upward-sloping
labor supply curves in each location, with slightly different interpretations of the labor supply
elasticity parameter.

25The labor supply elasticity in each location is independent of the local supply of land.
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equilibrium shifter common to all locations. We refer to Lr interchangeably as
the population size or population density of location r since all locations have
the same land supply.

All rental proceeds from the land market accrue to a class of absentee capitalists
who spend all their income on the final good.

4.2 General Equilibrium

An equilibrium in the economy is defined as follows:

Definition. An equilibrium is a set of wages, rental rates, worker allocations, and
number of firms, {wr, rr, Lr, Nr}r, and a price of capital, p, such that (i) consumer
location choices maximize utility, (ii) firm output choices maximize profit given prices,
(iii) profits are equal to the entry cost in each location, (iv) and capital, labor, final good,
and intermediate goods markets clear.

A crucial object in our analysis is the capital cost share of firms in location r,
which we denote as θr(y) ≡ pk(y)/cr(y). The theory implies that capital cost
shares satisfy:

(12)
θr(y)

1− θr(y)
= wσ−1

r p1−σyε(1−σ)

For ε = 0, we recover the standard neoclassical result that capital cost shares are
independent of firm size, and declining in the local wage. However, with ε > 0,
capital cost shares are higher in locations in which firms produce at larger scale
y. We denote the average capital cost share in location r by Θr.26

The following proposition characterizes equilibrium allocations across space.

Proposition 1. In general equilibrium, in the cross-section of locations, (i) wages, wr,
and (ii) firm scale, yr, are increasing in local productivity, Zr. If ε > ζ, (iii) capital cost
shares, Θr, are also increasing in Zr.

The first two results are intuitive. More productive locations pay higher wages;
if they did not, firms in these locations would make higher profits than firms
elsewhere, violating the free-entry condition. In particular, in the cross-section
of locations, the following holds for wages:

d log wr

d log Zr
=

ζ

1 + Θr(ε− ζ)
,(13)

26For now, firms in each location are identical so that Θr = θr; however, the distinction
becomes relevant in the quantitative model below.
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which is always positive since ζ < 1 and ε > 0.27 Equation (13) highlights the
role of ζ. As ζ approaches 1, firm varieties are more substitutable. As a result, a
larger fraction of varieties is produced in the most productive locations, driving
up their wage, and making the wage-productivity gradient steeper.

Firms have a lower marginal cost in more productive locations; if they did not,
they would not be willing to pay higher wages to be there, given that trade
is free and capital has a constant price across locations. As a result, demand
for the varieties produced by firms in productive locations is higher, and they
operate at a larger scale, y, in equilibrium.

The third part is more subtle. Equation (12) makes clear that two opposing
forces shape the relationship of capital cost shares and productivity in the cross-
section of locations.

First, since capital and labor are complements, a higher wage decreases the
capital cost share. Since locations with a higher productivity have higher wages
in equilibrium, this force pushes for a negative relationship between capital cost
shares and local productivity. This is the ”neoclassical” channel from Section 3;
its strength increases in ζ, since the wage-productivity gradient is increasing in
ζ (see equation (13)).28

Second, due to the positive scale elasticity ε, capital and labor are more com-
plementary at firms operating at a larger scale (see equation (9)). Since firms in
more productive locations are larger, this ”scale” channel pushes for a higher
capital cost share in more productive areas. If the scale channel dominates the
neoclassical channel in equilibrium, capital cost shares increase in location pro-
ductivity. The firm-level scale elasticity ε indexes the strength of the scale chan-
nel. The parameter restriction ε > ζ is a sufficient condition for the scale chan-
nel to dominate the neoclassical channel.

In particular, the model permits the following expression for the relationship
between capital cost shares and productivity in the cross-section of locations:

d log Θr

d log Zr
= g(Θr)

(
− (1 + ε− ζ)

d log wr

d log Zr︸ ︷︷ ︸
Neoclassical

+ ε︸︷︷︸
Scale

)

where g(·) is a positive, decreasing function. Note how for the case where ε =

27Locations can be ranked in terms of their local productivity Zr. This derivative and others
should be understood as moving up the Zr ranking.

28See Appendix B.2 for a detailed discussion.
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FIGURE 9: THE WAGE-DENSITY GRADIENT IN EQUILIBRIUM

(A) Initial Equilibrium
w

L

w1
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w2

L2

Initial urban
wage gradient
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1 (L)

wS
2 (L)

(B) After Price Decline
w

L

w1

L1

w′2

L′2

New urban
wage gradient

wS
1 (L)

wS
2 (L)

Notes: The axes are on a log-scale. L denotes employment and w denotes wages. The left panel
of this figure shows the labor market equilibrium in the model with two locations. The right
panel shows how the equilibrium changes after a capital price decrease. There is an adjustment
to the general equilibrium constant G that we do not show, since it shifts both labor supply
functions downward by the same amount.

0, the second term, the scale channel, disappears and the neoclassical channel
implies that more productive locations have a lower capital cost share.

The cross-sectional relationship between local productivity and total employ-
ment depends on the correlation between productivity and amenities. The left
panel of Figure 9 shows the equilibrium in a version of our model with just a
high- and a low-productivity location. The figure shows the labor demand and
supply curves on log scales (black lines) and the locus of the equilibrium points
(dotted red line). The slope of the equilibrium locus is the wage-density gradi-
ent in the model. Labor demand curves are flat, since wages are independent
of labor supply. The more productive location’s labor demand curve is shifted
up relative to the less productive location. Labor supply curves are log-linear
and shifted by the amenity term Ar (see equation (11)).

For the equilibrium to feature a positive wage-density gradient – as in the data
– the labor supply curve of the less productive location cannot be too far to the
right relative to the labor supply curve of the more productive location. A sim-
ple sufficient condition for a positive wage-density gradient in equilibrium is
for high-productivity locations to have higher amenities than low-productivity
locations. This intuition extends to a setting with multiple locations.
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4.3 The Effect of Changes in the Price of Capital

This section shows how a decline in the nationwide price of capital can cause
urban-biased wage growth. The comparative static we consider is a uniform
decline in the price of capital p caused by an increase in the productivity of
capital production, Z .

Proposition 2. Under Assumption 1, and if ε > ζ, a decline in the price of capital, p,
raises wages faster in higher wage locations.

A decline in capital prices leads to larger cost savings at firms for which cap-
ital constitutes a larger part of their costs. Larger cost savings lead to larger
increases in output and labor demand. If ε > ζ, then capital cost shares are
higher in locations with higher wages (see Proposition 1). As a result, in con-
trast to the neoclassical model in Section 3, a decline in the price of capital raises
wages most in locations with high initial wages.

In the Online Appendix, we derive the following expression for wage growth
across regions in response to a decline in the price of capital:

d log wr

d log p
= − ζ

1 + Θr(ε− ζ)

(
Θr − (1 + Θrε)

d logD
d log p

)
.

As long as ε > ζ, the expression is always negative, since increases in the price
of capital lower aggregate demand. Importantly, the expression on the left is
more negative the larger the average capital cost share of a location. As a result,
as the price of capital declines, wages increase most in the location with high
capital cost shares, high wages, and high underlying location productivity.

However, faster wage growth in high-wage locations only represents urban-
biased growth if these locations also have larger populations in equilibrium.
The right panel of Figure 9 shows the new labor market equilibrium in the
economy after a capital price drop. Figure 9 clarifies that for a decline in the
capital price to increase the wage-population gradient, the labor supply curve
in the less productive location has to cross its labor demand curve to the left
of the high-wage region’s labor supply curve. In other words, productivity and
amenities need to be positively correlated across locations for the decline in ICT
prices to increase the wage-density gradient.
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4.4 Discussion of the Mechanism

At the heart of our mechanism is that firms in more productive locations are
larger and pay higher wages. This observation implies that if capital and la-
bor are complements, capital cost shares are lower in high-wage locations, and
declines in capital prices lead to wage convergence. However, if large firms
produce with more capital per unit of labor than smaller firms, firms in more
high-wage locations may have higher capital cost shares. We find this assump-
tion highly plausible: doubling firm size at a 1-employee firm may not require
extra investments in ICT infrastructure, whereas doubling firm size at a 10,000-
employee firm likely requires a large expansion of ICT infrastructure.

We capture the increased need for ICT capital at larger firms in a reduced-form
way through the non-homothetic CES production function. The advantage of
the non-homothetic CES formulation is that a single parameter ε comes to sum-
marize the ”scale” channel parsimoniously. Trottner (2019) presents several
micro-foundations for the non-homothetic CES production function.

Due to the non-homotheticity, our model is not scale-invariant. The size of
aggregate demand, D, matters for allocations. In the Online Appendix, we
show that an expansion in aggregate demand, for example, through increased
trade, leads to urban-biased wage growth under the same condition as a decline
in capital prices. In the next section, we focus on quantifying the fraction of
urban-biased growth explained by a decline in capital prices alone.

The most important determinant of the strength of the scale channel is the scale
elasticity ε. The elasticity governs the relationship between firm size and ICT
cost shares. Table 3 showed that ICT per employee is increasing in firm size,
even when controlling for population density differences that capture factor
prices across space. In a model without the non-homotheticity, capital cost
shares do not vary across firms faced with the same input prices. Below, we
exploit this fact to identify ε.

The strength of the scale channel also depends on the productivity differences
across locations and the productivity of ICT capital in the firm’s production
function. Both of these factors are likely to differ across sectors. In particular,
Business Services’ high ICT value added shares suggest that ICT is much more
productive in Business Services than in other sectors. Moreover, the large dif-
ferences in Business Services employment shares across cities of different sizes
suggest that productivity differences across space are particularly large in this
sector. How much stronger the mechanism is for Business Services is ultimately
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an empirical question, which we now turn to answering.

5. QUANTIFYING THE MECHANISM

We now embed the economic mechanism introduced in Section 4 into a richer
quantitative model of the US economy. We use the calibrated model to quan-
tify the importance of the mechanism in explaining the urban-biased growth
observed in the US economy since 1980.

5.1 Extending the Model

We introduce three important additions to the model: multiple worker types,
multiple sectors, and firm heterogeneity within location.

Technology, Commercial Land Markets, and Sectoral Good Aggregation. We
follow Krusell et al. (2000) in introducing a second type of labor that is less
complementary with ICT capital. We refer to labor highly complementary to
capital as type-H labor and to labor less complementary as type-L labor. We
index these types by e.

Intermediate input firms now produce using the following non-homothetic ex-
tension of the neoclassical production function in Krusell et al. (2000):

y = z
((

αK
r,s(y)k

σ−1
σ + αH

r,s(y)h
σ−1

σ

) σ
1−σ

κ−1
κ

+ αL
r,s(y)l

κ−1
κ

) κ
1−κ

(14)

where αK
r,s(y) ≡ yεK/σφK

s ZH
r,s, αH

r,s(y) ≡ ZH
r,s, αL

r,s(y) ≡ yεL/σZL
r,s,

ZH
r,s and ZL

r,s are location- and sector-specific productivity terms for workers,
and φK

s is a sector-specific productivity term for capital. The firm’s demand for
type-H labor, type-L labor, and capital is denoted by h, l, and k. Firms now also
differ in a firm-specific efficiency term z and operate in one of two different
sectors s, Business Services (s = N5) and Other (s = O).

The parameter σ parameterizes the elasticity of substitution of type-H labor and
capital, and the parameter κ captures the elasticity of substitution between the
bundle of type-H labor and capital, and type-L labor. The production function
in equation (14) collapses to the production function in the simple model above
for ZL

r,s = 0, φK
s = 1, and z = 1.

Intermediate input firms draw their efficiency z from a Pareto distribution with
tail parameter ν after paying the fixed cost of entry. As a result, there is no selec-
tion on entry, and the shape of the distribution of fundamental firm efficiencies
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is the same across locations, in line with the evidence presented in Combes, Du-
ranton, Gobillon, Puga, and Roux (2012). Nonetheless, average firm productiv-
ity differs across locations due to the location- and sector-specific productivity
shifters, Ze

r,s, operating on each type of labor.

To enter a location, intermediate input firms must purchase a building. A local
construction sector combines commercially zoned land, Ur,s, and the final good,
Xr,s, to create commercial buildings for sector s firms, Tr,s, using the following
technology:

Tr,s = τsX1−ηs
r,s Uηs

r,s

where τs is a sectoral cost shifter. We assume that commercially zoned land
for each sector, Ūr,s, is in fixed supply.29 As a result, the price of buildings
within each sector rises with city size, and entry becomes more costly in more
productive locations in equilibrium.

A class of atomistic capitalists own the claims to all intermediate input firms’
profits and all returns to commercial land and spend their income on the final
good.

In each sector, a final good firm aggregates sectoral intermediate input varieties
with elasticity ζs, and these sectoral bundles into one final CES bundle with
elasticity ζF. The homogeneous final good is traded freely across locations and
serves as the numeraire.

Worker Heterogeneity, Location Decisions, and Sectoral Choice. In the sim-
ple model, workers derive utility from the consumption of the final good, the
consumption of residential land, and local amenities. In the quantitative model,
workers additionally receive idiosyncratic preference shocks for locations and
sectors. We assume that workers draw their location- and sector-specific shocks
from Fréchet distributions with inverse scale parameters Ae

r and Ae
r,s and shape

parameters $e
r and $e

s.30 Workers first learn their location-specific shocks and
only learn about their sectoral preferences upon arriving in a location.

These assumptions yield familiar expressions for the fraction of agents choosing
to live in location r and for the fraction of workers choosing to work in sector s,

29Allowing a common land market between sectors introduces an element of competition for
land between sectors from which we abstract for simplicity. For our purposes, the role of land
markets is to generate an upward-sloping firm supply function in each sector and location.

30The amenity term in the simple model is now absorbed in Ae
r.
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conditional on moving into a location r:

λe
r =

Ae
r(v̄e

r)
$e

r

∑r Ae
r(v̄e

r)
$e

r
where v̄e

r ≡ R−α
r (∑

s
Ae

r,s(w
e
r,s)

$e
s)

1
$e

s ; µe
r,s =

Ae
r,s(we

r,s)
$e

s

∑s Ae
r,s(we

r,s)
$e

s

where the terms Ae
r and Ae

r,s play the role of type-specific amenity terms for
regions and sectors, respectively, and Rr is the rental rate of local housing. We
denote the aggregate supply of type e workers in the economy by L̄e and the
equilibrium quantities of type e workers in region r and sector s by Le

r,s, so that
Le

r,s = λe
rµe

r,s L̄e.

5.2 Calibrating the Model

We calibrate our model to data from the US economy in 1980. Since we require
information on the education status of workers, we use the US Decennial Cen-
sus data (see Ruggles et al. (2015)). We map locations in the model to data on
722 commuting zones covering the entire continental United States. Following
Krusell et al. (2000), we define type-H workers as those with at least a four-year
college degree and type-L workers as all others; we refer to type-H and type-L
workers as college and non-college workers from now on. We estimate most of
the parameters using a method of moments estimator and calibrate others from
external sources. While most parameters are estimated jointly, we discuss the
calibration strategy of each parameter in terms of its most informative empirical
moment. Table 4 provides an overview of the calibrated parameters.

Productivities, Amenities, and Housing Supply. We follow the recent quanti-
tative spatial literature in choosing all regional productivity and amenity terms
to match regional data in 1980 exactly, given all other parameters (see Redding
and Rossi-Hansberg (2017)). In particular, we infer productivities (Ze

r,s) and
amenities (Ae

r, Ae
r,s) as structural residuals to ensure the model matches aver-

age annual wages and employment counts for all worker types, sectors, and
locations exactly.

The residential housing supply in each location, H̄r, is fixed. To calibrate H̄r,
we construct a hedonic rent price index for US commuting zones for 1980.31 We
choose housing supply H̄r in each location to match the rent price index exactly.
We assume that commercial land supply in each location, Ūr,s, is proportional
to residential housing supply, H̄r.32

31We use gross rents from the Decennial Census to construct the index; see the Online Ap-
pendix for more details.

32We are interested in the change in the distribution in economic activity in response to a
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We set the productivity of capital production, Z , to 1 in 1980. Given this nor-
malization, we choose the productivity of ICT capital in each sector, φK

s , to
match the aggregate share of ICT value added in the BEA asset tables in 1980
as displayed in Figure 6 above.

Scale Elasticities εK and εL. An important implication of our theory is that
factor ratios vary with firm output. As a result, we use moments relating to
the variation of factor input ratios across firms of different sizes to inform the
non-homothetic scale elasticities.

In the quantitative model, factor input ratios satisfy the following two equa-
tions:

k
h
= (

p
wH

r,s
)−σyεK and

h
l
= (w̃H

r,s)
−σ(1−σ)(

w̃H
r,s

wL
r,s
)−κy−εL(ZL

r,s)
−1

where (w̃H
r,s)

1−σ ≡ (wH
r,s)

1−σ(ZH
r,s)

σ + p1−σ(ZH
r,s)

σyεK . The ratio of capital to col-
lege labor within a firm varies with firm output with an elasticity εK. Condi-
tional on εK, the parameter εL governs the ratio of college to non-college work-
ers within each firm.

We choose εK to match the difference in average ICT investment per worker
between the smallest firms (fewer than 10 employees) and the largest firms with
1000 employees or more, in data from the 2013 Annual Capital Expenditure
Survey available within the US Census. We calibrate εL to match the difference
in the college to non-college worker ratio between the smallest firms (fewer
than 10 employees) and the largest firms (with 1000 employees or more) in data
from the 1990 Current Population Survey (CPS).33

We use data on factor shares from more recent years since data for earlier years
are unavailable. Note, however, that since we target relative investments and
skill ratios between small and large firms, their level (which varies over time as
the economy becomes more skill- and capital-intensive) is less relevant.

Substitution Elasticities σ and κ. Given the scale elasticities, the substitution
elasticities σ and κ determine the ease of substituting between capital, college,
and non-college labor at the firm level. We choose these elasticities to ensure
that our calibrated model matches canonical estimates of the macro substitution
elasticities between these factors from Krusell et al. (2000).

decline in the price of ICT capital. The stock of commercial land supply does not influence this
response since it does not influence the land price elasticity. The constant of proportionality is
absorbed into the sectoral shifter τs.

33The resulting fit for all firm-size bins is shown in Figure OA.10.
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In particular, we follow Burstein and Vogel (2017) and define the following
macro elasticities:

κ̃ ≡
d log

(
w̄H/w̄L)

d log(L̄H/L̄L)
and σ̃ ≡

d log
(
w̄H/p

)
d log(L̄H/L̄L)

where w̄e ≡ ∑r,s we
r,s(Le

r,s/L̄e) is the economy-wide average wage for type e
workers. Krusell et al. (2000) estimate σ̃ = 0.66 and κ̃ = 1.67, which we use as
our calibration targets.

Recall that our calibration matches worker allocation and wages across loca-
tions in 1980 exactly. To calculate the κ̃, we compare the college wage premium
in the baseline economy to that in an alternative economy with the same pa-
rameters but an aggregate ratio of college to non-college workers, which is 1%
higher. To compute the model-implied σ̃, we compare the baseline economy to
an alternative one in which the ratio of college to non-college workers changes
enough to cause an endogenous adjustment in K such that the ratio of capital
to college workers increases by 1%.34

Other Parameters. The Fréchet dispersion parameters of the location prefer-
ence shocks, $e

r, function as spatial labor supply elasticities. We use values for
these elasticities from Diamond (2016), whose estimates are based on Census
data for US metropolitan areas in the same period as our model. We obtain
the sectoral labor supply elasticities, $e

r,s, from Artuç, Chaudhuri, and McLaren
(2010). We follow Eckert and Kleineberg (2019) in setting the Cobb-Douglas
share associated with housing, α, to 0.3.

We set the firm-level demand elasticity, ζs to 4 in both sectors, following Garcia-
Macia, Hsieh, and Klenow (2019), and the sectoral demand elasticity, ζ, to 1.2.
Doing so allows us to match the aggregate payroll share going to the Business
Services sector in our counterfactual exercise.35 We choose the tail coefficient
of the firm efficiency distribution, ν, to match the tail index of the US firm size
distribution reported in Axtell (2001).36

We choose the cost shifter of commercial land services, τs, to match the av-
34The resulting estimate of the micro elasticity κ is significantly higher than the correspond-

ing macro elasticity. The difference reflects the fact that increases in the college ratio induce ICT
capital investment due to the complementarity with college labor, which partially offsets the
decrease in the college wage premium.

35We explore the sensitivity of our results to different values of this sectoral elasticity in the
Supplementary Material on the authors’ websites.

36The quantitative results are largely insensitive to this choice, and matching the higher tail
index of the establishment size distribution instead leaves our results unchanged.
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erage establishment size by sector in the County Business Patterns data from
1980. The cost share of commercial land in commercial building construction,
ηs, acts as an entry elasticity, governing the responsiveness of the number of
firms to expected local profits. We estimate ηs to match the gradient of average
establishment size to local population density in each sector in data from the
QCEW.37

5.3 Discussion of Calibrated Parameters

Table 4 shows the calibrated parameters with their associated moments. As dis-
cussed in Section 4, our mechanism relies on larger ICT cost shares in higher-
density locations. The left panel of Figure 10 shows capital cost shares across
commuting zones in 1980 in our baseline calibration. Two observations are cru-
cial for the strength of our mechanism. First, capital cost shares in Business Ser-
vices are higher than those in the rest of the economy. Second, the cost shares
in Business Services firms in high-density locations are much higher than in
smaller locations. The positive cost share density gradient in the rest of the
economy is much less pronounced. Together, these two facts imply that de-
clines in the price of ICT raise labor productivity most in Business Services in
high-density locations.

The key parameter driving the difference in ICT cost shares across sectors is the
sector-specific productivity of ICT capital, φK

s , calibrated to match differences
in sector cost shares in 1980. Since productivities of college and non-college
labor differ across locations and sectors, the parameter φK

s cannot directly be
compared across sectors. However, all else equal, our estimates imply that ICT
capital is more productive in Business Services than in the rest of the economy.

The key parameters driving the difference in cost shares across locations are
the scale elasticities, the substitution elasticities, and differences in location pro-
ductivities. The calibrated regional productivity terms are strongly increasing
in population density. The productivity-density gradient is steepest for college
workers in Business Services.38 As a result, in the calibrated model, firms in
high-density location are larger, since these locations are more productive.39

37See Figure OA.6 and Figure OA.8 in the Online Appendix for average establishment sizes
across commuting zones in the data and the model.

38The empirical moment identifying these productivity differences is the strong positive
wage-density gradient for college and non-college workers in the data. See Table OA.1 in the
Online Appendix for the correlation of population density with the different location- and type-
specific productivity terms.

39See Figure OA.8 in the Online Appendix.
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uç

et
al

.(
20

10
)

ζ s
In

te
rm

ed
ia

te
s

C
ES

A
gg

re
ga

to
r

4
G

ar
ci

a-
M

ac
ia

et
al

.(
20

19
)

ζ
F

Fi
na

lG
oo

d
C

ES
A

gg
re

ga
to

r
1.

2
N

/A
ν

Pa
re

to
Sh

ap
e

Pa
ra

m
et

er
1.

1
A

xt
el

l(
20

01
)

Pr
od

uc
tiv

iti
es

,A
m

en
iti

es
,a

nd
La

nd
Su

pp
ly

V
al

ue
D

at
a

M
at

ch
ed

Z
e r,

s
Lo

ca
ti

on
Pr

od
uc

ti
vi

ty
Sh

if
te

r
V

ar
io

us
19

80
em

pl
oy

m
en

ta
nd

w
ag

es
A

e r
Lo

ca
ti

on
A

m
en

it
ie

s
V

ar
io

us
19

80
C

Z
em

pl
oy

m
en

ta
nd

w
ag

es
A

e r,
s

Se
ct

or
al

A
m

en
it

ie
s

V
ar

io
us

19
80

C
Z

em
pl

oy
m

en
ta

nd
w

ag
es

H̄
r

R
es

id
en

ti
al

La
nd

Su
pp

ly
V

ar
io

us
19

80
lo

ca
lr

en
ts

Ū
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FIGURE 10: CAPITAL SHARES IN THE MODEL
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(B) Without Non-Homotheticity

Notes: This figure plots model-implied ICT cost shares, Θ. Panel (a) is the calibrated model,
Panel (b) shows capital cost shares in a homothetic version of the model where ε = 0.

To fit the variation in ICT investment per capita and the college to non-college
ratio across firms of different sizes, we estimate scale elasticities of εK = 0.31
and εL = −0.74. For the substitution elasticities, we find σ = .65 and κ = 2.12.
These findings imply that college labor and ICT capital are strong complements
and that complementarity is increasing in firm scale. As a result, ICT cost shares
are higher in high-density locations, particularly for Business Services firms.

The right panel of Figure 10 shows ICT cost shares across regions when we set
the scale elasticities to zero, i.e., in a homothetic version of our model. We re-
calibrated regional and sectoral fundamentals to ensure the model still matches
the same cross-section of average wages and employment. All other parameters
remain fixed at their calibrated levels. It shows that the positive gradient across
regions disappears almost entirely, since the firm size differences across loca-
tions no longer affect the marginal products of capital and the different types of
labor.40

40In Section 3, we showed that with just one worker type complementary to capital, capital
cost shares are lower in high-wage (i.e., high-density) locations. In the quantitative model, the
presence of non-college workers, which are substitutes for capital, implies that the high wages
of non-college workers in cities push for higher capital cost shares in high-wage cities. These
forces partially offset one another, leading to a slightly upward-sloping gradient in the right
panel of Figure 10.
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TABLE 5: WAGE-DENSITY COEFFICIENT IN DATA AND MODEL

2015

1980 Data Baseline Homothetic A Spillover Z Spillover

Business Services 0.067 0.151 0.133 0.072 0.122 0.130
Other Sectors 0.056 0.068 0.049 0.049 0.031 0.046
Aggregate 0.060 0.099 0.105 0.059 0.109 0.120
∆ Aggregate 0.039 0.045 -0.001 0.049 0.059

Notes: Gradients computed use the ACS/Census for 1980 and 2015, weighting by 1980 popula-
tion shares. Homothetic sets ε = 0, but keeps all other parameters the same. A-Spillovers allow
for amenity spillovers from college-educated workers, as in Diamond (2016). Z-spillovers al-
low for agglomeration economies from college-educated individuals as in Rossi-Hansberg et al.
(2019).

5.4 Counterfactual Exercise

We now quantify the ability of our mechanism to generate the urban-biased
growth observed in the US economy since 1980.

The first two columns of Table 5 present the wage-density gradient in the data
in 1980 and 2015, for each sector and in the aggregate. Since we use Decennial
Census data for the calibration, the wage-density gradients in the data in both
years differ somewhat from that shown in Figure 2. However, as in the LBD,
the gradient roughly doubled between 1980 and 2015. As in the LBD, most of
the increase in the gradient occurs in the Business Services sector, as rows 1
and 2 suggest. Since we calibrated our model to match the 1980 cross-section of
data, the first column of the table is also the 1980 wage-density gradient in the
model.

To understand the role of our mechanism in explaining the change in the wage-
density gradient, we take the calibrated model and increase the productivity of
capital production, Z , to match the decrease in the price of ICT capital in the
BLS data between 1980 and 2015.41 We hold all local amenities, land supplies,
and productivity parameters fixed at their calibrated values but adjust the rel-
ative aggregate supply of college and non-college workers to evolve as in the
data.

Column 3 shows the resulting wage-density coefficient in our baseline model,
by sector, and in the aggregate. Declining ICT prices alone can explain almost
all of the increase in the wage-density gradient in the data. The model also

41ICT capital combines information processing equipment and software-related capital; we
match their joint price index over time. Figure 5 shows the price index for each category sepa-
rately.
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FIGURE 11: SKILL DEEPENING IN MODEL AND DATA
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Notes: The left panel of this figure shows the growth in the ratio of college-educated to non-
college workers in both the model and the Decennial Census data by year and sector. The right
panel of this figure shows this ratio in 2015 in both the model and the data by sector across the
commuting zone groups of increasing density used throughout the paper.

captures that virtually all of the increase in the gradient occurs in the Business
Services sector. The model generates these large differences across sectors be-
cause of the differences in the level and gradient in cost-shares across sectors
shown in Figure 10.42

The increase in the aggregate gradient reflects both the changes in the gradi-
ent in each sector and the reallocation of workers across sectors. The left panel
of Figure 11 shows the ratio of college to non-college workers by sector in the
model and the data. In the right panel of Figure 11, we show the ratio of col-
lege to non-college workers across commuting zones. The model generates a
slightly flatter gradient in the ratio across locations, suggesting an additional
role for adjustments in amenities or productivities from their 1980 levels (see,
e.g., Diamond (2016), Almagro and Domınguez-Iino (2019) and Rossi-Hansberg
et al. (2019)). Note that while we adjust the aggregate share of college workers
as in the data, all sorting of workers across sectors and locations is endogenous.
43

The non-homotheticity of the production function is essential in generating

42In Figure OA.9 in the Online Appendix, we also show the non-parametric relationship
between wages and population density in the model in 2015.

43Because the model replicates the changes in worker stocks across regions, it also generates
much of the changes in the rent price index across space observed in the data. See Figure OA.7
in the Online Appendix.

41



urban-biased growth in response to the decline in the price of ICT. In Column
4 of Table 5, we present the wage-density gradient in 2015 in a version of the
model with scale elasticities set to 0 and fundamentals re-calibrated to continue
to exactly match the 1980 data on wages and employment. Without the scale
elasticities, the wage-density gradient does not meaningfully increase as ICT
prices fall, reflecting the flat cost shares across regions in the homothetic case,
shown in Figure 10.

Finally, the decline in the ICT price also generates a significant increase in the
aggregate college wage premium. The aggregate college premium rose from
1.45 in 1980 to 1.79 in 2015, compared to 1.89 in the Decennial Census data.
Krusell et al. (2000) showed that the decline in equipment capital prices could
explain the increase in the college premium between 1980 and 2000. We match
the increase in the college premium so closely because our production function
is a direct non-homothetic extension of that in Krusell et al. (2000), our price se-
ries is nested in theirs, and we target the same macro elasticities of substitution
between capital, college and non-college labor.

In our baseline calibration, we abstracted from ”spillover” effects in either ameni-
ties or local productivity. In the Online Appendix, we describe how we in-
tegrate such spillovers in two extensions of our model. We follow Diamond
(2016) and model positive spillovers in amenities for college workers from the
presence of other college workers, and we follow Rossi-Hansberg et al. (2019)
in allowing productivity to increase both in total employment in a location and
in the college share of employment. We use the elasticity estimates presented
in those papers.

All else equal, higher amenities lead to lower wages in spatial equilibrium, off-
setting some of the urban-biased wage growth that would otherwise occur. Col-
umn 5 shows that relative to the baseline calibration. The wage-density gradi-
ent increases less in Business Services in response to a decline in the ICT price
when amenities are endogenous since the expansion of Business Services draws
college workers into cities, which raises their amenities.

Column 6 of Table 5 presents the resulting wage-density gradients in 2015 with
productivity spillovers. The model predicts a slightly larger increase in the
wage-density gradients once productivities endogenously adjust. The reason
is that endogenous growth in productivity in big cities draws a larger fraction
of workers into the Business Services sector, which has a much larger wage-
density gradient in 2015.
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Overall, we conclude that the proposed mechanism is quantitatively important
in explaining the urban-biased wage growth in the US economy.
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ONLINE APPENDIX FOR

”URBAN-BIASED GROWTH”

BY FABIAN ECKERT, SHARAT GANAPATI, AND

CONOR WALSH

A. ADDITIONAL FIGURES AND TABLES

A.1 Details on the Urban Wage Gradient Over Time

In Figure 2, we showed that the wage-density coefficient computed across US
commuting zones using QCEW data and 1980 population density numbers
roughly doubled since 1980. In this section, we show that the same result holds
in a number of different data sets, with different population density definitions,
across counties, and in other countries.

Alternative Data Sources. In Figure OA.11a, we show the wage-density coeffi-
cient for each year computed in the QCEW, the LBD, the Decennial Population
Census/American Community Survey (Census/ACS), and the County Busi-
ness Patterns (CBP). The CBP is derived from the Business Register (BR) and
excludes many public employees, as well as those in the agricultural sector.
The QCEW, CBP, and LBD are all broadly similar and exhibit similar levels and
trends. The point estimates from the Census/ACS data are somewhat lower,
but exhibit similar time trends, with a sharp rise from 1980-2000 and a leveling
off from 2000-2015.

Alternative Density and Size Measures. In Figure OA.11b, we show the wage-
density coefficient in the QCEW using different measures of commuting zone
density. First, we re-compute commuting zone population density in each year
by dividing commuting zone total population by commuting zone total area.
Second, we use the 1980 population density of a commuting zone. Third, we
use the 1980 tract-weighted density of a commuting zone. In constructing this
density, we consider the density of each census tract and create an aggregate
commuting zone density by taking the population-weighted mean across tracts;
this de-emphasizes rural tracts and empty land, e.g., the edges of the LA com-
muting zone. Finally, we show the wage-population elasticity instead of the
wage-density elasticity, using 1980 commuting zone populations. Broadly, all
coefficients exhibit similar trends.
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Alternative Spatial Resolution. In Figure OA.11c, we show the wage-density
coefficient in the QCEW estimated across counties instead of commuting zones.
The wage-density coefficient estimated on county data is lower but shows a
trend to that of the commuting zone estimates over time.

Alternative Countries. In Figure OA.11d, we show the wage-density coeffi-
cient computed across regions within the EU-15 countries. Instead of wages,
the outcome variable is GDP per worker, and region size is measured in em-
ployment rather than population density. Europe shows trends similar to what
is observed in the US; the GDP-region size elasticity doubles from .04 in 1980 to
.08 in 2010.

A.2 College to Non-College Ratio by Sector

Figure OA.1 shows the college to non-college worker ratio by NAICS-1 sector
for 1980 and 2015. The Education and Medical sectors have the highest ratio,
largely because almost all teachers have college degrees. Business Services have
the second highest ratio of college to non-college workers in both years, and
have a very similar ratio to Education and Medical in 2015.

A.3 Disaggregated Industry Detail within Sectors

In the body of the paper, we present all results on the level of 1-digit sectors.
Here, we present key results at the 2-digit NAICS level instead.

Figure OA.2 replicates Figure 3 in the main part of the paper on the 2-digit
NAICS level. The industries within Business Services that are contributing
most to the urban bias are in descending order: Professional Services, Finance,
Information, Admin and Waste, Management, and Real Estate.

Our baseline decomposition is silent on the role of sector size. If an industry
contributes a lot of employment in every location, a small amount of differential
wage growth across regions translates into a large contribution to urban-biased
growth. We conduct another decomposition to understand which industry’s
contribution is due to this ”large industry effect.”

We ask what the contribution of each industry would be if it accounted for
the same fraction of national employment, i.e., 1/S of national employment
where S is the number of industries. We decompose local wage growth into a
component that captures local growth if all sectors had the same aggregate size
and a ”residual.” Industries for which this residual is large contribute more to
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urban-biased growth primarily because they are large.

∆wr = ∑
i

φ′r,i
1
S

w′r,i − φr,i
1
S

wr,i︸ ︷︷ ︸
”Sizeless” Growth

+∑
i
(µ′r,i − φ′r,i

1
S
)w′r,i − (µr,i − φr,i

1
S
)wr,i︸ ︷︷ ︸

Role of Size

,

(OA.1)

where φr,i is the fraction of total sector i employment accounted for by region r
(sums to 1 across regions within industry). The first term in the last line is local
growth in an economy in which all sectors have the same aggregate size. The
second term captures the role of differences in sectoral size.

Figure OA.3 presents the results. The size adjustments make the Business Ser-
vices sector even more important in contributing to urban-biased growth The
intuition for this result is that the sector is relatively small and so contributed a
lot of urban-biased growth ”per worker.”

Figure OA.4 shows ICT usage for 2-digit industries within each sector. Almost
all sub-industries within the Business Services sector are more intensive users
of ICT than any other industry in the US economy.

A.4 Moments Used in the Model Calibration

Rent Index. We construct a commuting zone rent index. We use the 1980 ver-
sion of the index to calibrate housing supply in the model and the 2015 version
to compare with our model predictions for 2015. To construct the index, we use
microdata on reported gross rents from the US Census and American Commu-
nity Survey, and regress them on the age of the building, the number of rooms,
and commuting zone fixed effects, separately in 1980 and 2015. The commut-
ing zone fixed effects serve as our index. They can be interpreted as the price of
a unit of observationally equivalent housing in each commuting zone. Figure
OA.5 shows the rent index across commuting zones for 1980 and 2015.

Average Establishment Size Differences. In our theory, firms are larger in
larger locations to finance the increased entry cost. We use data on differences in
establishment size across commuting zones to discipline how entry costs vary
with population size, i.e., to calibrate τs, the entry cost shifter, and ηs, the en-
try elasticity. The data for average establishment size by sector come from the
QCEW data. In Figure OA.6, we plot average establishment size against pop-
ulation density, for Business Services establishments and establishments in all
other sectors.
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A.5 Additional Model Results

In Figure OA.7, we show the predictions for changes in the rent gradient be-
tween 1980 and 2015 as a result of the counterfactual price change. The rent-
density gradient increased markedly between the two years as a result of the
decline in ICT prices.

In Figure OA.8, we show the predictions for average establishment size in the
model. The establishment size gradient steepens slightly in both sectors.

Figure OA.9 shows average wages in the model and data across US commuting
zones ordered by density in 1980 and 2015. Overall, in the model, the average
wages are very similar to those in the data in all deciles of commuting zone
density. The decline in ICT prices does not explain the entire increase in the
wage-density gradient in the Business Services sector.

Figure OA.10 plots the fit of the model for ICT per employee and the college
share of employment across different firm size bins against data from the ACES
(Panel (a)) and the CPS (Panel (b)).

The first row of Table OA.1 shows how the calibrated location productivity
terms vary with population density, for each sector and worker type. Col-
umn 1 shows the correlation for college productivities in Business Services, Col-
umn 2 for non-college productivities in Business Services, Column 3 for college
productivities outside Business Services, and Column 4 for college productivi-
ties outside Business Services. Business Services sector productivity for college
workers is increasing the most in population density suggesting that high pop-
ulation density locations have a distinct comparative advantage in college-level
Business Services work.

The second row of Table OA.1 shows how the calibrated location amenity terms
vary with population density, for each worker type. Column 1 shows the cor-
relation for college location. amenities and Column 2 for non-college location
amenities. Amenities for college-educated workers are increasing more in pop-
ulation density than amenities for non-college workers.

Model Robustness. Table OA.2 shows robustness of the main results in Table 5
obtained by varying the sectoral elasticity of substitution in final good produc-
tion, ζF. Higher values lead to far too much value added accruing to Business
Services, while the opposite is true for lower values. Table OA.2 serves as a
justification for our ”Baseline” choice of ζF = 1.2.
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FIGURE OA.1: COLLEGE/NON-COLLEGE WORKER RATIOS BY SECTOR
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Notes: This figure shows the ratio of college educated workers to non-college educated workers
in both 1980 and 2015. The data are from the US Census/ACS.

A.6 Endogenous Local Fundamentals

A long literature suggests that local productivities and amenities may be en-
dogenous functions of the size and composition of a location’s workforce. In
our main calibration, we abstracted from such ”spillover” effects. We investi-
gate their qualitative role in affecting the strength of our mechanism.

Diamond (2016) provides direct evidence that the number of amenities for high-
skill workers is an increasing function of the share of high-skill workers in a
location. We change the location amenity term for high-skill workers in our
model to incorporate that channel by setting AH

r = ĀH
r (LH

r /LL
r )

χ. We borrow
the parameter χ from Diamond (2016). Note that we do not need to re-calibrate
our model; we can simply decompose the calibrated amenities into an endoge-
nous and an exogenous part (ĀH

r ). Column 5 of Table 5 presents the resulting
wage-density gradients in 2015.

Rossi-Hansberg et al. (2019) provide estimates for productivity spillovers. We
change the specification of productivities in our model as follows:

Ze
r,s = Z̄e

r,sLωs
1

r (LH
r /Lr)

ωs
2 .(OA.2)
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FIGURE OA.2: SECTORAL ORIGINS OF URBAN-BIASED WAGE GROWTH
ACROSS NAICS-2 INDUSTRIES
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Notes: This figure shows the share of urban-biased wage growth between 1980 and 2015 ac-
counted for by each NAICS-2 industry using the decomposition in equation (1). We compare
wage growth between the commuting zones with the highest population density jointly ac-
counting for 50% and all remaining commuting zones. The figure uses the Longitudinal Busi-
ness Database.

and use their parameter estimates by sector. Column 6 of Table 5 presents the
resulting wage-density gradients in 2015.

TABLE OA.1: LOCATION FUNDAMENTALS AND EMPLOYMENT DENSITY

Productivity Term log ZH
r,N5 log ZL

r,N5 log ZH
r,O log ZL

r,O

Log Density 0.169 0.116 0.121 0.0750
R2 0.570 0.625 0.539 0.555

Amenity Term log AH
r log AL

r

Log Density 1.218 1.060
R2 0.718 0.739

Notes: This table presents six regressions of calibrated model objects for 1980 on commuting
zone density. The top panel regresses (log) density on the underlying productivity (log Z)
across commuting zones r for four different groups of workers, those in Business Services (N5)
and those in other sectors (O), separately for college-educated (H) and non-college-educated (L)
workers. The bottom panel shows the correlation between location amenities and population
density for college and non-college workers.
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FIGURE OA.3: SECTORAL ORIGINS OF URBAN-BIASED WAGE GROWTH
ACROSS NAICS-2 INDUSTRIES WITH INDUSTRY SIZE ADJUSTMENT
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Notes: This figure shows the share of urban-biased wage growth between 1980 and 2015 ac-
counted for by each NAICS-2 industry using the sizeless growth decomposition shown in
equation OA.1. We compare wage growth between the commuting zones with the highest
population density jointly accounting for 50% and all remaining commuting zones. The figure
uses the Longitudinal Business Database.

FIGURE OA.4: ICT VALUE ADDED SHARES ACROSS NAICS-2 INDUSTRIES
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(a) 1980
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(b) 2015

Custom software
Pre-packaged Software
Hardware

ICT Share of Value Added (% points)

Notes: We show the share of real ICT of value added by industry in 2012 dollars from equation
(12). Data are from the BEA. Prior to 1987, labor share uses data from the QCEW. Proprietary
software refers to BEA codes ENS2 and ENS3, pre-packaged software refers to ENS1, and
hardware to EP1A-EP31. Sectors ordered by contribution to urban-biased growth.
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FIGURE OA.5: COMMUTING ZONE RENT INDEX
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Notes: This figure plots relative rent indexes against commuting zone population density. Mean
rent is normalized to 1. Data are from the US Census and American Community Survey.

FIGURE OA.6: AVERAGE ESTABLISHMENT SIZE ACROSS SPACE
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Notes: This figure plots average establishment size against population density using data from
the 2015 QCEW. The regression coefficient is weighted by commuting zone population.
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FIGURE OA.7: COMMUTING ZONE RENT INDEX IN THE MODEL
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Notes: This figure plots relative rent indexes against commuting zone population density. Mean
rent is normalized to 0.

FIGURE OA.8: AVERAGE ESTABLISHMENT SIZE ACROSS SPACE IN THE
MODEL
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Notes: This figure plots average establishment size against population density in the calibrated
model for both 1980 and 2015.
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FIGURE OA.9: URBAN-BIASED GROWTH – MODEL AND DATA
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Notes: This figure compares the counterfactual wage outcomes across space by sector with the
data. The 1980 data and model are identical by construction.

FIGURE OA.10: FACTOR RATIOS ACROSS THE FIRM-SIZE DISTRIBUTION
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Notes: The left panel plots ICT spending per worker using the 2013 ACES/ICT survey matched
to the LBD from the US Census. The right panel plots the difference in college educated worker
share compared with the firms with under 10 employees in the 1992 Current Population Survey
(CPS) from the US Census.
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TABLE OA.2: WAGE-DENSITY COEFFICIENT IN DATA AND MODEL:
ROBUSTNESS

2015

1980 Data Baseline ζ = 1.4 ζ = 1.1 Fixed Labor

Urban Wage Gradient
Business Services 0.067 0.151 0.133 0.138 0.100 0.056
Other Sectors 0.056 0.068 0.048 0.052 0.038 0.050
Aggregate 0.060 0.099 0.107 0.168 0.062 0.050

Payroll Shares
Business Services 0.155 0.270 0.342 0.563 0.220 0.144
Other Sectors 0.845 0.730 0.658 0.437 0.780 0.856

Employment Shares
Business Services 0.143 0.195 0.166 0.177 0.157 0.150
Other Sectors 0.857 0.805 0.834 0.823 0.843 0.850

Notes: Gradients computed use the ACS/Census for 1980 and 2015, weighting by 1980 popu-
lation shares.
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FIGURE OA.11: WAGE-DENSITY COEFFICIENTS
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(B) Comparing Density Measures - QCEW
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(C) County-Level Data - QCEW
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Notes: This figure shows the wage-density gradient coefficients βt across commuting zone, r, for each year from the regression ln wrt = α + φt +
βt ln densityr + εrt. Panel (D) replicates Ehrlich and Overman (2020) for all years from 1980-2015. The sample covers EU-15 countries and reports
the coefficients βt across regions, r, for each year from the regression ln wrt = α + φt + βt ln employmentr + εrt. ln employmentr refers to the size of the
workforce in region r.
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B. THEORY APPENDIX

B.1 The Baseline Model

We first show how to solve an individual intermediate input firm’s problem
and then derive a set of additional results.

B.1.1 The Firm’s Problem

An individual firm produces with the following production technology:

(
Zrl
y

) σ−1
σ

+

(
Zrk
y1+ε

) σ−1
σ

= 1,

where l denotes labor, k denotes capital, and σ indexes the substitutability of
these factors in production.

We can write the firm’s cost minimization problem:

min
k,l

pk + wl + λ

(
1−

(
Zrl
y

) σ−1
σ

−
(

Zrk
y1+ε

) σ−1
σ

)

The resulting first order conditions are given by:

w = λ
σ− 1

σ

(
Zrl
y

)− 1
σ Zr

y
and p = λ

σ− 1
σ

(
Zrk
y1+ε

)− 1
σ Zr

y1+ε

Plugging the first order conditions back into the cost function:

C = λ
σ− 1

σ

[(
Zrl
y

) σ−1
σ

+

(
Zrk
y1+ε

) σ−1
σ

]
= λ

σ− 1
σ

Combining the expression for the cost function with the first order conditions
for the individual factors yields expressions for factor demands:

(OA.3) l = Cσw−σ

(
y
Zr

)1−σ

and k = Cσ p−σ

(
y1+ε

Zr

)(1−σ)

Next, we define the central object in our analysis, the firm’s cost share of capital:

(OA.4) θr ≡
pk
C

= Cσ−1p1−σ

(
y1+ε

Zr

)(1−σ)
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which satisfies

(OA.5)
θr

1− θr
= wσ−1

r p1−σyε(1−σ).

These factor demands also give rise to an expression for the cost function:

(OA.6) C(y) =

(
w1−σ

r

(
y
Zr

)1−σ

+ p1−σ

(
y1+ε

Zr

)1−σ
) 1

1−σ

The cost function in equation OA.6 is the cost of producing a quantity y given
optimally chosen input quantities. Note how the non-homotheticity (ε 6= 0)
makes the marginal cost curves rise with output.

The final good firm aggregates firm varieties with an elasticity of substitution ι

into a final good for consumers. Standard arguments for CES utility functions
imply that the demand for an individual firm’s output can be written:

y = p−ιPι−1Y ⇒ p = y−
1
ι P

ι−1
ι Y

1
ι ≡ y−

1
ιD

where P is the usual price index and Y is aggregate consumer spending. We let
P be the numeraire, and let D be an index of demand, so that revenue is

py = yy−
1
ιD ≡ yζD,

where ζ = 1− 1/ι ∈ (0, 1).

With an expression for the demand curve in hand, we can write the firm’s profit
maximization problem as follows:

(OA.7) max
y

π (y) = max
y

(
Dyζ − C(y)

)
where we denote the firm’s profit function by π (·). The first order condition
with respect to output is given by:

ζDyζ−1 = (1 + ε)Cσ p1−σZσ−1
r y(1+ε)(1−σ)y−1 + Cσw1−σ

(
y
Zr

)1−σ

y−1

= [(1 + ε)Cθr + C(1− θr)] y−1

= y−1Cεθr + y−1C

But then we have that for the profit-maximizing output quantity the following
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holds:

(OA.8) ζDyζ = C (εθr + 1)

Note that optimal output is only implicitly defined since C and θ are functions
of y. Finally, we present some useful expressions that employ the envelope
theorem

dπr

dwr
= − ∂C

∂wr

Thus we have

dπr

dwr

w
πr

= −
(

p1−σ

(
Zr

y1+ε

)σ−1

+ w1−σ
r

(
Zr

y

)σ−1
) 1

1−σ−1

w1−σ
r

(
Zr

y

)σ−1

/πr

= −
Cσw1−σ

r

(
Zr
y

)σ−1

πr
= −(1− θr)

C
πr

Now from the definition of profit

πr

C
=
Dyζ

C
− 1.

From (OA.8) we have

ζD yζ

C
= εθr + 1,

and so we can write

(OA.9) (1− θr)
C
πr

=
1− θr

1
ζ (εθr + 1)− 1

= ζ
1− θr

εθr + 1− ζ
.

Similarly for the effect of productivity on profit

(OA.10)
dπr

dZr

Zr

πr
=

C
πr

= ζ
1

εθr + 1− ζ
.

B.1.2 Useful Lemmas

Lemma 1. The total derivative of the cost function is given by:

d log C = θrd log p + (1− θr)d log wr + (1 + εθr)d log y− d log Zr
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Proof. Taking the total derivative of equation (OA.6), we obtain:

(1− σ)d log C = (σ− 1)d log Zr

+ (1− σ)θrd log p

+ (1− σ)(1− θr)d log wr

+ [θr(1 + ε)(1− σ) + (1− θr)(1− σ)] d log y

or
d log C = θrd log p + (1− θr)d log wr + (1 + εθr)d log y− d log Zr

Lemma 2. The total derivative of the optimal output equation is given by:

ζd log y = d log C +
εθr

εθr + 1
d log θr − (εθr + 1) d logD

Proof. Taking the total derivative of equation (OA.8), we obtain:

ζ2Dyζd log y + ζDyζd logD = (εθr + 1)Cd log C + Cεθrd log θr

But then we can use the expression for optimal output in (OA.8):

ζC (εθr + 1) d log y + C (εθr + 1) d logD = (εθr + 1)Cd log C + Cεθrd log θr

ζ (εθr + 1) d log y + (εθr + 1) d logD = (εθr + 1) d log C + εθrd log θr

ζd log y + (εθr + 1) d logD = d log C +
εθr

εθr + 1
d log θr

Lemma 3. The total derivative of the capital cost share is given by:

1
(1− θr)(1− σ)

d log θr = εd log y + d log p− d log wr

Proof. Taking the total derivative of equation (OA.5), we obtain:

1
(1− θ)2 dθr =

(
p

wr

)1−σ

yε(1−σ)−1ε(1− σ)dy

+

(
p

wr

)1−σ

yε(1−σ)(1− σ)p−1dp−
(

p
wr

)1−σ

yε(1−σ)(1− σ)w−1
r dwr
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But then:

1
(1− θr)(1− σ)

d log θr = εd log y + d log p− d log wr.

B.1.3 Proof of Proposition 1

We can totally differentiate the free entry condition to find

d log wr =
∂ log π(wr, Zr, p)

∂ log wr
d log wr +

∂ log π(wr, Zr, p)
∂ log Zr

d log Zr

noting that prices p and demand D are constant across locations. Using the
expressions in (OA.9) and (OA.10) we can write

(OA.11)
d log wr

d log Zr
=

ζ
εΘr+1−ζ

1 + ζ 1−Θr
εΘr+1−ζ

=
ζ

(ε− ζ)Θr + 1
,

which is always positive. As such, for given amenities, locations with a higher
productivity Zr will have higher wages wr. Similarly, since the labor supply
curve slopes upward, these locations will have larger populations Lr.

As for capital cost shares θr, combining Lemma 1 and Lemma 2 gives

(ζ − 1−Θrε)d log y = −d log Zr + (1−Θr)d log wr +
Θrε

(1 + Θrε)
d log Θr,

and plugging this into Lemma 3

1
(1−Θr)

d log Θr =
ε(1− σ)

(ζ − 1−Θrε)

[
−d log Zr + (1−Θ)d log wr +

Θrε

(1 + Θrε)
d log Θr

]
− (1− σ)d log wr.

Then using (OA.11) we get[
(1 + Θrε− ζ)

(1−Θr)
− ε(1− σ)Θrε

(1 + Θrε)

]
d log Θr

d log Zr
= ε(1−σ)− (1−σ)[1+ ε− ζ]

ζ

1 + Θr(ε− ζ)

or
d log Θr

d log Zr
=

ε− ζ[1+ε−ζ]
1+Θr(ε−ζ)

(1+Θrε−ζ)
(1−Θr)(1−σ)

− ε2Θr
(1+Θrε)

.
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Note that the denominator is always positive since

1 + Θrε− ζ > 1 > ε2θr

(1−Θr)(1− σ) < 1 < (1 + θrε).

But then we have that the gradient is positive as long as

ε− ζ[1 + ε− ζ]

1 + Θr(ε− ζ)
> 0

which always holds if ε > ζ.

B.1.4 Proof of Proposition 2

Totally differentiating the free entry condition in (10), we find

Edwr =
∂π?

∂wr
dwr +

∂π?

∂p
dp +

∂π?

∂D dD,

which can be written

Edwr = −
C
wr

(1−Θr)dwr −
C
p

Θrdp +
dD
D C(1 + Θrε),

and substituting in the free entry condition yields

(
1
ζ

C (1 + Θrε)− C
)

d log wr = −C(1−Θr)d log wr−CΘd log p+C(1+Θrε)d logD

As a result we have

(OA.12)
d log wr

d log p
= − 1

1
ζ + Θr(

ε
ζ − 1)

(Θr − (1 + Θrε)
d logD
d log p

)

It can be shown that aggregate demand D falls as the capital price rises, so that
log wr is decreasing in log p. It also follows from this expression that log wr is
falling faster in places with higher θ.
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B.1.5 Changes in Aggregate Demand

Similar to before we totally differentiate the free entry condition to obtain:

Ewrd log wr = −C(1−Ω)d log wr + C(1 + Ωε)d logD

We combine the equilibrium expression for maximized profits with the free en-
try condition to obtain:

Ewr =
1
ζ

C [1 + Ωε]− C

Plugging this into the totally differentiated free entry condition, we obtain:

[
1
ζ
(1 + Θrε)−Θr]d log wr = (1 + Θrε)d logD,

which we can re-arrange to yield:

d log wr

d logD =
ζ(1 + Θrε)

(1 + Θrε)− ζΘr
,

which is always positive since ε > ζ. As a result, an increase in aggregate
demand raises wages in all locations, always. Taking the partial derivative of
this expression with respect to the capital cost share yields:

∂
d log wr

d logD /∂Θr =
ζ2

(1 + Θrε− ζΘr)2 > 0,

so that locations with a higher capital cost share see faster wage growth than
locations with smaller capital cost shares.

B.2 The Neoclassical Baseline

In this subsection, we embed a neoclassical production function with capital-
labor complementarity into a regional setting. We show that this setup always
produces wage convergence in response to falling capital prices, at odds with
the recent US experience of regional wage divergence.

Consider an economy with discrete locations indexed by r each host to a rep-
resentative firm producing the same homogeneous good using the following
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technology:

y = Fr(K, L) with σr ≡
d log K/L

d log ∂Fr
∂L / ∂Fr

∂K

< 1.(OA.13)

The homogeneous good is traded freely across locations and all input and out-
put markets are competitive. The price of the final good serves as numeraire.
Capital is produced by a national representative firm that transforms the fi-
nal good at a constant rate Z into capital. As a result, the price of capital is
p = 1/Z . There is a unit mass of workers who supply labor to each region with
an arbitrary labor supply function, such that

Lr = Mr(wr)

with the restriction that ∑r Mr(wr) = 1 for all vectors of regional wages {wr}.
This labor supply function nest the formulation of our model in Section 4, but
permits many more general formulations. Labor markets clear in each location,
and the capital market and final goods market clears nationally.

We now derive equations (7) and (8) in the main text. First, we totally differen-
tiate the production function to obtain:

dy =
∂Fr

∂K
dK +

∂Fr

∂L
dL(OA.14)

Since production is constant returns to scale and the output market is perfectly
competitive, there are zero profits and y = Cr(K, L), so that:

p = Θr
y
K

and wr = (1−Θr)
y
L

,(OA.15)

where Θr = pK/(wrL + pK). Combine this with the first order condition of the
firm,

∂Fr

∂K
= p and

∂Fr

∂L
= wr,

and substitute it into equation OA.14, to obtain:

d log y = Θrd log K + (1−Θr)d log L.(OA.16)
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Now totally differentiate the expression y = C(K, L):

yd log y = pKd log K + pKd log p + wrLd log L + wrLd log wr

Using the definition of the cost shares:

yd log y = Θrd log K + Θrd log p + (1−Θr)d log L + (1−Θr)d log wr

Finally, plugging in equation OA.16 and re-arranging:

d log wr

d log p
= − Θr

1−Θr
(OA.17)

Next, divide the two expressions in equations OA.15:

wr

p
=

1−Θr

Θr

K
L

Now totally differentiate to obtain:

d log
wr

p
= d log

1−Θr

Θr
+ d log

K
L

Finally, re-arranging:

d log Θr
1−Θr

d log wr
p

=
d log K

L
d log wr

p
− 1 = σr − 1

Since capital markets clear nationally, p does not vary in the cross-section of
locations, so that:

d log Θr
1−Θr

d log wr
= σr − 1

and capital cost shares a lower wherever wages are higher, since σr < 1.

Relationship to Model in Section 4. The model presented in Section 4 nests the
neoclassical model presented here as a well-defined limit when the function Fr

is CES (corresponding to the case where ε = 0 and ζ → 1). In particular, note
that when we set ε = 0 and ζ < 1 in equation OA.12 of our theory, we obtain

d log wr

d log p
= − ζΘr

1− ζΘr
,
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additionally sending ζ → 1 recovers expression OA.17 above.

C. DATA CONSTRUCTION

C.1 Defining Commuting Zones

We assign counties to 1990 USDA ERS commuting zones as constructed by Tol-
bert and Sizer (1996). However, there are 11 counties that change or are added
over our time period that we manually assign. We merge these counties with
adjacent counties or their precursor counties. In particular, we combine Federal
Information Processing Standards (FIPS) Codes 12025 with 12086, 08014 with
08013, 51780 with 51083, 30113 with 56029, 02231 with 02282, 02105 with 02282,
02230 with 02282, 02195 with 02280, 02275 with 02280, 02275 with 02280, and
02198 with 02201.44

In general, these are minor adjustments, with only the first three being asso-
ciated with substantial population counts (the first is a subdivision of Miami-
Dade County, the second involves the creation of a new county in the Denver-
Boulder Metro Area, the third involves a minor subdivision of Halifax County,
Virginia). The last seven adjustments all involve a complete reordering of ex-
tremely remote Alaskan commuting zones primarily in the Wrangell area.

We do not use Alaskan or Hawaiian commuting zones in our counterfactual
analysis or model calibration (but include them in the national-level aggregate
statistics for completeness). We are left with 722 commuting zones out of the
741 original USDA ERS commuting zones.

C.2 Price Index Data

Figure 5 relies on the BEA asset prices ”Table 1.5.4. Price Indexes for Gross Do-
mestic Product” from the FRED database available at https://fred.stlouisfed.
org/release/tables?rid=53&eid=14833. All prices are relative to the BLS Con-
sumer Price Index for Urban Consumers (CPI-U), available as FRED series CPI-
AUCSL. We compute annual averages of the price indices for equipment capital
and intellectual property and their sub-components and report them in the two
panels of Figure 5. For the model, we take the ICT price index as the simple
average for ”Information Processing” and ”Software” investment prices for 190

44Combining 30113 with 56029 is the only cross-state merge, attributing remote parts of Yel-
lowstone National Park to Park County, WY. This is also popularly known as the ”Zone of
Death,” where theoretically one could commit any crime up to and including murder without
charge.
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to 2015.

C.3 LBD

In processing the LBD data, we aggregate the administrative, establishment-
level Longitudinal Business Database (LBD) from the US Census Bureau from
1980 to 2015. The underlying LBD reports establishment categories in different
classification systems, starting with the Standard Industrial Classification (SIC)
and then transitioning to the North American Classification System (NAICS) in
1997. The NAICS system has been further updated in subsequent years. We use
Fort and Klimek (2016) to update historical SIC records into consistent NAICS
records.

We trim outlier data, removing establishments without employment or payroll
data, as well as omitting firms with mean worker pay greater than $1,000,000
per year.

We additionally exclude a small number of agricultural establishments. Cov-
erage of NAICS 61 is sparse, as the majority of national employment is in the
public sector, which is not covered by the LBD.

For 2013, we merge the LBD with the the Annual Capital Expenditures Survey
(ACES) and the Information and Communication Technology Survey (ICTS) to
produce spending on ICT at the firm level. We use this to produce firm-level
ICT investments per employee, as in Table 3.

C.4 Census

To construct our ”Census” data set, we combine the 1970, 1980, 1990, and 2000
Decennial Censuses and the 2010 and 2015 American Community Survey files
from Ruggles et al. (2015).

We drop all observations that are not in the labor force, have zero income, are
employed in the government or agriculture, or are missing an industry identi-
fier. We split workers into those with at least a college degree (”college”) and
those without (”non-college”) and those in cognitive non-routine occupations
(CNR) and all others (non-CNR) following Rossi-Hansberg et al. (2019).

We aggregate the data to 722 commuting zones (see Tolbert and Sizer (1996))
covering the entirety of the continental United States. To do this, we use the
crosswalks by Autor and Dorn (2013) to map Census Public Use Microdata
areas (PUMAs) native to the Census files to commuting zones. In 1980, the
crosswalk uses the county groups in the Census data since no PUMA codes are
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available.

We aggregate all our data to 1-digit NAICS sectors which are designed to cap-
ture the principal functional differences between groups of industries. To do
so, we create a crosswalk from the Census industry identifiers to NAICS codes
using the 2000 cross-section of the data that includes both codes.

We define the average wage within a location-sector pair as the ratio of its total
payroll to its total employment, using Census-provided sampling weights.

To construct a household rental price index, we regress the logarithm of house-
hold-level gross rents on the dwelling age, number of rooms, number of bed-
rooms, number of units in the building, and commuting-zone-year fixed ef-
fects, weighting by household sampling weights. The resulting commuting
zone fixed effects serve as the rental price index for each year. We display the
resulting rent price indices for 1980 and 2015 in Figure OA.5.

C.5 QCEW

For some of our aggregate wage, employment, and establishment statistics (such
as Figures 2 and OA.6) , we use the publicly-available BLS Quarterly Census of
Employment and Wages (QCEW). The data cover most of the US workforce
and use unemployment insurance records as the source. We drop observations
located in the synthetic counties designated as ”Overseas Locations,” ”Multi-
county,” ”Out-of-State,” or ”Unknown Or Undefined” and counties with a pri-
vacy disclosure flag.

Prior to 1990, the QCEW uses the SIC industry classification standard. To con-
vert this to the modern NAICS industry standard we again use the Fort and
Klimek (2016) crosswalks to the NAICS 2012 classification for the SIC 1977
codes for data from 1980-1986 and the SIC 1987 codes for 1987-1990. We make
two small adjustments: we classify “SIC 1520” as a non-Business Services in-
dustry and “SIC 9999” (non-classifiable establishments) as a non-Business Ser-
vices industry.

C.6 CPS

The Current Population Survey (CPS) conducted by the US Census Bureau and
the BLS is used to get data on employee characteristics by firm size. We obtain
a cleaned version of this dataset from IPUMS (Ruggles et al. (2015)). Since 1992
the CPS has consistently asked the size of an employer. There are six employer
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sizes, ”<10 employees”, ”10-24”, ”25-99”, ”100-499”, ”500-999”, and ”1000+.”45

We drop workers who worked more than 168 hours in a week and part-time
workers who work less than 30 hours in a ”usual” week. We classify workers
with a bachelor’s degree through a doctorate degree as ”college educated.” All
other workers, including those with an associate’s degree (both academic and
vocational based) are classified as those without a college degree.

For sector of employment, we use an adapted crosswalk of Fort and Klimek
(2016) to map from 1990 SIC codes (which itself deviates from many Census
products) to 2007 1-digit NAICS sector codes.

C.7 CBP

As a robustness exercise, we document the increase in the wage-density gra-
dient in the US Census Bureau’s County Business Patterns (CBP) database in
Figure OA.11.

We perform minimal processing of the data, first aggregating counties to com-
muting zones following Tolbert and Sizer (1996) and then adjusting wages by
CPI-U. Wages are computed as total payroll divided by the number of reported
employees.

We additionally use the 2015 CBP to generate the spatial distribution of estab-
lishments by size in Figure 7. We aggregate the establishment count bins for
locations with ”1-4”, ”5-9”, ”10-19”, and ”20-49” employees to create panel (A)
and ”250-499”, ”500-999”, and ”1000+” employees for panel (B).

C.8 BEA Fixed Asset and Value Added Data

For Figure 6, we use data from the BEA on fixed cost capital stocks (in 2012
dollars) by industry and capital type. We compute the stock of proprietary
software using codes ENS2 and ENS3, pre-packaged software with code ENS1,
and hardware with codes EP1A-EP31. These data have been converted from
SIC codes to consistent BEA-specific NAICS codes that we aggregate into our
1-digit NAICS sectors.

We additionally use data on value added and employee compensation from the
BEA industry accounts. As data on employee compensation are only available
after 1987, for 1980, we use data on employee compensation from the QCEW,
for which we map SIC codes to NAICS codes using Fort and Klimek (2016).

45Data on employer size first started in 1988; however, the first few iteration changed the size
categories of employers. The question reached its current form in 1992, so we use that as the
first year.
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