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Human beings have a remarkable penchant for believing things that are not true. This has always been the case. Ancients believed in nature deities, bloodletting was thought to cure disease for many centuries, and physiognomy, the belief that humans possess the character traits of animals they resemble, fell out of favor only in the late nineteenth century. But there is something new and quite frightening about the current moment. There has always been an optimistic strain in public discourse that has assumed that truth will win out as knowledge and technology advance. After all, modern religions are (arguably) based on less preposterous beliefs than their ancient counterparts, relatively few people in the modern world believe in witchcraft or sorcery, and even science deniers invoke naturalistic explanations for their alternative theories. This optimism was the impetus behind well-intentioned attempts over the past 50 years to increase domain knowledge in areas like science, civics, and economics, with an eye to shaping a more enlightened public (Bodmer, 1985; Miller, 1987; Putnam, 2000). The Internet was promised to be the greatest innovation in this pursuit (Negroponte, 1996, 1998). The massive scale and openness would dramatically increase the flow of information. How could groups possibly maintain demonstrably false beliefs in the face of such information accessibility?

Society is in the midst of a dawning realization that technology is not making things better, and may very well be making them worse. In addition to increasing information accessibility, the Internet has also enabled online segregation and narrow targeting of information to ideologically homogenous groups, much of it deceptive or biased (Rainie & Anderson, 2017). Though the magnitude of the role the Internet plays in creating so-called “filter bubbles” is disputed (Flaxman, Goel, & Rao, 2016), the current epistemic environment is concerning. Science denial is mainstream. Large numbers of the American public maintain beliefs that we could form groups where individuals specialize, with strength in numbers. Rather it was that we could form groups where individuals specialize, mastering certain bits of knowledge, while others master other bits (Sloman & Fernbach, 2017; Stasser, Stewart, & Wittenbaum, 1995; Wegner, 1987). This knowledge sharing allowed us to jointly pursue ever more complex goals through cooperation (Tomasello, 1999). Because of this
development humans were able to build pyramids, cathedrals, and space ships when no one individual knew a fraction of the information necessary to successfully finish such complex endeavors. Our minds evolved not just to be team players, but to participate in a massively distributed knowledge network, a “community of knowledge” (Rabb, Fernbach, & Sloman, 2019).

To illustrate how difficult epistemology is for an individual in a community of knowledge, consider one of the most perplexing phenomena introduced above: Different communities can disagree on “basic facts.” But what is a basic fact? If I ask you how you know the Earth is round you may very well appeal to the basic fact that ships at a distance disappear below the horizon. At a recent meeting of the Flat Earth International Conference, we spoke with an individual who had gone to the beach with a high-powered camera to observe ships in the distance. “If ships disappears over the horizon, why does zooming in bring the ship back into view?” he asked us. We were not convinced by this argument, but we also did not have a good rebuttal. Neither of us knew enough about cameras or light to explain this optical trick.

What this example highlights is that we are almost never in a position to adjudicate the truth or falsity of a proposition on our own. This was a case of the easiest kind of verification for an individual: direct observation. And even here there was dispute. Most of the things we believe are much more difficult to verify and open to alternative interpretations of the evidence. Consider believing that single-payer healthcare will be good for our country, that the Earth is warming, or that President Trump committed impeachable offenses. Coming to a belief is almost always a process that involves a combination of (a little bit) of individual knowledge and (a lot) of knowledge stored elsewhere. We use our own knowledge to make sense of a claim, assess the credibility of the source, and perhaps to do some rudimentary analysis. But we rely on knowledge in the community to do the bulk of the work. What this means is that when we express a belief or attitude we are usually not doing so based on knowledge that resides in our head. We are usually just channeling what our community believes.

Because we do this so naturally, the boundaries between the knowledge that is in our head and what is outside of it are blurry. We often fail to recognize the distinction, feeling as though we ourselves understand issues better than we do just by virtue of participating in a community of knowledge. Merely telling people that experts have explained a new scientific finding—without detailing the explanation itself—causes them to increase self-assessments of their own understanding, as long as the explanation can be accessed (Sloman & Rabb, 2016). Similarly, just having access to knowledge on the Internet makes people feel like they know more than they do, because they confuse the Internet’s knowledge for their own (Fisher, Goddu, & Keil, 2015; Hamilton & Yao, 2018; Ward, 2013). Notably, these effects are not contingent on the beliefs at issue being ideologically important. These effects were observed for things like mundane trivia questions and explanations for everyday phenomena like tornados or zippers. The false confidence cannot be explained by appealing to the social benefits of being a team player. It seems to reflect mere participation in a community of knowledge.

The danger of this elevated confidence is that it can enable us to hold beliefs with more fervor than we ought to given our often shaky understanding. If we feel we understand something we feel justified in holding the view and it’s hard to change our mind because we become less open to new information (Wood & Lynch, 2002). But if that feeling of understanding comes just by virtue of participating in a community that holds a particular view, the view becomes self-reinforcing. This seems to be a key ingredient in some cases of extreme beliefs such as science denial. We found that the most extreme opponents of genetically modified foods and gene therapy reported knowing the most about the topic, but actually knew the least, as measured by a set of general science and issue-specific questions (Fernbach, Light, Scott, Inbar, & Rozin, 2019). Similar findings have been reported for vaccination opposition (Motta, Callaghan, & Sylvester, 2018) and anti-establishment voting (van Prooijen & Krouwel, 2019). In these cases, extremists’ confidence reflects a mismatch between how much they know and how much they think they know.

Clark and Winegard make another astute point when they connect ideological epistemology and sacred values. One role that sacred values framing plays is to amplify the effects we have been discussing. Values framing makes people feel like they have enough knowledge to adjudicate an issue themselves. They don’t need to understand things like the costs and benefits, tradeoffs, uncertainties, or statistical evidence because their position is inherently right or wrong regardless of those things. Indeed, leaders sometimes tactically employ values framing to achieve these effects (Dehghani et al., 2010). The problem is that values framing is often an oversimplification. It can obscure similarities between opposing positions, making it seem like resolution is impossible. We have found that values framing is associated with an increased sense of understanding of an issue, a feeling that an issue is simpler, and also with the belief that compromise is impossible (Sloman & Fernbach, 2017; also see Marietta, 2008).

Our goal in this commentary was to broaden Clark and Winegard’s presentation of the sources of our ideological epistemology. We argue that it is not just about the social value of signaling one’s team spirit, though this clearly plays a role. It is also important to consider our nature as participants in communities of knowledge. Storing knowledge this way has been tremendously successful for the human race, but this success comes at a cost. Our attitudes and beliefs are not our own because we rely so much on knowledge that is not in our heads, and we often fail to recognize where our own knowledge ends and the community’s begins. As a consequence, we usually do not even try to verify most of what we believe. And when we do, the forces that Clark and Winegard discuss—selective exposure to information, the biased assimilation of evidence, the social costs of dissent—push us even more inexorably toward our
group’s positions. As a result, groups achieve consensus on complex issues that individuals themselves do not understand, but at the cost of beliefs that are sometimes extreme or demonstrably false, ideological homogeneity within groups, polarization between groups, and minimal belief updating in the face of counter-evidence. As technology is exploited to weaponize these peculiarities of human cognition, the project of behavioral science is ever more vital to the wellbeing of our society.
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