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Good afternoon, my name is Albert Fox Cahn, and I serve as the Executive Director for the Surveillance Technology Oversight Project (“STOP”). STOP advocates and litigates for New Yorkers’ privacy rights, fighting discriminatory surveillance. I commend the committee and Chairman Koo for today’s hearing; for bringing much-needed attention to the stagnating work of the New York City Automated Decision System (“ADS”) Task Force.

In 2018, I was proud to partner with the City as part of its ADS Task Force, meeting with City leaders, academics, and advocates to shape recommendations for the future role of artificial intelligence in New York City Government. In my initial discussions with the Task Force, I was hopeful that we would leverage this unique opportunity, setting a national model of how to address the role of artificial intelligence and other ADS in government. Sadly, more than halfway through the Task Force’s lifecycle, those hopes are almost completely gone.

**Outreach**
For an entity tasked with promoting transparency, the Task Force itself is alarmingly opaque. Rather than engaging with the public, soliciting input on the ADS questions that impact every single New Yorker, the Task Force hosted a single web page. In my time working with the Task Force, I was never notified about a single public comment. To the extent that public comments were made, whether through 311 or the NYC.gov website, they were never presented to Task Force members during my tenure. More recently, the Task Force has expanded public outreach, but I fear it’s too little, too late.

Given the complexity of ADS, a city-wide outreach and engagement campaign would have been difficult during the full eighteen-month lifecycle of the Task Force, but it’s quite impossible to shoe-horn such efforts into the short remaining time. Additionally, it’s concerning to see the lack of clarity about the purpose of the Task Force’s for a. We still don’t know the extent to which Task Force members will be available for public questions or the extent to which this will be a truly democratic process, versus engagement from hand-picked participants.

**Role of city agencies**
Local Law 49 of 2018 envisioned the Task Force as being independent.¹ That’s why the Council required it to include experts on ADS “fairness, accountability and transparency” and representatives of nonprofits that “represent persons in the city affected by” ADS.² The goal was to create a body of experts who could hold the city’s feet to the fire and challenged agency norms around ADS.

Unfortunately, that does not reflect the composition of the Task Force that we’ve seen in practice. Officially, one-third of the Task Force members are city employees, including representatives from ACS, the NYPD, and DOE. This number does not include unofficial Task Force members, the numerous city staffers who have effectively driven this process from the start, despite having no official position on the Task Force. Rather than being a member-driven undertaking, the Task Force has been repeatedly asked to sign-off on plans and language that were already set by city officials, with limited input from the experts who are meant to control this process.

---


² i.d.
Task Force Management
One example of Task Force members being structurally disempowered is the role of the Jane Family Foundation. The foundation effectively drove the process for much of the first year, despite never being an official, publicly recognized part of the Task Force. The foundation’s role grew from initially providing background briefings to providing proposed language and policy documents for the Task Force to ratify. Increasingly, the foundation was writing a first draft of the Task Force’s report. The foundation’s role drew complaints from numerous Task Force members, so it was eventually phased out, but it’s a telling example of how the role of Task Force members themselves was circumscribed as part of this process.

This organizational structure led to a lack of Task Force member buy-in on key questions that go to the heart of automated decision systems. We should have asked the nationally-recognized experts who sat on the task force to decide how to shape and engage with this process. Instead, they were asked to sign off on proposals put forward by outside groups. Rather than being asked to set the agenda for meetings, Task Force members were often presented with the City’s pre-planned list of agenda items. While Task Force members could always provide feedback, it felt like commentators on the process we were supposed to lead. Unfortunately, this internal dysfunction has come at a cost.

Lack of access to info about relevant city systems
Sadly, the lack of transparency goes even farther. Not only has the city failed to make the Task Force accessible to the public, but it has also failed to make city records accessible to Task Force members themselves. Throughout this process, Task Force members have pushed to learn more about the ADS that New York uses already, but the Mayor’s office has refused. It’s hard to overstate how large an obstacle this presents for the Task Force.

How can we ask Task Force members to build a map to the future if we don’t know where we are today? It’s challenging enough to imagine all the ways that ADS might become a part of city life in the future, but it’s impossible to do so if we don’t know how those systems are already being deployed. Going forward, the Task Force must have a comprehensive listing of ADS deployed around the city, along with the background and context information needed to understand how they impact New Yorkers. Without this information, the Task Force becomes nothing more than an academic exercise.

Losing our lead
At the time I ended my work with the Task Force, nearly a year after its launch, we had yet to reach agreement on the most basic questions about what an ADS. This includes a lack of consensus about what even constitutes an ADS. We had no clear pathway to a consensus on the countless derivative questions that also needed to be addressed, such as the basic regulatory framework for ADS, an effective model of dispute resolution, or way in which our findings would be updated going forward.

Sadly, while our city was initially a leader in the national movement for ADS transparency, we have quickly fallen behind other localities that have engaged in the type of public outreach that is indispensable for the Task Force’s work. Vermont, which created a statewide Artificial Intelligence Task Force five months after New York City, has already engaged in the public outreach that the
city is only now contemplating. The Vermont Task Force has had experts testify at publicly broadcasted hearings, it publicly posts its meeting agendas and minutes, and its Task Force is expected to release a report by this summer, far ahead of our own.

In another case, when the Pennsylvania Sentencing Commission engaged in broad public engagement around the role of ADS in risk assessment. It held public hearings throughout the state, including advocates, people affected by the criminal justice system, researchers, lawyers, and lawmakers. Additionally, when California evaluated its state law, replacing cash bail with risk assessment ADA, advocates provided prolific comments on every aspect of the policy.

Best Practices
In contemplating the Task Force’s recommendations, we must remember that algorithms are not magic. Like all statistical models, they have limitations. New York City should look to some of the best practices found in the private sector, such as “model cards” that explain a model’s methodology and limits. Additionally human training practices are needed to teach decisionmakers how bias (conscious and unconscious) impacts ADS outputs, along with the impact of “automation bias.”

Moreover, we must make sure that our city-wide community engagement primarily targets directly impacted communities. For these New Yorkers, ADS is not an abstraction, but a potentially insurmountable barrier to their next job, their preferred school placement, or even maintaining their freedom. These communities’ voices must be heard if we’re to ensure that ADS are not merely
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7 Model cards explain the training materials, methodology, limitations, known biases, and unknown or untested capacities that the models might harbor. Understanding how narrow the focus of a model is, or whether it includes racial features or racial proxy features like zip Code can impact the decision-making of a human agent involved in reading the output of the algorithm.

8 “Automation bias” is the phenomenon that people presented with an algorithmic prediction will confirm its truth rather than deny it. As we saw in the Boeing 737 case, poor training can result in catastrophic outcomes, especially when the machines and the humans disagree.
transparent, but also just. ADS justice also requires explainability tools with which New Yorkers can understand how they have been impacted by ADS.\textsuperscript{9}

In addition to explainability tools, we must deploy fairness testing that examine ADS for potential bias.\textsuperscript{10} We must agree-upon a metric with which to audit ADS and ensure that biases are not coded into our government.\textsuperscript{11} But algorithmic fairness is not enough, since even a “fair” algorithm will produce discriminatory results when applied to a discriminatory dataset.\textsuperscript{12} While there is no such thing as an “unbiased algorithm”, ongoing and rigorous evaluation can reduce the biases that are unavoidable in any human-designed systems.

**Next Steps**
To make the most of the remaining time, it’s essential that the Task Force give a broad cross-section of the public a meaningful opportunity to voice their concerns. The planned fora should include a chance for New Yorkers to question and speak to members directly. We must better publicize the work done by the Task Force to date, publicizing meeting agendas and summaries. We should empower Task Force members to understand the full range of ADS operating in New York City and how the data from those systems is used. Lastly, the Task Force’s report must memorialize the full range of opinions expressed by members. A document that effectively preserves members’ competing positions is far more helpful than a document that provides us with artificial consensus.

---

\textsuperscript{9} Any particular transaction should be made available through a searchable database that provides explainability metrics for why that decision was the output. This is the only way that humans will be able to appeal machine-made decisions.

\textsuperscript{10} There are more than 50 definitions of fairness, but one of the most prominent is “equality of odds.” This test asks if the algorithm makes equally many errors (false positives and false negatives) on people of one protected group compared to another.

\textsuperscript{11} For example, reducing gender categories to “Male” or “Female” on a driver’s license excludes non-binary individuals from representation. This flattens/simplifies the data, representing individuals more crudely, and thus with less predictive power, something known as the “undersampled majority.”

\textsuperscript{12} An instructive example is predictive policing, which often relies on evidence about past crimes to determine where future crimes will likely occur. Since historic policing data reflects bias against communities of color, which face higher rates of policing and arrests (including false arrests), the product of such predictive policing algorithms is skewed against those same communities. Data collection and labeling must examine and remedy such biases before this data can be used for ADS.