I. Introduction

This report summarizes the current state of local laws governing police use of surveillance technology. An increasing number of state and local municipalities have adopted ordinances which limit or create oversight over the acquisition and use of surveillance technology such as facial recognition software, drones, predictive software, and cellphone tracking. While these ordinances are new, early compliance efforts appear to offer increasing public insight into and municipal control over technologies that many citizens are not aware are even being used in their communities.

Subsequent sections provide a brief overview of local police use of advanced surveillance technology, trends in current local and state laws that limit or regulate the use of surveillance technology by police, and what impact these ordinances have had to date.

II. Background: Local Police Use of Technology

The past few years have seen an explosion in both (a) the application of advanced technologies like artificial intelligence and machine learning in law enforcement contexts as well as (b) increased adoption of such technologies by local police forces. This includes technologies such as facial recognition software, video analytics, social media tracking, predictive policing software, cell phone tracking, drones, and surveillance cameras. This has coincided with a dramatic increase in the market for such technologies. For example, the global facial recognition market was valued at $3.4B USD in 2019 and is expected to expand 14.5% from 2020-2027. Similarly, the video surveillance market is expected to grow from $45.5B USD in 2020 to $74.6B USD by 2025.

The Atlas of Surveillance shows over 6,300 instances of advanced surveillance technology in use by local law enforcement across the United States. This includes everything from body cameras, automated license plate readers, and drones to gunshot detection, predictive policing tools, and facial recognition software. These new technologies are often acquired and used without community input or notice – and can be difficult to uncover even through public record requests. Local police are also increasingly using citizen generated surveillance through applications like Neighbors.

---

As the use of these advanced surveillance technologies has increased, so has criticism based on the lack of transparency and the potential for bias and abuse. This is particularly true for technologies that rely on algorithms. Extensive research has demonstrated bias in both predictive policing and facial recognition software.

These concerns have been amplified recently as law enforcement deployed these technologies against protestors throughout the United States in 2020. Increasingly, community groups, elected officials, and non-profits are calling for insight into and control over how local law enforcement uses such technology. In 2016, the ACLU proposed sample Community Control Over Police Surveillance (CCOPS) legislation, which would give local city councils control over the purchase and use of such technology, as well as additional insight into the contracts between local police departments and the private companies who develop these technologies. This sample legislation has served as a model in many local municipalities. While not all elements have been adopted wholesale, similar types of regulations have been adopted across the United States.

III. Current Law Enforcement Technology Oversight

As of January 2021, at least 25 municipal government entities have passed legislation governing law enforcement’s use of new technology. Of these, 13 have included targeted bans on the use facial

---
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recognition software and have included more general regulations over the acquisition or use of new technology by local law enforcement. Each of these laws provides some degree of insight into the impact of local control over law enforcement’s use of advanced surveillance technologies.


a. Facial Recognition Bans

In 2019, San Francisco became the first city to ban the use of facial recognition technology by local law enforcement. Eleven cities and one state have since followed suit, with legislation being introduced in Congress to limit federal use of facial recognition technology.\(^{13}\) While some jurisdictions have passed standalone facial recognition legislation, San Francisco enacted its facial recognition law as a component of a broader CCOPS law. In 2020, 19 state legislatures considered regulations limiting the use of biometrics, like facial recognition software, by law enforcement.\(^{14}\) While there has been extensive media coverage of the adoption of these laws, many are not full bans. As outlined below, most allow for an exception when information obtained through facial recognition software is shared by a third party, such as the federal government or private businesses. This exception has drawn expanded public criticism from civil rights groups and civil society organizations, with some noting the danger that the use of such third-party facial recognition exceptions could become routine.\(^{15}\) The majority of these regulations went into effect within the last twelve months. Required reporting on their use and impact, and potential litigation where private rights of action are allowed, is still forthcoming.

Local governments in California and Massachusetts have been particularly active in passing bans on the use of facial recognition technology. In California, four municipalities have banned the use of facial recognition technology. The Berkeley Chief of Police specifically highlighted this policy in a special order, noting that the use of Clearview (a private provider of such technology) was prohibited by the ordinance.\(^{16}\) Many California municipalizes ban the use of facial recognition technology but allow for the use of information obtained from such technology if it is shared, unsolicited, by a third party and it relates to the investigation of a specific crime. Several California municipalities also require some sort of reporting regarding the information obtained from facial recognition technology. However, as many of these ordinances were passed in 2019, information regarding the use of such technology or receipt of information created by facial recognition technology was not included in the reports produced so far.\(^{17}\)


In Massachusetts, six municipalities have passed various degrees of bans on facial recognition technology. Many of these ordinances go further than those in California, and specifically call for the exclusion of evidence obtained in violation of these policies. In December 2020, the Massachusetts state legislature passed a bill which, if signed by the governor, will make it unlawful for any public agency in the state to use facial recognition technology or “any computer software that performs . . . remote biometric recognition.” However, this measure was later amended and severely curtailed by the Governor. Like the local ordinances in Massachusetts, the law further prevents any information obtained in violation of the law from being used in a judicial proceeding. However, the revised law allows for the use of facial recognition technology under many circumstances. Police may request the Massachusetts registrar of motor vehicles perform a facial recognition search, subject to a warrant or a sworn statement as to the necessity of such search in an emergency, and the registrar of motor vehicles must publish an annual report containing the total number of facial recognition searches conducted on behalf of the police both pursuant to a warrant or in an emergency. However, like many of the local laws in California and elsewhere, this law also makes an exception for receiving third-party facial recognition evidence as long as it was not knowingly solicited.

Outside of these two states, only a few other municipalities have implemented facial recognition bans. Both Portland, Oregon and Portland, Maine allow for a private right of action for violation of their laws, with Portland, Maine providing for penalties up to $1,000 plus attorney’s fees for a violation of the regulation. Portland, Oregon allows for citizens harmed by a violation of this ordinance to bring a legal proceeding after giving notice to the City and allowing 30 days to cure the violation. They also require reporting on the current use of facial recognition technology. In December 2020, New Orleans City Council also passed a law banning police use of facial recognition technology as well as predictive policing technology, cell-cite simulators, and characteristic recognition and tracking software. This legislation was pared down from the original version, which would have created comprehensive approval and a reporting process for the use of surveillance technology in the city.

While the current law passed without these elements, it does still require the police to designate a Data Protection Officer to ensure compliance.

---
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Table 1: Facial Recognition Ban Local Ordinances

<table>
<thead>
<tr>
<th>Location/Entity</th>
<th>Ban on use of facial recognition software</th>
<th>Exception for information received from third parties</th>
<th>Facial Recognition Reporting required</th>
<th>Private Right of Action</th>
<th>Evidentiary Exclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alameda, CA</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Berkeley, CA</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>San Francisco, CA</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Boston, MA</td>
<td>X</td>
<td>X</td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Brookline, MA</td>
<td>X</td>
<td></td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Cambridge, MA</td>
<td>X</td>
<td>X</td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Northampton, MA</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Somerville, MA</td>
<td>X</td>
<td></td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Springfield, MA</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Massachusetts</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>New Orleans, LA</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Portland, ME</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Portland, OR</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td>X</td>
</tr>
</tbody>
</table>

While not a ban, Washington state’s regulation concerning the use of facial recognition software requires public notice, at least three community meetings, and the creation of accountability reports before such technology can be adopted by a public agency. The law further requires a warrant to use such technology and limits when and how it can be used by law enforcement, such as prohibiting its use based on sketches or its use as the sole basis to establish probable cause.

b. Acquisition and Use Regulation

As of December 2020, fourteen local governments and one regional government entity have passed legislation regulating the acquisition and use of surveillance technology. The following Table outlines the common elements of acquisition and use regulation municipalities have enacted to date:

Table 2: Surveillance Technology Acquisition and Use Ordinances

<table>
<thead>
<tr>
<th>Location/Entity</th>
<th>Acquisition Approval</th>
<th>Annual Reports</th>
<th>Use Policy</th>
<th>NDA Ban</th>
<th>Private Right of Action</th>
</tr>
</thead>
<tbody>
<tr>
<td>BART system, CA</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Berkeley, CA</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Davis, CA</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Oakland, CA</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
</tbody>
</table>

---

The vast majority of these ordinances require approval of specific surveillance technologies by the city council or another municipal body. Before adopting a new technology, police departments must submit reports with detailed information about how the technology works, how they intend to use it, and the potential impact on citizens. They are also often required to create and submit use policies as well as annual reports pertaining to any approved technology. These reports are typically required to be made publicly available and are often discussed in public meetings. Each of these provisions not only helps ensure oversight over the acquisition and use of advanced technologies, but also provides citizens with much needed transparency into the technology being deployed in their communities – and an opportunity to voice their support or opposition.

While ten municipalities allow individual citizens to sue for a violation of these ordinances, this right is typically limited and only comes into effect after notice of the violation is provided to local government and some period of time is allowed to cure the violation. Even less common are requirements to ban the use of non-disclosure agreements (NDAs) with private vendors. The majority of this technology is sold to local governments by private companies, which often require NDAs covering various aspects of the technology such as the data used in the creation of the tool. This can become problematic when defendants attempt to question the accuracy of a given tool in court.27

IV. Compliance and Impact

As previously noted, both facial recognition bans and more general law enforcement surveillance technology use regulations are relatively new. While many municipalities require approval, public notice and use policies, and annual reporting – these requirements have not yet taken effect. However, for the ordinances that have been in place long enough for reporting and public disclosure to have begun, they appear to have – at least initially – driven increased transparency about and control over local law enforcement use of surveillance technology.

For example, the Bay Area Rapid Transit (BART) system ordinance requires both public notice of a Surveillance Impact Report and draft Surveillance Use Policy before discussion for approval at the board meeting. The process has been followed, with notice and proper documentation made available to the public before the April 25, 2019 and October 24, 2019 board meetings where surveillance technology was discussed and approved. Additionally, the BART 2020 Annual Surveillance Report covers the initial period through June 30, 2020, and reviews the seven specific surveillance technologies in use by BART.

Similarly, Oakland has reviewed and approved the use of seven technologies, all of which now have publicly available use policies and anticipated impact reports. The use of each technology is discussed in detail at monthly meetings of the Privacy Advisory Commission, and use policies have not been adopted without question. For example, at the February 6, 2020 meeting the commission questioned and requested amendments to the Drone Exigent Use Report due to perceived violations of the ordinance, and referred the Impact Report and proposed Use Policy for the same technology to a special committee for additional review due to concerns about the use of the technology against large crowds. The committee has also rejected reports for lacking detail and transparency. After debates at three different Privacy Advisory Committee meetings, in December 2020 the Oakland City Council approved the Oakland police department drone surveillance policy and use. However, the purchase of drones was limited to those with capabilities allowed in the use policy, and the police department cannot use city funds to purchase any drone devices. At this same meeting, the City Council banned the police use of biometric surveillance and predictive policing technology.

Similar to Oakland, Cambridge’s ordinance requires city council approval for any new surveillance technology. Meeting notes do not contain as extended debates as those in Oakland, however the

Annual Surveillance Reports and Surveillance Technology Surveillance Impact Reports submitted to city council for approval contain extensive detail on technologies used by the city. The second annual report was released on February 28, 2020, and contains 62 pages covering the use of surveillance technology across 23 city departments and over 40 technologies.\(^{37}\) In the time period covered by the report, the police department reported using 26 different technologies ranging from GPS tracking devices to Shotspotter\(^{38}\). For each technology covered, the report contains information on data sharing, complaints, violations of the Surveillance Use Policy, and disproportionate community impact. The technologies in this report are currently under consideration for approval, with the Cambridge City Council Public Safety Committee requesting additional data about several of the technologies after debating their efficacy at an October 2020 meeting.\(^{39}\) Of note, they have requested:

"Shotspotter (broken down by year): number of gunshots reported through ShotSpotter, average response time, resulting arrests, resulting gunshot victims treated, number of gunshots reported by people across the city, number of gunshots reported by people in the ShotSpotter area, gunshots reported by people but not by ShotSpotter in the ShotSpotter area, data retention policies, data on difference in response times between shots reported by Shotspotter and shots reported by humans and data on location pinpoint accuracy; BRIC: Federal agencies that have access to BRIC information, data retention policies; COPLINK: Federal agencies that have access to BRIC information, data retention policies; and any other information that may be deemed helpful and informative to the Council in executing its duties with regard to the Surveillance Ordinance."

In addition to annual use reporting, municipalities also require the public disclosure of use policies. Several also open either board meetings or city council meetings to open discussion of these policies. As the most recent law as of publication, drafts of the New York police department use policies are posted and open for public comment through February 25, 2021\(^ {40}\) – although no public meetings have been scheduled. At a minimum, these required public disclosures allow local government officials, citizens, and civil society greater insight into the use of surveillance technologies. And where the use of such technology is publicly disclosed, law enforcement has been pushed for greater accountability. However, the full impact of these laws remains to be seen – especially relating to future civil action.

V. Conclusion

Our findings demonstrate accelerating local and state adoption of CCOPS ordinances across the country and a particular focus on facial recognition bans. While adoption has been geographically focused in California and Massachusetts, the trend is truly national in scope, reaching far beyond these two states. There is significant reason for optimism that these ordinances will become a national norm,


\(^{38}\) Shotspotter technology is used by law enforcement to detect gunfire through sensors and artificial intelligence. https://www.shotspotter.com/


but there is also significant reason for concern that the legislation will not have the entirety of its desired impact.

For facial recognition bans, there is significant risk that the ongoing expansion of private sector facial recognition will dilute the impact of state and local bans. If businesses and members of the public increasingly provide facial recognition evidence to law enforcement at the commencement of an investigation, it could drive police use of facial recognition above pre-ban levels. This pattern has already been documented with large chain retailers, but it could also expand to artificial intelligence-enabled home surveillance products. For those jurisdictions that continue to allow unregulated private-sector use of facial recognition, more must be done to understand and regulate the use of this data by police.

With CCOPS ordinances, there is also reason for concern about the scope of oversight and impact. Many jurisdictions fail to make CCOPS materials readily available to the public, undermining public engagement in the oversight process. Other jurisdictions submit opaque or boiler-plate responses, hiding the details needed for meaningful public engagement. Also, CCOPS often requires sustained investment from civil society to leverage the information provided by localities to advance underlying policy goals.

As CCOPS ordinances require secondary action by the public to have their desired effect (e.g., elimination of invasive tools), they will take additional time to fully evaluate. This preliminary analysis demonstrates that further research will be needed as CCOPS ordinances continue in operation, examining if surveillance transparency leads to increased accountability and reduced surveillance activity.41
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