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ABSTRACT
We are interested in increasing comprehension of how students understand big-O analysis. We conducted a qualitative analysis of interviews with two undergraduate students to identify sources of difficulty within the topic of big-O. This demonstrates the existence of various difficulties, which contribute to the sparse research on students’ understanding of pedagogy. The students involved in the study have only minimal experience with big-O analysis, discussed within the first two introductory computer science classes. During these hour-long interviews, the students were asked to analyze code or a paragraph to find the runtime of the algorithm involved and invited students to write code that would in a certain runtime. From these interactions, we conclude that students that have difficulties with big-O could be having trouble with the mathematical function used in the analysis and/or the techniques they used to solve the problem.
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1. INTRODUCTION

Big-O is used in computer science to estimate the upper-bound of an algorithm’s runtime [5]. We assume that big-O is important to students’ ability to write efficient code and habitually consider the efficiency of their code. However, from our experience students appear to have a fair share of difficulty with this subject. Big-O has been shown to be the most difficult topic at a college level [9]. However, it’s also seen as the least relevant topic at this level, and thus does not get all of the attention it deserves in terms of figuring out why it is difficult [9].

We created an interview protocol designed to investigate students’ understanding of big-O analysis. During the interview the students were asked to analyze code or a paragraph to find the runtime of the algorithm involved and invited students to write code that would run in a certain runtime. Afterwards their answers and actions were qualitatively analyzed in order to gain insight into their understanding of big-O.

From the analysis, we conjecture that two things work together to affect a student’s understanding of big-O analysis: the mathematical function used in the big-O analysis and the technique the student uses to find the solution to the problem, be it plug-and-chug or reductive thinking.

In terms of the mathematical function, students seemed to have different experiences in solving a big-O analysis problem depending on what mathematical function was involved, such as $\log(n)$ or $n^2$. This was most evident when the student was asked to write a function that ran with a certain big-O runtime.

Additionally, there were various techniques the student used to find a big-O runtime, some of which produced more correct answers for a student than others. In some cases, students would plug in values into the algorithm and then try to extrapolate the runtime from the number of steps the algorithm took to produce the return value. In other cases, students had an easier time with a problem when they could determine a characteristic in the algorithm that they had seen before, such as a certain recursive pattern, and associate it with a certain runtime.

The data suggests that the mathematical function and the technique used in solving the problem are connected, since the technique that a student uses may produce a wrong answer depending on the mathematical function that is involved. For example, for some students it is much easier to detect a polynomial pattern than a logarithmic pattern.

This study takes the first step towards understanding how students reason about big-O. Although only a few examples are provided, these examples of how big-O is difficult can still make a difference in the pedagogy of this topic. Furthermore, this research can easily be expanded to explore more areas of big-O that students have trouble with.
2. PREVIOUS RESEARCH

Previous studies have focused on teaching big-O analysis, including teaching strategies [1,2,3,7,10,13], homework [8,9], and labs [7]. However, these are heavily focused on the teacher, since the teacher teaches the material and they create, assign, and grade the assignments. This means that this research has heavily emphasized how the teacher understands big-O and how they try to transfer that knowledge to students. We have strategies for teaching big-O, but need to understand why the topic is difficult for the students.

Various research has been done on different learning strategies, with the end goal being to motivate students more [13] or to help students understand the material more [1,2,3,7,8,9,10]. These papers look at different ways to teach and learn about big-O [1,3,13], different ways to analyze big-O [2,8], and different activities to do boost understanding of big-O [7,9]. These approaches can be offered up as solutions for students having trouble with big-O analysis. Some of these techniques demonstrated great effectiveness, but it is not possible to know what aspects of these techniques are necessary or how to adapt these techniques to various contexts. This led us look into where students have trouble with big-O analysis. This might, in turn, help to craft a more effective solution, catered to the students’ needs.

Despite the presence of various teaching strategies, it is commonly acknowledged that students struggle with abstract concepts in computer science [3,10,12]. However, these studies do not present hypotheses regarding why students struggle. More often, brief explanations are given saying:

- big-O is “hard to grasp” [10], or
- the “difficulty stems from the complexity of the abstract notions involved and the required mathematical background” [3], or
- the topic is theoretically different than other topics covered in other computer science courses and students failing “to appreciate the relevance of the material due to its theoretical nature.” [12].

None of the reasons why big-O might be difficult are justified by an investigation [3,10,12].

This work expands concepts discussed in these works by formalizing where students are having difficulty with big-O analysis. This work can address some areas that these works did not, such as specifically focusing on the difficult aspects of big-O analysis for students and why those are the difficult ones.

3. METHODS

3.1 Data Collection Methods

We interviewed two students who had taken both Introduction to Computer Science and Principles of Computer Sciences\(^1\) and had been introduced to the concept of big-O

\(^1\)One student had taken only one college computer science class before, but it covered the material from both of these classes.
The interviewer started by asking the students introductory questions, such as what big-O means, to get a sense of their overall understanding of big-O analysis. Then they were asked six big-O questions. They were asked two questions where the participant was asked to analyze a code sample and determine the big-O runtime, two questions that asked the participant to analyze an algorithm described by a scenario and determine the big-O runtime, and two questions that invited the participant to write a function that would run within a certain runtime. If done correctly, the solutions involved two logarithmic runtimes, two polynomial runtimes, one linear runtime, and one constant runtime. The participants were given simple instructions, only asking them what the runtime is or to write a function.

During the interview, if the student came to a certain answer, the interviewer would not tell them if it was right or wrong but instead ask the student to walk through their thought process and try to justify their answer. If a student was stuck, the interviewer tried to ask them about any understanding they might have of the problem, which usually helped. For example, the student would be asked to consider what problems they had seen like this one before. Sometimes the student would be asked to consider what problems they had seen like this one before. Sometimes the student would either not talk through their thought process or would skip explaining a step, in which case they would be asked to walk the interviewer through that part again.

3.2 Data Analysis Methods

We used a grounded approach to analyze the interviews [4,6], which involved the creation of analytic memos, content logs, and selected transcripts.

3.2.1 Analytic Memos

This analytic process began with creating analytic memos in which the interviewer’s reactions and notable patterns from the interview were documented. This type of memo is common in grounded analyses to aid in later data analysis and to document insights and interpretations of the interviewer, which may be relevant to the analysis, but are not easily recreated.

In these analytic memos, the interviewer noted that both students had difficulty with logarithmic runtimes. They both hesitated on the logarithmic problems, and both answered these questions incorrectly. Before additional data analysis, the interviewer developed the hypothesis that students’ trouble with big-O may actually be a problem with logarithms.

3.2.2 Content Logs

After each interview, the interviewer watched the video recording of the interview and created content logs [6] documenting significant events within the interview. These content logs helped to determine which portion of the interviews to focus on in later analysis. Rather than just documenting events, these content logs are part of the process of analysis and interpretation.
Logarithms recurred as a theme of interest in creating the content logs due to the depth of answers students provided regarding logarithms. In delineating each question and answer in the interview we observed that students tended to spend more time on the logarithms than on other questions.

3.2.3 Selected Transcripts

The interviewer selected pieces of the interview to focus on, based on their interpretation of the content logs. Only one of the students, Ethan (a pseudonym), was chosen to be analyzed, and only a small portion of his interview when he talked freely about his understanding of big-O analysis and logarithm was analyzed. The monologue was narrowed down further by coming up with main points that the student was making, and choosing portions of the transcript that best exemplified those points.

We chose to analyze this student and this section of his interview because they appeared fruitful in terms of gaining a candid perspective on the how the student reasons about big-O.

4. PROBLEM DESCRIPTION

During the section of interview the analysis focuses on, the student is working on a problem where he is told to write a function that runs in \( O(\log(n)) \) time. This question was written as simply as possible:

Please write an algorithm that runs in \( O(\log(n)) \) time.

This problem has endless solutions. For example, this problem could be solved by writing a binary search function.

5. ANALYSIS

In the analysis we focus on portions of an explanation Ethan gave for why he feels he does not understand big-O analysis. This was during the second attempt of a problem that asked him to write a function that runs in \( O(\log(n)) \) time. He initially passed on the problem, but since we had extra time during the interview he chose to reconsider it. He worked towards a solution to the problem while he was mentioning what parts of big-O were hard for him.

From this discussion, we develop the idea that difficulty with big-O derives from two sections of understanding: the mathematical function in the analysis and the technique used to solve the analysis, be it the plug-and-chug or reductive thinking techniques.

Table 1 shows the definitions of terms used in the analysis. The relationship between these terms will be discussed later on.
Table 1. A list of terms with definitions

<table>
<thead>
<tr>
<th>Term</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reductive thinking</td>
<td>This is a technique where a student transforms a problem “into a simpler problem (not problems) for which a solution is already known, and constructing, or deducing, the solution to the original problem based on the solutions to the reduced problems” [1].</td>
</tr>
<tr>
<td>Plug-and-chug</td>
<td>This is a technique where a student plugs in an appropriate input into an algorithm and computes what the algorithm will return, keeping in mind the number of steps the algorithm takes. Usually this is repeated multiple times, after which the student will formulate a solution for the runtime of the algorithm based on the relationship between the input and how many steps the algorithm ran for.</td>
</tr>
<tr>
<td>Solution technique</td>
<td>This is the technique the student used to solve the big-O analysis problem. This contains both the reductive thinking technique and the plug-and-chug technique.</td>
</tr>
<tr>
<td>Mathematical function</td>
<td>This is the mathematical function used in the big-O analysis. ( \log(n) ) would be the mathematical function in an algorithm that has a runtime of ( O(\log(n)) ).</td>
</tr>
</tbody>
</table>

5.1 Episode One

5.1.1 Summary

In this episode, Ethan provides evidence of having difficulty with the mathematical function. This is Ethan’s first mention of logarithms during this portion of the interview, and he mentions them with a negative connotation. He describes his difficulty as that logs are much harder to grasp conceptually than polynomials.

5.1.2 Data

01 Logs, they’re always involving logs.
02 Logs are like the least friendly thing.
03 Like, with you know \textbf{n squared I could easily point to life} and say that’s an example of something being squared, but
04 a \textbf{log} is really \textbf{less tangible}, you know?
05 like, and even like trig functions, like sine, cosine, tangent, you can say ‘Oh, triangles.’
06 Like uh I don’t know log and uh
07 also I think part of it is just me.
5.1.3 Analysis

From the transcript presented above, it can be concluded that Ethan can have different levels of difficulty with different mathematical functions. This can be deduced from his differentiation in difficulty between squares and logs. He sees logs as “the least friendly thing” and “less tangible.” This helps to provide context for why Ethan initially did not answer the logarithmic runtime problem, since he could tell from the problem statement what mathematical function it involved and he knew that he did not completely understand that function.

5.2 Episode Two

5.2.1 Summary

In this episode, Ethan provides evidence for difficulty with the plug-and-chug solution technique. Ethan discusses his technique for solving big-O problems. This technique involves plugging in a “tangible” input to the function and then reasoning the output into “variable form.” While using this technique to solve problems earlier in the interview, he occasionally came up with incorrect answers.

5.2.2 Data

01 Um at least it helps me
02 when I put the number six in there and
03 see, actually sort of count it and
04 reason it in my head with a tangible number and
05 then put it in variable form.

5.2.3 Analysis

Ethan’s plug-and-chug technique for solving the problem may lead to difficulties in understanding the problem. He feels a sense of comfort, expressed in line one of this episode, with using this technique. He likes it because it uses “a tangible number.” This is connected to the idea of having difficulties with mathematical functions. This is because plugging a number into a coded function can be more or less helpful in the big-O analysis depending on the mathematical function. For example, it may be easier to notice a number being squared than a number that has the log taken of it. However, just because a student understands a mathematical function does not imply that the student also has a valid and dependable technique for solving for the runtime. In other words, even if Ethan understood logarithms, his chosen technique for solving a problem might still give him difficulties with the runtime analysis.

5.3 Episode Three

5.3.1 Summary

In this final episode, Ethan provides evidence for the reductive thinking aspect of difficulty with big-O. Ethan mentions the relation of big-O analyses to certain programming problems, and his current understanding of those connections.
5.3.2 Data

I know loops and recursion and stuff has n attached to them, but I don’t know how to mix and match them, and I don’t know what corresponds with what and what logs correspond to. I know there’s some type of correspondence between a type of programming thing and logs, or whatever.

5.3.3 Analysis

Ethan desires a connection between the abstract (big-O analysis) and the concrete (algorithms, structures, etc.). He recognizes that certain programming structures or algorithms have certain runtimes, expressed in line one of this episode. However, he does not know all of these connections, and admits as much for logs in line four. We see this as a reference to reductive reasoning, where Ethan is searching for a connection to a previous, perhaps simpler, problem that he has seen before in order to solve the one he is faced with. Since this is the runtime he has specifically mentioned having trouble with, not having that concrete connection could be hurting his understanding. This, like the plug-and-chug technique, also ties back to the mathematical function involved in the analysis. It might be harder for a student to use reductive thinking with certain math functions because the latter may have made the former harder to conceptualize and remember, and thus harder to recall. However, again, this concept is separate from the mathematical function since the student could still have problems with reductive thinking even if they completely understand the mathematical function used in the correct answer. In other words, a student could plausibly understand logarithms in a math context but not relate logarithms to inherently binary structures in a computer science context.

5.4 Analysis Summary

Ethan’s interview led us to hypothesize about two possible areas that students could have difficulty in when learning big-O analysis. We are led to this conclusion through Ethan’s discussions of tangibleness (leading to the plug-and-chug technique) and correspondence (the reductive thinking technique), which point to key parts of big-O analysis that, if misunderstood, could increase the difficulty of runtime analysis from the student’s perspective. Ethan’s dislike of logarithms carried through all of these areas, but that does not imply that the mathematical function and the solution technique are one and the same in terms of difficulty. The mathematical function interacts with the solution technique, including plug-and-chug and reductive thinking techniques, to create difficulty with big-O analysis, as seen in Figure 1.
6. CONCLUSION

In this work, we try to understand how students understand this topic in order to work towards the goal of improving big-O analysis pedagogy.

This study offers suggestions as to where students struggle with big-O analysis. This is in contrast to previous studies that frequently look more at the solution to students having trouble than understanding the source of the problem. This study begins by being open to the idea that students could have trouble with any aspect of the process, including the mathematical function, the programmed function, the theory behind big-O analysis, etc. Properly pinpointing the problem(s) could help formulate ways to help the students having trouble.

We draw the idea that students can have trouble with big-O analysis for two possible reasons: the mathematical function that is used in the problem or the solution technique the students uses to solve the problem. These are connected since “harder” mathematical functions may be more difficult to find with certain solution techniques. For example, a student may have a more difficult time using their technique when the answer is $O(\log(n))$, since logarithms can produce a pattern that some students do not properly recognize.

We qualitatively analyze the results from a segment of interview with Ethan, who describes his trouble with logarithms because they are “less tangible” and “the least friendly things” to him. He also goes on to talk about how plugging in a number makes it more tangible, and thus easier, for him. This is an example of having trouble with the mathematical function, and how that relates to the technique the student uses. Finally, he mentions the idea of correspondence between the analysis and a “programming thing”, which we use the term “reductive thinking”[1] and put it in the category of how a student

![Figure 1. Relationship between different aspects of solving a big-O analysis problem.](image-url)
may go about solving the problem. These analyses of the interview with Ethan led to our current hypothesis that both the mathematical function and the technique used in solving the problem are connected and both could contribute to difficulties students have with big-O analysis.

7. FUTURE WORK

We hope to continue this research by interviewing more undergraduate students to get a more defined sense of students’ understanding of big-O analysis. We will qualitatively analyze these interviews, from which we will either strengthen the current argument for the breakdown of big-O understanding, or reformulate it accordingly.

We are also interested in interviewing more experienced computer science students and ask them about their understanding of big-O analysis. If the students remember having trouble and remember what helped them that could be fruitful in better understanding how students’ understand big-O analysis.

From the findings from all the interviews, we want to create a plan of action for professors in teaching big-O analysis and for tutors in helping students understand the topic. For the former, this would entail a description of how students become confused while learning big-O, as well as techniques that may better assist the students in learning the material. For the latter, this could include a flowchart detailing where students have difficulty with big-O analysis and steps the tutor could take to remedy that difficulty.
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