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Figure 1: We introduce HoloPose, a method for holistic monocular 3D body reconstruction in-the-wild. We start with an accurate, part-based estimate of 3D model parameters $\theta$, and decoupled, FCN-based estimates of DensePose, 2D and 3D joints. We then efficiently optimize a misalignment loss $L_{total}(\theta)$ between the top-down 3D model predictions to the bottom-up pose estimates, thereby largely improving alignment. The 3D model estimation and iterative fitting steps are efficiently implemented as network layers, facilitating multi-person 3D pose estimation in-the-wild at more than 10 frames per second.

1. Introduction

We introduce HoloPose, a method for holistic monocular 3D human body reconstruction. We introduce a part-based model for 3D model parameter regression that allows our method to operate in-the-wild, handling severe occlusions and large pose variation. We further train a multi-task network comprising 2D, 3D and Dense Pose estimation to drive the 3D reconstruction task. For this we introduce an iterative refinement method that aligns the model-based 3D estimates of 2D/3D joint positions and DensePose with their image-based counterparts delivered by CNNs, achieving both model-based, global consistency and high spatial accuracy thanks to the bottom-up CNN processing. We validate our contributions on challenging benchmarks, showing that our method allows us to get both accurate joint and 3D surface estimates, while operating at more than 10fps in-the-wild.

This work is originally published in CVPR 2019 and will also be presented as a real-time live demonstration.

2. Methods

2.1. Shape Prior for 3D Human Reconstruction

Mixture-of-Experts Rotation Prior: We parameterize the human body using the Skinned Multi-Person Linear (SMPL) model [7]. Apart from defining a prior on the shape given the model parameters, we propose here to enforce a prior on the model parameters themselves.

We argue that a simple and tight prior can be constructed by explicitly forcing the prediction to lie on the manifold of plausible shapes. We propose a simple ‘mixture-of-experts’ angle regression layer that has a simple and effective prior on angles baked into its expression. We start by using the data collected by [1] of joint angle recordings as humans stretch. These are expected to cover sufficiently well the space of possible joint angles. For each body joint we represent rotations as Euler angles, $\theta$, and compute $K$ rotation clusters $\theta_1, \ldots, \theta_K$ via K-Means. These clusters provide us with a set of representative angle values. We allow our system to predict any rotation value within the convex hull of these clusters by using a softmax-weighted combination of the clusters. In particular, the Euler rotation $\Theta^i$ for the $i$’th body joint is computed as:

$$\theta^i = \frac{\sum_{k=1}^{K} \exp(w_k) \theta_K}{\sum_{k=1}^{K} \exp(w_k)}$$

(1)

where $w_k$ are real-valued inputs to this layer.

Cartesian surface parametrization We have found it advantageous to reparametrize the body surface with a locally cartesian coordinate system. This allows us to replace this...
tedious process with bilinear interpolation and use a Spatial Transformer Layer [4] to efficiently handle large numbers of points. In particular, we use a 32 × 32 grid within each of the 24 body parts used in [2] which means that rather than the 6890 3D vertices of SMPL we now have 24 tensors of size 32 × 32 × 3. We also sample the model eigenshapes on the same grid and express the shape synthesis equations in terms of the resulting tensors. We further identify UV-part combinations that do not correspond to any mesh vertex and ignore UV points that map there.

2.2. Part-Based 3D Body Reconstruction

We extract localized features around human joints. The position where we extract features co-varies with joint position. The features are therefore invariant to translation by design and can focus on local patterns that better reveal the underlying 3D geometry. As shown in Fig. 2, we obtain features as a result of a deconvolution network and pool features at visible joint locations via bilinear interpolation.

We use a part-based variant of Eq. 1, where we pool information from \( N(i) \), the neighborhood of joint \( i \) corresponding to the angle \( \theta^i \):

\[
\theta^i = \sum_{k=1}^{K} \sum_{j \in N(i)} \exp(w_{k,j}^i)\theta_k, \quad \sum_{k=1}^{K} \sum_{j \in N(i)} \exp(w_{k,j}^i).
\]

As in Eq. 1 we perform an arg-soft-max operation over angle clusters, but fuse information from multiple 2D joints: \( w_{k,j}^i \) indicates the score that 2D joint \( j \) assigns to cluster \( k \) for the \( i \)-th model parameter, \( \theta^i \). The neighborhood of \( i \) is constructed offline, by inspecting which model parameters directly influence human 2D joints, based on kinematic tree dependencies. Joints are found in the image by taking the maximum of a 2D joint detection module.

2.3. Holistic 3D Body Reconstruction

The network described so far delivers a ‘bottom-up’ estimate of the body’s 3D surface in a single-shot, i.e. through a forward pass in the network. In the same feedforward manner we obtain 2D keypoints, 3D joint [8], or DensePose [2] estimates through fully-convolutional networks (FCNs). These provide complementary pieces of information about the human pose in the scene, with complementary merits. We introduce a refinement process that forces the model-based 3D geometry to agree with an FCN’s predictions through an iterative scheme. This is effective also at test-time, where the FCN-based pose estimates drive the alignment of the model-based predictions to the image evidence through a minimization procedure.

We construct losses that penalize deviations between the 3D model-based predictions and the pose information provided by complementary cues. For example, Dense Pose associates an image position \( x = (x_1, x_2) \) with an intrinsic surface coordinate, \( u = (u_1, u_2) \). Given a set of model parameters \( \phi = (\theta, \beta) \) we can associate every \( u \) vector with a 3D position \( X(\phi) = M(\phi, u) \), where \( M \) denotes the parametric model for the 3D body shape, e.g. [7]. This point in turn projects to a 2D position \( \hat{x}(\phi) = (\hat{x}_1, \hat{x}_2) \), which can be compared to \( x \) - ideally closing a cycle. Since this will not be the case in general, we penalize a geometric distance between \( x(\phi) \) and \( x = (x_1, x_2) \), requiring that \( (\phi) \) yields a shape that projects correctly in 2D. Summarizing, we have the following process and loss:

\[
\mathbf{x} \xrightarrow{\text{DensePose}} u \xrightarrow{M(\phi)} X \xrightarrow{\Pi} \hat{x}, \quad L_{\text{DensePose}}(\phi) = \sum_i \|x_i - \hat{x}_i\|_2, \quad \text{(4)}
\]

where \( \hat{x} = \Pi(M(\phi(\text{DensePose}(x)))) \) is the model-based estimate of where \( x \) should be, \( \Pi \) is an orthographic projection matrix and \( i \) ranges over the image positions that become associated with a surface coordinate.

We can use Eq. 4 to supervise network training, where DensePose stands for Dense Pose ground-truth and \( \phi \) is obtained by the part voting expression in Eq. 2. Secondly, we can use Eq. 4 at test time to force the coupling of the FCN- and model-based estimates of human pose. We bring them in accord by forcing the model-based estimate of 3D structure to project correctly to the FCN-based DensePose/2D/3D joint predictions. For this we treat the CNN-based prediction as an initialization of an iterative scheme driven by the sum of the geometric losses. Furthermore, to cope with implausible shapes we use the following simple loss to bound the magnitude of the predicted \( \beta \) values: \( L_{\beta_{\text{Beta}}} = \sum_i \max(0, b - |\beta_i|) \), where \( b = 2 \) is used in all experiments. We use Conjugate Gradients (CG) to minimize a cost function formed by the sum of the above losses.
3. Experiments

We quantify performance in terms of two complementary problem aspects, namely mesh-based dense pose estimation and 3D object reconstruction. Our qualitative results demonstrate the performance of our system on challenging, “in-the-wild” images with heavy occlusion and clutter.

3.1. Surface Correspondence Performance

Dense correspondence measures 3D mesh alignment accuracy in challenging, “in the wild” scenarios. It complements 3D localization performance, because 3D localization can only be evaluated in constrained images where 3D pose information has been captured by appropriate setups, while dense correspondence can be established by manual annotators as in [2]. We measure the surface correspondence accuracy using the ‘Ratio of Correct Points’ (RCP) measure. The results show that the alignment accuracy of the proposed approach is clearly superior to the state-of-the-art approach of [6]. Also, the synergistic refinement is successfully using the information provided by the DensePose head to improve the alignment accuracy, but there is still space for improvement, e.g. by using a more expressive 3D shape model.

3.2. 3D Keypoint Localization

We report the results of our system on the Human3.6M [3] benchmark. There are two commonly used evaluation protocols with different partitions of the dataset and different evaluation metrics; namely with and without rigid alignment (PA), both reported in Table 1.

For the sake of brevity, we only compare to HMR, the state-of-the-art system by Kanazawa et al. [5]. Our system improves over HMR by 5.2 mm (PA MPJPE) in Protocol 1 and 23.6 mm in Protocol 2 (MPJPE). Furthermore, we show that the synergistic refinement leads to a further improvement of 4 mm in both protocols.

3.3. Qualitative Results

Qualitative results of our system are provided in Fig. 3. We observe that HMR is often distracted by clutter while delivering a pose estimate, whereas our part-based estimate is visibly more accurate; the refinement step further aligns the surface with the image, correcting in particular limb estimates.
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